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Part 1: Tools from MT for Exploring Multilinguality.
e Parallel and multi-lingual corpora.

® Sentence alignment.
e Word alignment.

Part 2: Exploiting Multilinguality for MT.

® Motivation for more than two languages in MT.
® Interesting configurations.

® Dedicated architectures vs. simple data mixing.
® Interlingua?

Embedded slides by Rico Sennrich and Adam Lopez.
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Videolectures & Wiki:
http://mttalks.ufal .ms.mff.cuni.cz/

NPFLO87 Slides and Lectures:
http://ufal.mff.cuni.cz/courses/npf1087

Books: o
e Ondrej Bojar: Cestina a strojovy preklad. UFAL, 2012.
e Philipp Koehn: Statistical Machine Translation. Cambridge
University Press, 2009.
With some slides: http://statmt.org/book/
NMT: https://arxiv.org/pdf/1709.07809.pdf
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Tools from MT for

Exploring Multilinguality




GENESIS

The Stery of Creation
in the beginning, when God created the uni-
verse, 2the earth was formiess and desclate. The
raging ooean that covered everyihing was engulfed
in total darkness, and the Spirit of God was moving

over the water. 3Then God commanded, “Let there

be light® - and light appeared. *God was pleased
‘with what e saw, Then he separated the light from
the darkness, and he named the light “Day" and
the darkness “Night”. Evening passed and morning
came - that was the first day.

%TThen God commanded, *Let there be a dome
io divide the water and to keep it in iwe separace
places” —and it was done, bo God made a dome, and
it separated the water under it from the water above

e . e R P . . S |

A Classical Parallel Corpus

GENESE

Dieu crée 'univers et 'humanité

Au commencement Dieu créa le ciel et la
1erre, {4
2La terre était sans forme et vide, et I'obscurité
couvrait 'océan primitif. Le souifle de Diew se dé-
pragait & la surface de I'eaw. *Alors Diea dit: "Clue
la iumiére paraissel” et la lumiére parut, 4 Dieu
canglata que ks lumidgre éait une bonne chose, et
il sépara ia lumiére de 'abscurizé. #Dieuw nomma la
lumigre jour et Mobscurite nuit. Le soir vint, puis
le matin; ce fut la premiere journes.
¢ Dieu dit gncore: “O'il ¥ ait une volte, pour
séparer les eaux en deuy masses!” 7Er cela e réalisa
Dieu ft ainsi la vodte qui sépare les eaux d'en bas
de celles d'en haut. *1] nomma cette vodie ciel. Le

andmanlndi marbe Maianrmbtee mniliia b s roniadbl s iessd n

e e

T
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Another Classical One (1658)

¢ (2 )ik sor

Invitatio., Cinleitung,

M. Veni,Puer! | L. Kommbier/ Knab!

difce Sapere. ferne Weifiheir.
P. Quid hoceft, S. Wasift das/
Supere? YOeifbeat ¢

<M. Omniz, 8. Alies/
e - g o Nk O
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® \Web is an immense resource.
® People keep crawling it over and over:

® Bitextor: Espla-Gomis and Forcada (2010)
® http://paracrawl.eu/releases.html (2018)

® Good sources of (multi-)parallel corpora:

Corpus OPUS: http://opus.nlpl.eu/
UN Corpus, various EU corpora (DGT-Acquis)..
WMT tasks data: http://www.statmt.org/wmt20/
University-specific corpora, e.g. UFAL released:
® http://ufal.mff.cuni.cz/czeng (Czech-English)
® http://ufal.mff.cuni.cz/hindencorp (Hindi-English), .., Odia-English..
® http://ufal.mff.cuni.cz/umc/
(Czech, Russian, Urdu, with English)
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In my dream , there was a sycamore
growing out of the ruins of the
sacristy , and I was told that , if I
dug at the roots of the sycamore , I
would find a hidden treasure . But I '
m not so stupid as to cross an entire
desert just because of a recurrent
dream . " And they disappeared . The
boy stood up shakily , and looked once
more at the Pyramids . " It is I who
dared to do so , " said the boy . This
man looked exactly the same , except
that now the roles were reversed . " It
is I who dared to do so , " he

Aligned Documents -+ Sentence Pairs

IO A H e T ToR @7 S R <ot o afk g5 o o
fth arR & 9% TR Y 9IS @IS STe, a1 g Tt gan wrr
firet ST | R F TR T=E S S9ED 76 g b 78 R
— TR A el Th FY & HRY R I B 9N 76 |
AN, P A T8 W Tl T | ASHT FSESKT §IHT bt vE
T8 T 1< >UH TR R gu el o <ar | ¢ T

T A B R, 7 eF F BT 1<s > WA TR S
T8 AirT 77E o1 fSieH 98 91 W 9AR o7 3R 996 918 &
TR F fre € e Pael §T Oe o | 9 gewaR o
ferger S et o | 72 a1 R oft 5 &7 feR sear gu &
“H g O e T Hed T e, 7 S Y Sievm e
T TS TeTaR BT AR FE B forg g <t | et 7 off
ST Y Y 3T A A |
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Aligned Documents -+ Sentence Pairs

In my dream , there was a sycamore growing out of the ruins of the sacristy , and I was told that, if I dug at the roots of the sycamore , I
o e growing; ol o old B & Biddon Teaaorine | < # 158 g e 97 3 R a7 e o 580 T e R R 9 T 1 o e e 5 o gon e e e |

But I’ m not so stupid as to cross an entire desert just because of a recurrent dream . " 7 # & T8 g aFH T § o5 AE AR - A I A G WO & BT R I A IR @ |
And they disappeared . ¥ & , 5% 1% 78 § 7 T |
The boy stood up shakily , and looked once more at the Pyramids . #ga1 srg@gral gail il ove @l & 71 | 0 A v Sw Rreiftrel ) 2 |
”:zqia @ oft, aﬁﬁﬁv 1 9 it AT 2 T R AT o e 8 S o W o ofk S 6 & g
forrt TR T
"Itis Twho dared to do so , * saldthehay.wwﬂmmﬁ o |
‘This man looked exactly the same , except that now the roles were reversed . 7 ar 3 & 5 & Rrvar aad U & |
“Itis who dared to do so , * he repeated , and he lowered his head to receive a blow from the sword . * 3 fe1 @ T1 W o o1, " g% 3 SN S1R A T T 71 % W &5 o g 1 |
" Life was good to me , " the man said . Rift 3 # g & wra son acfa fom | *
‘When you appeared in my dream , I felt that all my efforts had been rewarded , because my son’ s poems w';lé :}::r:?:ng{ ;r::e;)r;nf:r P 1 T
R o R 2 ok 7 a1 S s 3R ¥ A e T - T e o o |
Tdon " t want anything for myself . = , 5 e forg g = g |
But any father would be proud of the fame achieved by one whom he had cared for as a child, and educated as he grew up . %% *f 213 S $8T 21 Wewe TR T T8 W o T3 et ¥ e, e - oreran o et - v a1 Fen 41 |
*We " re two very different things . * * & 2 3T - ST A € |
“That ' s not true , * the boy said . * a8 W1 7 8 | * oy A 7@,
“ Ilearned the alchemist " s secrets in my travels . * e % & #3 @ifiwme & vewd a1 w1 € |
I have inside me the winds , the deserts , the oceans , the stars , and everything created in the universe . 3 @ ¥ a fomt & — g, ¥, W, R 3% 78 9 5 o aREIS A WA R 2 |
‘We were all made by the same hand , and we have the same soul . &% ¥ S g121 3 T 3% &9 WAl o f @ A1 & |
You ' 1l learn to love the desert , and you * Il get to know every one of the fifty thousand palms . g e ¥ @R & 37 IET 3N & T 2w W & U1 H G 0 - O @) i iy |
You' Il watch them as they grow , demonstrating how the world is always changing . 5% e g1 2GaR G T 1 s &) &% 1 o aerel el 8 |
And you 1l get better and better at understanding omens , because the desert is the best teacher there is . g% /g T+ & 3z & Jga 3% 1 5% & Wwet v @ Zga A arwwn T A |
" Sometime during the second year , you * Il remember about the treasure . * < , < aan , g 1o 2 T T 9 @G WA |
‘The omens will begin insistently to speak of it , and you * Il try to ignore them . ¥ W g8 %% % # a1 ¥ % &1 , 7R G I S 3 TR |
But you know that I m not going to go to Mecca . Just as you know that you * e not going to buy your sheep . " g sl aee 3 13 & , s 8 s 781 o7 aren £ Ao et e 9 P g 0 g - dg Al A A A 1
* Who told you that ? * asked the boy , startled . * 31 e e a1 ? * eres 71 ameerd g |
* Maktub " said the old crystal merchant . * e | * Reeees - amurd 3 v,
And he gave the boy his blessing . 1 5w @i v8 @, S w9 @ G IS o |
‘The boy went to his room and packed his belongings . @ S e 3 o S aien |
‘They filled three sacks . d @R = m |
As he was leaving , he saw , in the corner of the room , his old shepherd * s pouch . 2/ ST §¢ S @ & @ @4 # , el T ekl i |
“ Iwant to see the greatness of Allah , * the chief said , with respect . * & 3iTe 2 Frel 2 w1ee § | * 43 oI 3 et o 3 7y |
" I'want to see how a man turns himself into the wind . " # &1 =ree § 5 &9 @ omedt R s Hagwan | "
But he made a mental note of the names of the two men who had expressed their fear . 77 T 3173 7 i 97 31 SRl &5 7% 1% 2% Fog Rl 2% 1 T fovan o |
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Goal: Given a text in two languages, align sentences.
Assume: Sentences hardly ever reordered.
e Classical algorithm: Gale and Church (1993).

® Based on similar character length of aligned sentences, no words examined.

® Dynamic-programming search for the best alignment.
® Allows 0 to 2 sentences in a group: 0-1, 1-0, 1-1, 2-1, 1-2, 2-2.

e Several algorithms for English-Czech evaluated by Rosen (2005).
® Nearly perfect alignment possible by a combination of aligners.

® The “standard tool”: Hunalign (Varga et al., 2005).

® LF Aligner has even a user interface for correcting alignments.
® Another option: Gargantua (Braune and Fraser, 2010).

MT Talk #7

http://mttalks.ufal.ms.mff.cuni.cz/index.php?title=Sentence_Alignment
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Goal: Given a sentence in two languages, align words (tokens).
State of the art: GIZA++ (Och and Ney, 2000):

e Unsupervised, only sentence-parallel texts needed.
e Word alignments formally restricted to a function:

src token — tgt token or NULL

® A cascade of models refining the probability distribution:

® |IBM1: only lexical probabilities: P(kocka = cat)
® |BM3: adds fertility: 1 word generates several others
® |BM4/HMM: to account for relative reordering

® Only many-to-one links created = used twice, in both directions.
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“Model” = word-for-word translation dictionary, P(kocka | cat)
= "Lexical probabilities” only, positions of words disregarded.
Probabilities estimated using Expectation-Maximization Loop:
Start by assuming any word can be translated as any word.
..i.e. a dictionary with flat probabilities.

Draw alignment links in sentences based on dict.
..this will be flat, every word with every word, in the first loop.

Set probabilities in the dict based on cooc. counts.

Go to Step 2.

M T Ta | k # 8 http://mttalks.ufal.ms.mff.cuni.cz/index.php?title=Word_Alignment
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EM Loop in IBM1

w
by HNE HEE
dam [N

0

Iteration
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Phrase-Based MT Overview

zar

e —

=——==—-—---r--

This time around
they 're moving
even

This time around, they 're moving
even faster

Nynf{
zareagovaly
dokonce jesté

Nyni zareagovaly
dokonce jesté rychle

Phrase-based MT: choose such segmentation of
input string and such phrase “replacements” to
make the output sequence “coherent” (3-grams

most probable).
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Phrase extraction for standard phrase-based MT:
Run sentence and word alignment,

=
Ssygcs,t
gdoc33cg
naturlich
hat
john
spass

am
spiel
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Phrase extraction for standard phrase-based MT:
Run sentence and word alignment,

Extract all phrases consistent with word alignment.

=
St 4 _Eot
2o <33y
natirlich
hat
john
spass

am
spiel

= Extracted:
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Extracting Linguistic Patterns (3/3)

Now reused for extracting some other linguistic correspondences:
1. Run sentence and word alignment,
2. Extract same phrases, but e.g. POS tags, not word forms.

>0 [

oz_zZz Wz

<Z>Zo0OZ
ADV
\Y
NNP
NN
P
NN

= Extracted: ADV V NNP — ADV NNP V
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Exploiting Multilinguality

for MT




Neural MT: Encoder-Decoder

f=(La, croissance, économique, s'est, ralentie, ces, derniéres, années, .)

OO OO~
rool ? | T

HHI S
SRLEILLL

e = (Economic, growth, has, slowed, down, in, recent, years, .)

https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-gpus-part-2/
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https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-gpus-part-2/

® Help in low-resource settings.

® Words, morphemes or syntactic patterns common to more languages.
® |earning can reuse patterns seen in another dataset.

® |mprove translation quality.
® Words are ambiguous, the third language can disambiguate.
® Truly multi-lingual environments.

® United Nations: 6 languages.

® EU official languages: 24.

e EUROSAI official languages: 43.
® INTOSAI official languages...
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Pivot translation (Cascading).

Multi-lingual source (also called multi-way).
Multi-lingual multi-source.

Multi-lingual target.

Multi-lingual multi-target.

Both sides multi-lingual.

(Both sides multi-lingual, multi-source, multi-target. ;-)
Zero-shot training.

® j.e. translating an unseen pair when both the source and target langs were
covered in the training data in other pairs.

“Beyond zero-shot” is translating from an unseen language.

18/94



ELITR Multi-Target and Multi-Source MT

e Multi-Target focus: Efficiency
® Decrease hardware resources compared using many separate models.
e Multi-Source focus: Resolving ambiguity thanks to existing translatior
® E.g. Translating German “Schloss” to French is easier
if we can feed in the English translation (“castle” or “lock").

® Training on: Multi-parallel or bi-parallel multilingual corpora.

‘l‘
-

Figure 1: Multi-Target MT Figure 2: Multi-Source MT
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ELITR Y3 Goal: Flexible Multi-Lingual MT

AND/OR

AND/OR

AND/OR

Figure 3: Flexible multilingual MT
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Strategies for NMT

e Simple data mixing.
® Multilingual models.
® Pre-training / Transfer learning.

® Dedicated architectures.
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. simply feed in various language pairs.

Source Sent 1 (De) 2en versetzen Sie sich mal in meine Lage !

Target Sent 1 (En)  put yourselves in my position .

Source Sent 2 (En)  2nl | flew on Air Force Two for eight years .

Target Sent 2 (NI ik heb acht jaar lang met de Air Force Two gevlogen .

® The model of the same size will learn both pairs.
e Hopefully benefiting from various similarities.
e Risk of catastrophic forgetting.

See Johnson et al. (2016) or Ha et al. (2017).
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Interlude: Catastrophic Forgetting

e Kocmi and Bojar (2017) explore curriculum learning:

® Start with simpler sentences first, add complex ones later.

BLEU
ul
|

Baseline

| |
0 10 20 30 40

Steps (in millions examples)
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Interlude: Catastrophic Forgetting

e Kocmi and Bojar (2017) explore curriculum learning:
® Start with simpler sentences first, add complex ones later.
® When “simpler” means “shorter”:

15 | I I
510 - .
m Baseline
—
m 5 L Sorted by length |
O [ [ [ | | 1
0 10 20 30 40 50

Steps (in millions examples)
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Interlude: Catastrophic Forgetting

e Kocmi and Bojar (2017) explore curriculum learning:

® Start with simpler sentences first, add complex ones later.
® When “simpler” means “shorter”:

® (Clear jumps in score as bins of longer sentences are allowed.

15 +
210 +
E Curriculum by tar; ];:alse%hr;ﬁ —_—
m g5 o}éted%)y length
O | | | | | 1
0 10 20 30 40 50

Steps (in millions examples)
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Interlude: Catastrophic Forgetting

e Kocmi and Bojar (2017) explore curriculum learning:
® Start with simpler sentences first, add complex ones later.
® When “simpler” means “shorter”:
® (Clear jumps in score as bins of longer sentences are allowed.
® Reversed curriculum unlearns to produce long sentences.

I I I I
15
210 + rersed Curriculum by target length ——— —
m Baseline
— Curriculum by tar%)et length —
m 5 L Sorted by length
0 | | | ]

| |
0 10 20 30 40 50

Steps (in millions examples)
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“Language Embeddings” from 927 Bibles

output sentence

y1 v ¥ Helsinki Neural
Bible translations I I MT System
in 927 languages (oooo) (ooToo> (oooo)
O—)
aﬁé/ , multilingual
¢ train AT NMT model
English O O € @)
O/ O O
’

Q00D |CO0OD COOO OO

/ L )L l X[ learning to translate

vector space input sentence Por’fuguese - Swe"dish
of language language (“zero-shot MT”)

embeddings flags

Tiedemann (2018)
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“Language Embeddings” from 927 Bibles

Trans-New Guinea

.o.;‘} @ : Otomanguean
o 4,0 ® Quechuan
fa. ‘... .4 .... A‘.\ [ ] rdtl—EuroE)ean

7 J o, ° ® Austronesian
o i TR N
¢ ”® b ‘.,.f. .H.‘ .‘..‘ ® Mayan
° o{'*‘:‘.'.} ‘:." ....‘.0 ® Niger-Congo
...or. o .o % %9 o ~ .’zo.O - ® Creole
o.q“."qh‘:.‘i,.1uq.p o8 P
AR b A g Py
%, % Y0¥ .-o*."b e S0
s A "03’.0 v .
... ‘ . L) o @ °
° ™ ‘e .
[ ] ‘.... L & °

t-SNE of the language-embedding vectors, colored by language family.
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Exploiting Multilinguality for MT

Transfer Learning




Motivation for NN Transfer Learning

Performance

Without transfer learning

Training steps
& P 26/94



Motivation for NN Transfer Learning

Performance

Without transfer learning
With transfer learning

Training steps
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Motivation for NN Transfer Learning

Performance

Steeper slope

Better initial performace

Better final performance

Without transfer learning
With transfer learning

Training steps
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Steps of Transfer Learning

25

20

15

10

Parent dataset
0 250k 500k 750k 1000k 1500k

= Parent devset

mmsss Transfer on child devset
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Steps of Transfer Learning

Parent dataset Child dataset
25 —— — <
2 . f_/ Iy
15
10 : mmmm  Parent devset
> s Transfer on child devset
0 mmmss  Baseline on child devset

Or 250k 500k 750k 1000k 1500k
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e Early works (Zoph et al., 2016; Nguyen and Chiang, 2017) target
one common language (English).

e Kocmi and Bojar (2018) try even unrelated languages.

The trivial procedure:
® Train on one pair (“parent”), switch corpus to another (“child").
® The only requirement: joint subword units across all langs.
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Getting Balanced Vocabulary

Parent corpus

S
EN

Child
corpus
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Getting Balanced Vocabulary

Parent corpus

Child
cs corpus
EN
ET \
EN
Balanced
vocabulary
CSh ETB
EN t EN Rt
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Getting Balanced Vocabulary

Parent corpus

Child
cs corpus
EN
ET
EN
Balanced the
vocabulary | ze_
ying_
AN AN staying
cs ET r
en [ Flen | A e
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English on Same Side

Child model: Slovak

Parent model | Corpus size | Direction Baseline Transfer A
difference (BLEU) (BLEU) (BLEU)

Czech 9x from English | 16.13 17.75 1.62 *

Czech 9x to English 19.19 22.42 3.23*

* statistically significant
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English on Same Side

Child model: Slovak

Parent model | Corpus size | Direction Baseline Transfer A
difference (BLEU) (BLEU) (BLEU)

Czech 9x from English | 16.13 17.75 1.62*

Czech 9x to English 19.19 22.42 3.23*

* statistically significant
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Child model: Slovak

Parent model | Corpus size

difference
Czech 9x
Czech 9x

Child model: Estonian

Parent model | Corpus size

difference
Finnish 3.5x
Russian 16x
Czech 50x
Finnish 3.5x
Russian 16x

* statistically significant

Direction

from English

to English

Direction

from English
from English
from English
to English

to English

Baseline
(BLEU)

16.13
19.19

Baseline
(BLEU)

17.03
17.03
17.03
21.74
21.74

Transfer
(BLEU)

17.75

22.42

Transfer
(BLEU)

19.74
20.09
20.41
24.18
23.54

A
(BLEU)

1.62*
3.23%

A
(BLEU)

271 %
3.06 *
3.38*
2.44 *
1.80*
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English on Same Side

Child model: Slovak

Parent model | Corpus size | Direction Baseline Transfer A
difference (BLEU) (BLEU) (BLEU)

Czech 9x from English | 16.13 17.75 1.62 *

Czech 9x to English 19.19 22.42 3.23*

Child model: Estonian

Parent model | Corpus size | Direction Baseline Transfer A
difference (BLEU) (BLEU) (BLEU)

Finnish 3.5x from English | 17.03 19.74 2.71%*

Russian 16x from English | 17.03 20.09 3.06 *

Czech 50x from English | 17.03 20.41

Finnish 3.5x to English 21.74 24.18 2.44 *

Russian 16x to English 21.74 23.54 1.80*

* statistically significant 1801



English on Same Side

Child model: Slovak

Parent model | Corpus size | Direction Baseline Transfer A
difference (BLEU) (BLEU) (BLEU)
9x from English | 16.13 17.75 1.62*
9x to English 19.19 22.42 3.23*

Child model: Estonian

Parent model | Corpus size | Direction Baseline Transfer A
difference (BLEU) (BLEU) (BLEU)
3.5x from English | 17.03 19.74 2.71%*
16x from English | 17.03 20.09
50x from English | 17.03 20.41
3.5x to English 21.74 24.18 2.44 *
16x to English 21.74 23.54 1.80 *

* statistically significant
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Child model:

Parent model

Estonian

Estonian

Child model:

Parent model

Slovak
Slovak

Finnish

Corpus size
difference

0.3x
0.3x

Czech

Corpus size
difference

0.1x
0.1x

Direction

from English

to English

Direction

from English

to English

Baseline
(BLEU)

19.50
24.40

Baseline
(BLEU)

23.48
29.61

Transfer
(BLEU)

20.07
23.95

Transfer
(BLEU)

22.99
28.20

A
(BLEU)

0.57*
-0.45

A
(BLEU)

-0.49 *
-1.41 *

40/94



Child model:

Parent model

Estonian

Estonian

Child model:

Parent model

Slovak
Slovak

Finnish

Corpus size
difference

0.3x
0.3x

Czech

Corpus size
difference

0.1x
0.1x

Direction

from English

to English

Direction

from English

to English

Baseline
(BLEU)

19.50
24.40

Baseline
(BLEU)

23.48
29.61

Transfer
(BLEU)

20.07
23.95

Transfer
(BLEU)

22.99
28.20

A
(BLEU)

0.57 *
-0.45

A
(BLEU)

-0.49 *
-1.41 *
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Parent
model

EN - Finnish
EN - Russian
EN - Czech
Finnish - EN

Russian - EN

Child model

Estonian - EN
Estonian - EN
Estonian - EN
EN - Estonian

EN - Estonian

Corpus size
amplification

3.5x
16x
50x
3.5x
16x

Baseline | Transfer

(BLEU)
21.74
21.74
21.74
17.03
17.03

(BLEU)
22.75
23.12
22.80
18.19
18.16

A
(BLEU)

1.01*
1.38 *
1.06 *
1.16 *
1.13*

Parent
Aligned A

244~

1.80*

271~

3.06 *

42/94



Child model: Estonian to English

Parent model

Arabic - Russian
Spanish - French
Spanish - Russian

French - Russian

Corpus size
amplification

12x
12x
12x

12x

Baseline
(BLEU)

21.74
21.74
21.74

21.74

Transfer
(BLEU)

22.23
22.24
22.52

22.40

A
(BLEU)

0.49
0.50 *
0.78 *

0.66 *
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No Language in Common

Child model: Estonian to English

Parent model

Spanish - French

Spanish -

French -

2
N

Corpus size Baseline Transfer A

amplification (BLEU) (BLEU) (BLEU)
21.74 22.23 0.49
21.74 22.24 0.50 *
21.74 22.52 0.78 *
21.74 22.40 0.66 *
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The

18

16

BLEU

14

12

Better the Parent, the Better the Child

NS =
o,

’\/v\//\ Ir~« ~-o

|

| en-et after 50k of en-f
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The Lesser the Child, the Bigger the Gain
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Length BLEU Components BP
Base ENET 35326 48.1/21.3/11.3/6.4 0.979
ENRU+ENET 35979 51.0/24.2/13.5/8.0 0.998
ENCS+ENET 35921 51.7/24.6/13.7/8.1 0.996

(The reference length in the matching tokenization was 36062.)

® Child models produce longer outputs = lower brevity penalty.
e But n-gram precisions also better.

1-gram present in ENRU+ENET ENCS+ENET
Child, Base, Ref 15902 (44.2 %) 15924 (44.3 %)

Child only 9635 (26.8 %) 9485 (26.4 %)
Child, Base 7200 (20.0 %) 7034 (19.6 %)
Child, Ref 3233 (9.0 %) 3478 (9.7 %)
Total 35979 (100.0 %) 35921 (100.0 %)

® The 3k better toks are regular ET words, not NEs or numbers.
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Estonian

29.9%

0%
®  10.1%

8.9%
29%

1.4%  20.7%
Russian English
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Why it Helps? Sentence Lengths Somewhat

Parent
Sentence lengths BLEU Avg. words
1-10 words 8.57 10.9
10-20 words 16.21 15.4
20-40 words 12.59 219
40-60 words 5.76 35.5
1-60 words 22.30 15.3
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Why it Helps? Sentence Lengths Somewhat

Parent Child
Sentence lengths BLEU Avg. words BLEU Avg. words
1-10 words 8.57 10.9 16.57 15.3
10-20 words 16.21 15.4 17.48 15.3
20-40 words 12.59 21.9 17.99 15.3
40-60 words 5.76 35.5 16.80 15.5
1-60 words 22.30 15.3 19.15 15.4
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Why it Helps? Sentence Lengths Somewhat

Parent Child
Sentence lengths BLEU Avg. words BLEU Avg. words
1-10 words 8.57 10.9 16.57 15.3
10-20 words 16.21 15.4 17.48 15.3
20-40 words 12.59 21.9 17.99 15.3
40-60 words 5.76 35.5 16.80 15.5
1-60 words 22.30 15.3 19.15 15.4
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Exploiting Multilinguality for MT

Dedicated Architectures




Multi-source translation

Quite an old idea (e.g. Och & Ney 2001)

Table 4: Absolute improvements in WER combining
two languages using method MAX compared with the
best WER obtained by any of the two languages.

fr | pt | es [ it | sv|da|[nl
frffo0|15([12[05[27 (19 |08
pt 00[22[21]40[34]13
es 00 (24139 (2617
it 00353216
sv 00|27 |17
da 0.0 | 4.3
nl 0.0

Table 5: Absolute improvements in WER combining
two languages using method PROD compared with the
best WER obtained by any of the two languages.

[ fr [ pt [es it [sv]da[ nl
fr |00)08]01]04)10]08]-02
pt 00]26]21]26]|28]-0.1
es 001241343711
it 00]19]30] 03
sV 00|18 05
da 00 1.5
nl 0.0

Table 6:

Language combination using method MAX.
languages WER | PER
fr 553 | 453
fr+sv 526 | 43.7
fr+svtes 52.0 | 43.2
fr+svtes+pt 523 | 43.6
fr+sv-t+es+pttit 52.7 | 44.0
fr+svtestptrit+da | 52.5 | 43.9

Table 7:

Language combination using method PROD.
languages WER | PER
fr 553 | 453
fr+sv 543 | 44.5
fr+svtes 510 | 414
fr+svtes+pt 502 | 40.2
fr+svtes+pt+it 49.8 | 39.8
fr+svt+estpttit+da | 48.8 | 39.1

52/94



Multi-source translation

» Assorted techniques to do this in IBM-style or phrase-
based MT.

* Difficult to model directly due to independence
assumptions of these models.

* Usually done as a kind of system combination
(merging the output of two MT systems).

» But this introduces other problems, e.g. decoding.

* Fundamentally, it’s interpolation of conditional LMs.
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Direct multi-source
Zoph & Knight 2016

« Directly learns and uses p(English|French,German)

* For attention: two context vectors (uses p-local attention of
Luong, et al, but could use other methods).
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Multi-way MT
Firat et al. 2016 (two papers)

* Assume only many bilingual parallel corpora.
* For Nlanguages: learn N encoders and N decoders.

e But what about attention?
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Multi-way MT
Firat et al. 2016 (two papers)

* Assume only many bilingual parallel corpora.

* For N languages: learn N encoders and N decoders.

e But what about attention?

p(filfi—1s oy f1.€) = g(fi—1, 56, ¢i)

exp(a;;)

k=1 eXpla;
C; = E Oéijhj

aij = a(s;—1, hyj)
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Multi-way MT
Firat et al. 2016 (two papers)

* Assume only many bilingual parallel corpora.
* For N languages: learn N encoders and N decoders.

e But what about attention?

I Everything
p(filfi—1, s f1.€) = glfi—1, 51, ] we need is
o right here!
o exp(a;;)
le| Qij = le] ox (a‘ )
C;, = Z Oéijhj k=1 Pldik
j=1

aij = a(si—1, hj)
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Multi-way MT

Firat et al. 2016 (two papers)

* Asin Bahdanu et al. (2014), attention mechanism is
a feedforward function of both decoder hidden state
and encoder context vector.

» Shared between all encoders and decoders.

U— Everything
p(fi‘fi—lw'wfl?e) :g

we need is
eXp(aij)

right here!

B Qij =

=Y ayh; Yt explaie)

a;j = a(si—1,h;j)
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Multi-way MT

Firat et al. 2016 (two papers)

Size Single Single+DF Multi
. 100k 5.06/3.96 4.98/3.99 6.2/5.17
% 200k 7.1/6.16 7.21/6.17 8.84/7.53
[5 400k 9.11/7.85 9.31/8.18 11.09/9.98

800k 11.08/9.96 11.59/10.15 12.73/11.28
o 210k 1427/132 14.65/13.88 16.96/16.26
B 420k 18.32/17.32 18.51/17.62 19.81/19.63
é 840k 21/19.93 21.69/20.75 22.17/21.93

1.68m 23.38/23.01 23.33/22.86 23.86/23.52
o 210k 1144/11.57 11.71/11.16 12.63/12.68
Q 420k 14.28/1425 14.88/15.05 15.01/15.67
Z 840k 17.09/17.44 17.21/17.88 17.33/18.14
Ho168m  19.09/19.6 19.36/20.13 19.23/20.59

Table 2: BLEU scores where the target pair’s parallel corpus is
constrained to be 5%, 10%, 20% and 40% of the original size.
We report the BLEU scores on the development and test sets

(separated by /) by the single-pair model (Single), the single-

pair model with monolingual corpus (Single+DF) and the pro-

posed multi-way, multilingual model (Multi).

Low-resource simulation
(using high-resource
European languages)
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Multi-way MT

Firat et al. 2016 (two papers)

Table 3: (a) BLEU scores and (b) average log-probabilities for all the five languages from WMT’15.

Fr (39m) Cs (12m) De (4.2m) Ru (2.3m) Fi (2m)
Dir|| 2 En En— | 2En En— | 4En En— | 2 En En— | -En En—
=R Single || 27.22 2691 | 21.24 15.9 24.13 2049 | 21.04 18.06 | 13.15 9.59
E A Multi 2609 25.04 | 2123 1442 | 23.66 19.17 | 2148 17.89 | 12.97 8.92
E < Single || 27.94  29.7 2032 13.84 24 21.75 | 2244 1954 | 1224 923
& Muli 28.06 27.88 | 20.57 1329 | 2420 2059 | 2344 1939 | 12.61 8.98
g Single || -50.53 -5338 | -60.69 -69.56 | -54.76 -61.21 | -60.19 -65.81 | -88.44 -91.75
j A Multi -50.6 -56.55 | -54.46 -70.76 | -54.14 -62.34 | -54.09 -63.75 | -74.84 -88.02
) 7 Single || -43.34 -45.07 | -60.03 -64.34 | -57.81 -59.55 | -60.65 -60.29 | -88.66 -94.23
B Multi || 4222 -46.29 | -54.66 -64.80 | -53.85 -60.23 | -54.49 -58.63 | -71.26 -88.09
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Multi-way MT

Firat et al. 2016 (two papers)

Table 3: (a) BLEU scores and (b) average log-probabilities for all the five languages from WMT"15.

ok, but what about multi-source?

Fr (39m) Cs (12m) De (4.2m) Ru (2.3m) Fi (2m)
Dir || En En— | - En En— | 4 En En— | -En En— | -En En—
2|5 Single || 27.22 2691 | 21.24 159 24.13 2049 | 21.04 18.06 | 13.15 9.59
ﬁ A Multd 26.09 25.04 | 21.23 1442 | 2366 19.17 | 2148 17.89 | 12.97 8.92
E < Single || 27.94 29.7 2032  13.84 24 21.75 | 2244  19.54 | 12.24 9.23
E|F Muld 28.06 27.88 | 20.57 13.29 | 2420 20.59 | 2344 1939 | 12.61 8.98
z Single || -50.53 -53.38 | -60.69 -69.56 | -54.76 -61.21 | -60.19 -65.81 | -88.44 -91.75
j Q  Multi -50.6 -56.55 | -54.46 -70.76 | -54.14 -62.34 | -54.09 -63.75 | -74.84 -88.02
@ 7 Single || 43.34 -45.07 | -60.03 -64.34 | -57.81 -59.55 | -60.65 -60.29 | -88.66 -94.23
= Multi || -42.22 -46.29 | -54.66 -64.80 | -53.85 -60.23 | -54.49 -58.63 | -71.26 -88.09
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Multi-way multi-source MT

Firat et al. 2016 (two papers)

Still assumes only many bilingual parallel corpora.

What to do if there are multiple input sentences?

_ ¢t +ct

Early averaging (average context vectors). ¢, -

Late averaging (aka linear interpolation).

K
P(wile) =) Ax(e) Pe(wilc)
k=1

Early and late averaging are orthogonal, can be combined.
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Multi-way multi-source MT

Firat et al. 2016 (two papers)

Multi Single
Src  Trgt Test Test
(@ | Es En 28.32 27.48
®) | Fr  En 27.93 27.21
(¢) | En Es 28.41 28.90
(d | En Fr 2341 24.05

Table 2: One-to-one translation qualities using the multi-way,
multilingual model and four separate single-pair models.
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Multi-way multi-source MT

Firat et al. 2016 (two papers)

Multi Single
Src  Trgt Test Test
(a) | Es En 28.32 27.48
()| Fr  En 27.93 27.21

Table 2: One-to-one translation qualities using the multi-way

multilingual model and four separate single-pair models.

Dev Test Dev Test

(a) | Early || 31.89 3135| - N
(b) | Late || 32.04 31.57 | 32.00 3146
() | E+L || 32.61 3188 | -
Table 3: Many-to-one quality (Es+Fr—En) using three transla-
tion strategies. Compared to Table 2 (a-b) we observe a signif-

H Multi Single

icant improvement (up to 3+ BLEU), although the model was
never trained in these many-to-one settings. The second column
shows the quality by the ensemble of two separate single-pair

models.
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Multi-way multi-source MT

Firat et al. 2016 (two papers)

Multi Single Multi Single
Src  Trgt Test Test Dev  Test | Dev  Test

(@ | Es En 28.32 27.48 (a) | Early || 31.89 3135 | - -
®) | Fr En 27.93 2721  (b) | Late || 32.04 31.57 | 32.00 3146

© | E+L || 3261 3188 | - -
Table 3: Many-to-one quality (Es+Fr—En) using three transla-

Table 2: One-to-one translation qualities using the multi-way tion sizatogies. Compared to Table 2 (a-b) we observe a siguif-
- ' G icant improvement (up to 3+ BLEU), although the model was
multilingual model and four separate single-pair models.

- : never trained in these many-to-one settings. The second column

shows the quality by the ensemble of two separate single-pair
models.
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Zero-shot MT

Firat et al. 2016 (two papers)

* Suppose our bilingual parallel data include a pair of
languages for which we have no parallel data.

Spanish «—English English «<— French

* Q: Can we use the multi-way encoder-decoder system
to translate Spanish into French?
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Zero-shot MT

Firat et al. 2016 (two papers)
* Suppose our bilingual parallel data include a pair of
languages for which we have no parallel data.
* Q: Can we use the multi-way encoder-decoder system

to translate Spanish into French?

|| Pivot | Many-to-1 || Dev  Test

@l | | <1 <1 A: Not really
® v | || 2064 20.4
Must pivot
(explicitly)

Table 4: Zero-resource translation from Spanish (Es) to French
(Fr) without finetuning. When pivot is 1/, English is used as a
pivot language.

through English
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Zero-shot MT

Firat et al. 2016 (two papers)

» Finetuning: what if we use a small amount of

parallel data in this setting”?

* Q: Where would we get this data?

|| Pivot | Many-to-1 || Dev  Test
(@ || | [P =]
o] v | || 2064 20.4

Table 4: Zero-resource translation from Spanish (Es) to French
(Fr) without finetuning. When pivot is /, English is used as a
pivot language.
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Zero-shot MT

Firat et al. 2016 (two papers)

» Finetuning: what if we use a small amount of
parallel data in this setting?

* Q: Where would we get this data? Backtranslation

Spanish «—English English «— French
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Zero-shot MT

Firat et al. 2016 (two papers)

» Finetuning: what if we use a small amount of
parallel data in this setting?

* Q: Where would we get this data? Backtranslation

Spanish «—English English «— French

!

Spanish (MT)
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Zero-shot MT

Firat et al. 2016 (two papers)

* Finetuning: what if we use a small amount of
parallel data in this setting?

* Q: Where would we get this data”? Backtranslation

Spanish «—English English «— French

L

Spanish (MT)
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Zero-shot MT

Firat et al. 2016 (two papers)

* Finetuning: what if we use a small amount of
parallel data in this setting?

Pivot Many-to-1

Pseudo Parallel Corpus
1k 10k 100k 1m

Dev

Single-Pair Models Test

Vv No Finetuning

Dev: 20.64, Test: 20.4

Dev
Test

028 10.16 1561 17.59
047 10.14 1541 17.61
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Zero-shot MT

Firat et al. 2016 (two papers)

» Finetuning: what if we use a small amount of
parallel data in this setting?

Pseudo Parallel Corpus

True Parallel Corpus

Pivot Many-to-1 k 10k 100k 1m 1k 10k 100k 1m
. . Dev || - - - - - - 1125 21.32
Single-Pair Models Test _ B 3 3 3 3 1043 2035
of No Finetuning | Dev: 20.64, Test: 20.4 -
Dev | 028 10.16 1561 17.59| 0.1 845 162 20.59
Test || 0.47 10.14 1541 1761 | 0.12 8.18 158 19.97
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Zero-shot MT

Johnson et al. 2016 (Google)

* Incremental training: add a small amount of (true)

parallel data in the language pair of interest.

Table 5: Portuguese—Spanish BLEU scores using various models.

Model BLEU
(a) PBMT bridged 28.99
(b) NMT bridged 30.91
(c) NMT Pt—Es 31.50
(d) Model 1 (Pt—En, En—Es) 21.62
(e) Model 2 (En<+{Es, Pt}) 24.75
(f) Model 2 + incremental training  31.77
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Zero-shot MT

Johnson et al. 2016 (Google)

Table 6: BLEU scores for English<>{Belarusian, Russian, Ukrainian} models.

Zero-Shot {From-Scratch } Incremental
English— Belarusian 16.85 17.03 16.99
English—Russian 22.21 22.03 21.92
English—Ukrainian 18.16 17.75 18.27
Belarusian—English 25.44 24.72 25.54
Russian—English 28.36 27.90 28.46
Ukrainian—English 28.60 28.51 28.58
Belarusian—Russian 56.53 82.50 78.63
Russian—Belarusian 58.75 72.06 70.01
Russian— Ukrainian 21.92 25.75 25.34
Ukrainian—Russian 16.73 30.53 29.92
trained on

parallel data
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Zero-shot MT

Johnson et al. 2016 (Google)

Table 6: BLEU scores for English<»{Belarusian, Russian, Ukrainian} models.

Zero-Shot From-Scratch Incremental

English—Belarusian 16.85 17.03 16.99

English— Russian 22.21 22.03 21.92
English— Ukrainian 18.16 17.75 18.27
Belarusian—English 25.44 24.72 25.54

Russian—English 28.36 27.90 28.46
Ukrainian—English 28.60 28.51 28.58
Belarusian— Russian 56.53 82.50 78.63
Russian—Belarusian HBHD 72.06 70.01
Russian— Ukrainian 21.92 25.75 25.34
Ukrainian—Russian 16.73 30.53 29.92

actual zero-shot
experiment
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Zero-shot MT

Johnson et al. 2016 (Google)

code-switching in the input language:

Japanese: RIHEFEKFOF4ETd. — Iam a student at Tokyo University.
Korean: }+= =3 t&e] &4ttt — I am a student at Tokyo University.

Mixed Japanese/Korean: #\|IHF A58} — I am a student of Tokyo University.

code-switching in the output language:

Spanish/Portuguese: ~Here the other guinea-pig cheered, and was suppressed.

Wy = 0.00
Wyt = 0.30
Wpt = 0.40
wpy = 0.42
wyy = 0.70
Wy = 0.80
wpy = 1.00

Aqui el otro conejillo de indias animd, y fue suprimido.
Aqui el otro conejillo de indias animd, y fue suprimido.
Aqui, o outro porquinho-da-india alegrou, e foi suprimido.
Aqui o outro porquinho-da-india alegrou, e foi suprimido.
Aqui o outro porquinho-da-india alegrou, e foi suprimido.
Aqui a outra cobaia animou, e foi suprimida.

Aqui a outra cobaia animou, e foi suprimida.
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Zero-shot MT

Johnson et al. 2016 (Google)

Portuguese informant: “we decided it's impossible to
judge the correctness of the translation without context
(but it's likely wrong). After finding the context (Alice in

Wonderland) we can conclude it's wrong.”

code-switching in the output language:

Spanish/Portuguese: Here the other guinea-pig cheered, and was suppressed.

wyy = 0.00
‘Ujpg =0.30
wp = 0.40
Wy = (.42
wp = 0.70
wpe = 0.80
Wpt = 1.00

Aqui el otro conejillo de indias animd, y fue suprimido.
Aqui el otro conejillo de indias animd, y fue suprimido.
Aqui, o outro porquinho-da-india alegrou, e foi suprimido.
Aqui o outro porquinho-da-india alegrou, e foi suprimido.
Aqui o outro porquinho-da-india alegrou, e foi suprimido.
Aqui a outra cobaia animou, e foi suprimida.

Aqui a outra cobaia animou, e foi suprimida.
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Google Interlingua .m0

[_enousk ] L
The stratosphere extends from about [ ) \

10km to about 50km in altitude.

azm $% ¢ o

Y4B DT o 10kmE oF
0

50km7Hx| &HaHE Lct e
° ‘
LR, B 10km HS -‘
50km OLES @

Figure 2: A t-SNE projection of the embedding of 74 semantically identical sentences translated across
all 6 possible directions, yielding a total of 9,978 steps (dots in the image), from the model trained on
Englishe Japanese and Englishe> Korean examples. (a) A bird’s-eye view of the embedding, coloring by the
index of the semantic sentence. Well-def ned clusters each having a single color are apparent. (b) A zoomed
in view of one of the clusters with the same coloring. All of the sentences within this cluster are translations
of “The stratosphere extends from about 10km to about 50km in altitude.” (c¢) The same cluster colored by
source language. All three source languages can be seen within this cluster. 79/94



Interlingua?

335
Automatic Translation

source language L target language L'

Figure 28.1

From Vauquois (1968), reproduced by Adam Lopez.
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® Theoretically, a very inspiring concept.

e Need for 2NN instead of n? systems.
e Sceptical view:
® Need to capture all distinctions in word meanings:
https://en.wikipedia.org/wiki/Eskimo_words_for_snow
® Text form underspecifies the meaning, formally captured content
underspecifies the form (Lampert, 2001).

® |nterannotator agreement decreases as we proceed along layers of linguistic
analysis (Dorr et al., 2010).
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e Optimistic/wishful view:
® Molto-Project (EU FP7, 2011-2013), among others:
http://www.molto-project.eu/

Isn't interlingua an unrealistic dream? Yes, it is, if we
want to have a universal interlingua working for everything.
This is why we don't believe we can ever translate newspa-
pers with MOLTO techniques. However, domain-specific inter-
linguas have proved quite feasible. Notice that this move is
similar to what has happened in ontologies: they have moved
from universal ontologies to domain ontologies.
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Massively Multi-Lingual

Models




Available Data for EN«>1004+ Langs

Data distribution over language pairs

High Resource Languages Low Resource Languages

83/94



Translation Quality of Bilingual MT

Data distribution over language pairs

Translation quality of 103 bilingual baselines

High Resource Languages Low Resource Languages
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Standard Transformer Model

Multi-Head Attention

Output
Probabilities

Add & Norm

Feed
Forward

Add & Norm

Multi-Head
Attention

Add & Norm
Feed
Forward
Scaled Dot-Product Attention

Nx
T
Multi-Head Multi-Head
Attention Attention
A y) A >
\. )
Positional A Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)
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GPipe (Huang et al., 2019) introduces microbatches for faster training
of deep models across multiple GPUs.

Enc/Dec Depth FF Dim Heads Total Parameters GPUs Used

6 8192 16 400M 1 default
12 16384 32 1.3B 2 “wide"”
24 8192 16 1.3B 4 “deep”
32 16384 32 3.0B 8
64 16384 32 6.0B 16

® “Deep” better than “wide” on low-resource languages.
® |ndicates better generalization.

® Further tricks needed to keep the training stable.

86/94



Massively Multilingual Models

x5! ! ! ! ! ! -
Bilingual Baselines

T( 6, 8192, 16) . -
T(24, 8192, 16) 3 '
T(12, 16384, 32) 5
T(32, 16384, 32)
T(64, 16384, 32)

.e
.

15 -

10 -

A BLEU

0 20 40 60 80 100

Languages
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Massive Massively Multilingual Models

® Massively multilingual with 50 billion parameters
® Massively multilingual with 6 billion parameters
® Massively multilingual with 400 million parameters

+15 BLEU
+10 BLEU

+5 BLEU

Bilingual Baselines —

W

High Resource Languages Low Resource Languages

-5 BLEU
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The recent 50 billion parameters Transformer needed further trick:
® sparsely-gated mixture of experts (Shazeer et al., 2017):

=

. /MoE layer

G(x),

= BLEU on 100 langs re-gained and improved by 125x larger model.

https://ai.googleblog.com/2019/10/exploring-massively-multilingual.html
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Domain Adapters to Recover Practical Sizes

e Bapna and Firat (2019) propose tiny tunable “adapter” layers.
1. Pretrain on a large mixed-language corpus.
2. Inject adapter layers.
3. Finetune adapter layers for each of the target tasks.

English (en) output

e s

| Feed forward .[

Down
Projection

(Cross Attention | |

| Feed forward |

| self Attention | Self Attention

Layer Norm

Decoder

Chinese (zh) input
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Domain Adapters into English

Any-to-English Translation performance for multilingual models wjth adapters

— Bilingual Baselines
=== Multilingual
= Adapters
=== Adapters-Large
. **+ Multilingual

**« Adapters

« =« Adapters-Large
-10 - I I I I I I -

0 20 40 60 20 100
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Domain Adapters from English

English-tg-Any Translation performance for mu]tilingual models wjth adapters .

Bilingual Baselines

—a- o 2 s = == Multilingual -
* = Adapters
=== Adapters-Large
-6 - - **+ Multilingual =
**« Adapters
« =« Adapters-Large
-8 - I I I I I I -
0 20 40 60 20 100
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Tools from machine translation for reuse in multilingual research.

Machine translation is multilingual from the beginning.
Transfer learning in NMT works.
= NMT can exploit more and less related data.
® Trivial Transfer: Parent just has to be larger.
® Even unrelated language pairs can help.
® \ery big improvements in low-resource conditions.

Language families emerge in language token embedding.
Model capacity is the bottleneck.
® Models 125x large for 100 languages in one model
allow gains on high-resource languages, too.
® With tiny adaptors instead of mixture of experts
model sizes can decrease again.
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Ankur Bapna and Orhan Firat. 2019. Simple, scalable adaptation for neural machine translation. In Proceedings of the
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