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1 Introduction

In our work we focus on detecting semantic re-
lations from unstructured texts. We present, how
semantics can improve searching large collections
of documents and we introduce our approach to
semantic search. The essential parts of the seman-
tic search are (1) an understanding of document
semantics and (2) integration of extracting knowl-
edge with other machine readable sources. We
show, how Linked Data principles can straightfor-
wardly do this task.

A significant amount of this work was done as
a part of the INTLIB1 project.

1.1 Motivation

In many domains, large collections of unstructured
documents form main sources of information.
Their efficient browsing and querying present key
aspects in many areas of human activities. Typical
approaches of searching large collections of doc-
uments are full-text search and metadata search.
In general, both approaches do not work with the
semantic interpretation of documents.

This disadvantage of the typical search ap-
proaches is more and more evident. According to
Amerland (2013) from Google Search: ,,Search is
changing”. The way how users use search engines
has changed over the past few years. Nowadays,
semantic search and the ability to extract struc-
tured data from texts, represent the most accurate
options for granting answers.

In addition, the wide range of devices from
which users can search represents a determining
factor: PCs, laptops, smartphones, tablets, TVs,
etc. With the variety of devices, there are differ-
ent input methods, from typing a word on the key-
board of a computer to making a request directly
to voice applications.

These advances moved the search from queries

1http://ufal.mff.cuni.cz/intlib

like restaurants prague, to more specific queries,
e.g. where to eat Indian food in Prague or what is
the best place to eat Indian food in Prague.

Search engines have to not only identify key-
words alone, but they need to understand how the
data are related, both in the given document and
through the whole collection. According to Amer-
land (2013), this is the most important change in
the search in general – a progression from the
keywords to the increasingly important entities.
Words become concepts and search engines evolve
into true learning machines.

1.2 Our Semantic Search Approach

The aim of our work is to develop approaches
and systems for detecting semantic relations from
texts. We see this task as one of the most im-
portant component for semantic search engines
which could become more sophisticated and user-
friendly for querying textual documents.

To enable users to access the semantics of their
documents we propose (i) to interpret the seman-
tics in terms of real-world objects and their re-
lations, (ii) to transform this interpretation into
a suitable database preferably having a standard
format and standard query language, and (iii) to
present the interpretation to the user in a form
which enables efficient, precise and user-friendly
browsing and filtering.

On the input we assume a collection of human-
written documents related to a particular problem
domain. The proposed extraction strategy consists
of two phases. In the (1) extraction phase we ex-
tract from the documents a knowledge base, i.e. a
set of objects and their mutual relationships, which
is based on a particular ontology. In the (2) pre-
sentation phase we deal with efficient and user-
friendly visualization and browsing (querying) of
the extracted knowledge. In our work, we focused
on the first, extraction phase.

To address the problem of suitable machine



Figure 1: A scheme of data extraction, its representation and exploitation.

readable formalism for extracted semantic data,
we propose to apply Linked Data technologies.
The outputs are presented in the Resource De-
scription Framework (RDF, (Lassila and Swick,
1999)) that is, in connection with the SPARQL
query language,2 highly suitable not only as a
database and querying tool, but for interpreta-
tion of the document semantics as well. Given
that, RDF perfectly fits our intention to present
the knowledge base according to the Linked Data
principles.

Linked Open Data (LOD) is a set of princi-
ples of publishing data on the Web in a machine-
readable form which enables to link related data.
The links are recorded in a machine readable form
and published on the Web as well as part of the
data itself. LOD principles are simple:

• Use URIs to denote things.

• Use HTTP URIs so that things can be re-
ferred to and looked up by people and ma-
chines.

• Provide useful information about the things
when its URI is looked up (use standards such
as RDF and SPARQL).

• Include links to other related things (using
their URIs) when published on the Web.

We see our work as a relationship between the
fields of Information Extraction (IE) and Seman-
tic Web (SW) as the scheme displayed in Figure 1,
where the components of Gathering and Extract-
ing data belong to IE and the components of Data
representation and Data linking belong to SW. All
of them are characterized by general features that
are typically domain and language independent.
However, their design must take into account the
specification of applications that will work with
the data under consideration.

2http://www.w3.org/TR/
rdf-sparql-query/

1.3 Legal Domain

To depict the features of the proposed approach we
use the legal domain and we implement tools that
process the legislation of the Czech Republic.

We concentrate on both recognizing (1) the log-
ical structure of legal documents which includes
detecting references (links) between documents;
and (2) the semantic relations between entities rep-
resented real-world objects. Both tasks should
be provided automatically using textual content of
given documents.

We also propose data structures which allows
us to represent the recognized structures in a way
suitable for further database processing.

From the Linked Open Data point of view,
things mentioned in Linked Data principles are
legal documents and their parts. Links between
the things are relations (e.g., a section is a part
of an act, an act amends another act, a court de-
cision cites a section of an act, a court decision
cancels another court decision, etc.). Applying the
principles to the legal domain therefore means as-
signing HTTP URIs to legal documents and their
parts, representing their metadata in RDF, extract-
ing relationships among the documents from their
original textual content and publishing all data so
that the documents and their parts can be accessed
via dereferencing their HTTP URIs or using the
SPARQL query language.

1.4 Thesis Structure

Since the development and implementation of the
proposed semantic search system presents a huge
amount of work and it is mostly technical, we split
the task into several sub-tasks. In this thesis we
focus on the two most interesting sub-tasks from
the point of Natural Language Processing (NLP).

In Section 2 we describe the sub-task of detect-
ing references in court decisions. The system out-
puts are used to enrich a logical structure of legal
documents. Section 3 presents a sub-task of de-
tecting semantic relations in legal documents. The
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Figure 2: Sample Links in Czech court decisions.

proposed system uses queries over dependency
trees. Since dependency parsing has the most in-
fluence on the performance, in Section 4 we ad-
dress the issue of the parsing of Czech legal texts.
In Section 5 we list our plans for improving pro-
posed methods.

2 Detecting References in Court
Decisions

In this section we describe our work on the task of
detection and classification of references in Czech
court decisions. We present how structured data
and their integration could help users in their work
with court decisions and how to obtain more pre-
cise and relevant results of their search over this
domain.

We present a statistical system JTagger for de-
tecting entities in court decisions. We approach
the task using machine learning methods and re-
port F-measure over 90% for each entity. The
results significantly outperform the systems pub-
lished previously. More details about our system
were published by Krı́ž et al. (2014a).

2.1 Motivation

Our aim is to increase one’s comfort when search-
ing in collections of court decisions. Because of
the complexity of various legal documents, it is
very hard for users, i.e. legal professionals as well
as common citizens, to search for the required doc-
uments.

We demonstrate the most common use cases of

how professionals as well as citizens work with
court decisions and documents published in the
Collection of Laws of the Czech Republic.

Acts, decrees and other documents from the
Collection of Laws of the Czech Republic are usu-
ally structured to sections which may contain fur-
ther subsections. In addition, a document may
contain references to other documents. A refer-
ence may target not only a whole document but
also its particular section. Therefore, the struc-
ture encoded in documents and references be-
tween them form a complex network (see Figure 2
for an example). Moreover, related documents are
often published by different public authorities.

It would be useful to enable to browse this dis-
tributed network among different data sources and
search for relationships between documents and/or
their parts. Examples of common use cases are
presented in the following list. For the demonstra-
tion, we use Figure 2, firstly published by Nečaský
et al. (2013). It shows a part of the network com-
prising several related acts and court decisions.

1. A user is reading a particular section of an
act (e.g., Act Section §102 of Act 99/1963).
He would like to see what court decisions
have been made in the last decade related to
this particular section (i.e., decisions 20 Cdo
1691/2005 and 20 Co 16/2006).

2. A user is reading a particular section of an
act (e.g., Act Section §5 of Act 482/1991). He
would like to find out what amendments cor-



recting the act the chosen section belongs to
came to force in 2005 (i.e., an amendment of
Act 482/1991 defined by Act 124/2005).

3. A user received a court decision (e.g., 20 Cdo
389/2004). There are various references to
other court decisions and also sections of acts
and amendments encoded in the text. He
would like to see the reading of each of the
referenced decisions and sections.

All these use cases are problematic because
documents are published as unstructured tex-
tual documents by various authorities at different
places of the Web. Moreover, the sources are not
interlinked at all. Their logical structure (sections
and their subsections) and links between them are
encoded in the text in a way which can only be in-
terpreted by a human. Therefore, the user can only
read the sources and has to search for relationships
manually. This is very time consuming, cumber-
some and the user omits important relationships
very easily.

We see the task of detection and classification of
references in legal documents as the first step to-
wards a building of the network described in the
previous section. In our work we focus on the
Czech court decisions and we propose a system for
detecting references to other court decisions and
acts.

The text of decisions is typically more verbose,
less formally structured and the details of a refer-
ence are often mixed with a sparse text or expres-
sions leaving important details as implicit, causing
ambiguity not easy to solve.

In the system of courts of the Czech Repub-
lic, only decisions of the Constitutional and the
Supreme Court are available on-line.3 None of
them has a unified style of citations. Even more,
there are different opinions what to cite. Some
judges cite other court decisions only, some of
them cite various types of the literature as well,
some of them cite everything (blogs, internet
sources, Bible, novels, etc.).

2.2 Related Works
We published a comprehensive overview of re-
lated work in (Krı́ž et al., 2014a).

In the past decade, several approaches to the
entity recognition in legal texts were reported.
Dozier et al. (2010) distinguish three methods –

3http://usoud.cz, http://nsoud.cz/

lookup, rule-based and statistical models. In addi-
tion, the methods can be combined in a number of
ways.

The lookup method creates a list of entities and
then simply tags all mentions of entities in texts.
However, law names (or names of any other reg-
ulation) do not follow a unique pattern. They
can even contain commas and other names, which
make the entity detection task more difficult. In
addition, the lookup method may generate many
false positives if a list of entities contains many
ambiguous words. Applying this method on flec-
tive languages requires manipulating several word
forms per lemma and the lemmatization makes
this method language dependent. Another draw-
back of this approach is that if a name is not in the
list, it will not be recognized. In addition, within
a document, new law names may be defined (typ-
ically abbreviations and acronyms). These names
will be missed unless they are added to the list.

By looking at the development data, one can de-
fine a rule-based system with a set of rules that
recognize the majority of entities in the data and
do not produce many false positives. Develop-
ment of rule-based systems requires manually an-
notated development data and a large amount of
effort from experienced rule writers. Even more,
maintenance of such rule sets can be tricky be-
cause rules often intricate interdependencies that
are easy to forget and make modification risky.

Statistical models offer an alternative to contex-
tual rules for encoding contextual cues. One way
of thinking about such statistical models is as a
set of cues that receive weights and these weights
are combined based on the probability and statisti-
cal concepts. A knowledge engineer must develop
features that correspond to cues, pick the appro-
priate statistical model, and train the model using
training data. Development of statistical models
requires manually annotated training data and a
large amount of effort from an experienced ma-
chine learning expert. Adding new development
data is definitely more straightforward than edit-
ing contextual rules.

Table 1 presents relevant systems for detecting
references in legal English, Italian and Dutch texts
developed recently. The systems apply different
detecting techniques, like lists, POS tagger, parser,
regular expressions and they belong to either hy-
brid or rule-based strategies. Their evaluation was
performed on different data sets. We provide re-



System Lang. Tools Technique Acc. Prec. F-1
(Dozier et al., 2010) ENG Lists Hybrid 85 %
(Bruckschen et al., 2010) ENG POS tagger Rule-based 34 %
(Quaresma and Gonçalves, 2010) ENG Parser Rule-based 35 %
(Bacci et al., 2012) ITA Regexps Rule-based
(Palmirani et al., 2003) ITA Regexps Rule-based 85 %
(DE et al., 2006) DUT Regexps, Lists Rule-based 95 %

Table 1: An overview of systems for the reference detection task in legal texts. Their evaluation was
performed on different data sets. We provide reported accuracy (Acc.), precision (Prec.) and F-measure
(F-1).

ported accuracy (Acc.), precision (Prec.) and F-
measure (F-1).

2.3 System

Data To obtain the training and the test set for
the experiments, we manually annotated the sam-
ple documents. We prepared a sample of 300 court
decisions published on-line by the Supreme Court
and the Constitutional Court. The annotated doc-
uments are available on-line.4 The sample of the
annotation is presented in Figure 3.

Models We experimented with the tagger based
on Hidden Markov Models (HMM). HMMs
present historically a very first statistical model
applied in the field of natural language process-
ing (Merialdo, 1994). In our task, the output al-
phabet consists of all possible words occurring in
the training data and the states contain reference
tags that we assign to the words. The goal is to
compute the most likely sequence of tags that has
generated the input text.

In the INTLIB project, we experimented with
several other models and learning algorithms. The
most successful model uses Perceptron Algorithm
with Uneven Margins (PAUM). The most impor-
tant difference between systems is, that PAUM
identifies the beginning and end tokens for each
entity, but HMM annotates each token.

Evaluation and Error Analysis We evaluate
the performance of individual approaches using
the 10-fold cross-validation and standard evalua-
tion measures. Table 2 shows the F-measure for
the Constitutional Court (CC) and the Supreme
Court (SC) decisions separately. The results are
presented in a form of confidence intervals. The
first column (HMM) is always the baseline and re-
maining columns are evaluated against it; a statis-
tically significant increase/decrease is indicated by

4http://ufal.mff.cuni.cz/jtagger

◦/•, resp.
We can formulate a conclusion that PAUM

shows better performance than HMM (especially,
PM small works with the same features as HMM
and its results are better).

We manually checked the output of algorithms
and we identified the following rather frequent er-
rors: (i) References labeled with two separate tags
instead of one tag. For example, in the reference
file no. 7 To 346/2011, the token To is not recog-
nized as a part of a document reference. (ii) An
institution’s name ends with a number, like Disc-
trict Court for Prague 4, and the last token 4 is
not recognized as a part of the reference entity.
(iii) Names of foreign courts, e.g. Land Court in
Norimberg, Germany.

At least to our knowledge, there exists no other
system for the reference detection in legal texts
employing statistical models. We achieved per-
formance that outperforms all results published in
literature so far.

The demo, data and source codes are available
at
http://ufal.mff.cuni.cz/jtagger.

2.4 System Integration

The JTagger system was proposed and imple-
mented as a component of a pipeline for process-
ing legal documents. The rest of the pipeline was
implemented as a part of the INTLIB project. The
output of the pipeline is a logical network between
legal documents. The network is formally defined
by ontology proposed by Nečaský et al. (2013).

Technically, the pipeline is defined in the OD-
CleanStore system.5 This system publishes court
decisions according to the principles of Linked
Data. Every day, new decisions published by the
Supreme Court and the Constitutional Court are

5http://sourceforge.net/projects/
odcleanstore/



Figure 3: An annotation of court decisions.

Strict F1 on entities
Entity HMM PM pos ext PM pos PM PM small

SC

Act 0.75±0.02 0.91±0.02 ◦ 0.91±0.03 ◦ 0.89±0.03 ◦ 0.88±0.03 ◦
Decision 0.82±0.08 0.97±0.02 ◦ 0.96±0.02 ◦ 0.95±0.03 ◦ 0.94±0.02 ◦
Effectiveness 0.89±0.04 0.90±0.05 0.89±0.05 0.88±0.08 0.82±0.10

Institution 0.92±0.03 0.96±0.02 ◦ 0.96±0.02 ◦ 0.95±0.02 ◦ 0.96±0.02 ◦

C
C

Act 0.63±0.05 0.87±0.02 ◦ 0.86±0.02 ◦ 0.84±0.03 ◦ 0.78±0.03 ◦
Decision 0.83±0.05 0.95±0.03 ◦ 0.95±0.03 ◦ 0.93±0.03 ◦ 0.92±0.03 ◦
Effectiveness 0.96±0.03 0.96±0.03 0.96±0.03 0.96±0.03 0.96±0.03

Institution 0.91±0.02 0.93±0.02 ◦ 0.93±0.02 ◦ 0.92±0.01 ◦ 0.92±0.01 ◦
◦, • statistically significant improvement or degradation w.r.t. HMM

Table 2: The cross-validation results of the most successful models.

automatically processed by JTagger and converted
to RDF.

3 Extracting Knowledge from
Unstructured Texts

The system JTagger proposed in Section 2 helped
us to build a network of legal documents. Besides
the logical structure and links, legal documents
contain also semantic information.

In this section we present a system RExtractor
that extracts a knowledge base from raw unstruc-
tured texts. The knowledge base is a set of enti-
ties and their relations and represented in an on-
tological framework. The RExtractor system im-
plements an extraction pipeline. The pipeline pro-
cesses input texts by linguistically-aware tools and
extracts entities and relations using queries over
dependency trees. The system is designed both
domain and language independent, however we
demonstrate it on processing Czech legal texts.

The work presented in this section was pub-
lished by Krı́ž et al. (2014b). In addition, the
system was accepted to the system demonstra-
tions session at the 2015 Conference of the North

American Chapter of the Association for Compu-
tational Linguistics Human Language Technolo-
gies (NAACL HLT 2015).

3.1 Motivation

Acts and other legal documents define rights and
obligations of natural and legal persons. Different
documents define different rights and obligations
for the same kind of natural or legal person or for
different persons which are, however, semantically
related (e.g. one person is a special type of another
person and it inherits the rights and obligations).
Therefore, the rights and obligations of persons
defined by acts and other legal documents form
a complex network, similar to the described net-
work of links among legal documents. In this case
the network is defined by the semantic information
encoded in the documents and we can therefore
speak about a semantic network or a knowledge
graph. Again, it would be useful for users to be
able to browse and query such network. Holubová
et al. (2014) list some sample common use cases
and demonstrate them in Figure 4:

• A user wants to know what are the obliga-



Employer Act 48/1997

Insured
Person

Recording employee’s
documentation

Notification of insurance
company in case

of changes

Notification of insurance
company in case of new

employment

Paying insurance taxes
of its employees

Insurance Company

has_obligation defines has_right

Information about
services paid by

insurance company

Information about prices
of services which are not

paid

Figure 4: A sample of semantic concepts extracted from the Public Health Act valid in the Czech Re-
public.

tions of his employer regarding his health in-
surance. For example, according to the sam-
ple network depicted in Figure 4, the user can
get information that his employer has an obli-
gation to record employees documentation,
notify insurance company about changes in
case of changes in employees information,
etc.

• A user wants to know what kind of informa-
tion his health assurance company has to pro-
vide him. For example, according to Figure
4, the user can see that he has the right to ob-
tain information from his insurance company
about services provided and paid by the com-
pany as well as information about prices of
services which are paid by him.

Nečaský et al. (2013) proposed the ontology
for representing the structure of Czech legal doc-
uments. Our motivation is to enrich this ontology
with semantic information to provide users with
more intelligent search in documents.

We demonstrate the system for the legislative
domain, namely we concentrate on acts, decrees
and regulations published in the Collection of
Laws of the Czech Republic. Although there are
several systems where users can browse Czech le-
gal texts (e.g. ASPI6 or ZákonyProLidi.cz7), the
systems do not offer any additional information,
for example hyperlinks to referred documents.

6http://systemaspi.cz
7http://zakonyprolidi.cz

3.2 Related work

We provided a detailed research of related work in
(Krı́ž et al., 2014b).

The extraction of relational facts from raw texts
has been of interest in information extraction for
the last decade. With the emergence of the Se-
mantic Web (Berners-Lee et al., 2001) and ontolo-
gies (Biemann, 2005), data integration has become
an additional challenge. There has been a con-
siderable amount of research on applying semi-
supervised methods for data integration (Carlson
et al., 2010). Unsupervised approaches have con-
tributed further improvements by not requiring
hand-labeled data (Fader et al., 2011).

Chiarcos et al. (2012) document the recent ap-
plications of Linked Data in NLP. Authors focus
on language archives for language documentation,
typological databases, lexical-semantic resources
in NLP, multi-layer annotations and semantic an-
notation of corpora.

An elaborated overview of current efforts in a
legal text processing is given in (Francesconi et al.,
2010). The main issues include information ex-
traction, construction of knowledge resources, au-
tomatic summarization and translation. The pro-
cessing of Czech legal texts has been overviewed
during the work on the Dictionary of law terms
(Pala et al., 2010). Processing of non-Czech legal
texts is established as well, see e.g. (Francesconi
et al., 2010) for a review of current efforts.



3.3 System

We have proposed a general, domain and language
independent architecture. In this section we pro-
vide both (1) a general description of implemented
methods, and (2) a description of adaptations done
for Czech legal documents. The system architec-
ture is displayed in Figure 5 and it consists of four
components:

Figure 5: RExtractor architecture.

Conversion A largely technical component con-
verting various input formats into internal repre-
sentation. Although legal texts under considera-
tion have strictly hierarchical structure, there is no
official machine readable source of them with their
structure. Therefore, we converted the input texts
according to the RExtractor XML Schema.

Natural Language Processing A linguistic
component providing various analyses of input
texts, namely sentence segmentation, tokeniza-
tion, morphological analysis, part-of-speech tag-
ging, and dependency parsing. The employed
procedures fit the framework originally formu-
lated in the Prague Dependency Treebank (Hajič
et al., 2006; Bejček et al., 2013).8 The procedures
are available in the Treex framework (Popel and
Žabokrtský, 2010).

We can see the dependency parsing as a key
procedure employed in RExtractor. NLP proce-
dures we have at our disposal for Czech are trained
on newspaper texts.9 We pay a special attention
to the verification whether we can use the parser
trained on newspaper texts or some modifications
are needed. We address this issue in detail in Sec-
tion 4 of this work.

Entity Detection An extraction component
querying dependency trees to detect entities stored
in Database of Entities (DBE, see Figure 5) in

8http://ufal.mff.cuni.cz/pdt3.0/
9http://ufal.mff.cuni.cz/pdt2.0/doc/

pdt-guide/en/html/ch03.html

texts and it exploits the PML-TQ tool (Pajas and
Štěpánek, 2009).10 DBE is built by domain ex-
perts.

We asked experts from the accounting domain
to manually annotate one document11 from the
Collection of Laws of the Czech Republic. Man-
ually recognized entities in the decree were auto-
matically parsed to import their dependency trees
into DBE. Consequently, the queries for entity de-
tection were automatically generated from these
trees. In (Krı́ž et al., 2014b), we provide evalu-
ation and error analysis of the proposed entity de-
tection.

Relation Extraction An extraction component
querying dependency trees with highlighted enti-
ties to detect relations between them. It exploits
the PML-TQ tool as well and poses queries stored
in Database of Queries (DBQ, see Figure 5). DBQ
is built by both domain and PML-TQ experts.

For the legal domain, we focus on three differ-
ent types of relations: definitions (D) – sentences
where entities are explained or defined; Obliga-
tions (O) – sentences bearing the information En-
tity is obligated to do Something; Rights (R) – sen-
tences bearing the information Entity has a right to
do Something. Tree queries for detecting these re-
lations are designed manually by both domain and
PML-TQ experts and respect the strategy to cover
the maximum number of relations with the mini-
mum number of queries.

Illustration Let’s assume this situation. A do-
main expert is browsing a law collection. He is
interested in the to create something responsibil-
ity of any body. In other words, he wants to learn
who creates what as is specified in the collection.
We illustrate the RExtractor approach for extract-
ing such information using the sentence Account-
ing units create fixed items and reserves according
to special legal regulations.

Firstly, the NLP component generates a depen-
dency tree of the sentence, see Figure 6. Sec-
ondly, the Entity Detection component detects the
entities from DBE in the tree: accounting unit,
fixed item, reserve, special legal regulation (see
the highlighted subtrees in Figure 6). Then an
NLP expert formulates a tree query matching the
domain expert’s issue who creates what. See the

10http://ufal.mff.cuni.cz/pmltq/
11The Decree on Double-entry Accounting for undertakers

(500/2002 Coll., as amended).



Figure 6: The extraction of who creates what.

Subject Predicate Object
accounting unit create fixed item
accounting unit create reserve

Table 3: Data extracted by the query displayed in
Figure 6.

query at the top-right corner of Figure 6: (1) he is
searching for creates, i.e. for the predicate having
lemma create (see the root node), (2) he is search-
ing for who, i.e. the subject (see the left son of the
root and its syntactic function afun=Sb), and what,
i.e. the object (see the right son of the root and its
syntactic function afun=Obj). Even more, he re-
stricts the subjects to those that are pre-specified
in DBE (see the left son of the root and its restric-
tion entity=true). Finally, the Relation Extrac-
tion component matches the query with the sen-
tence and outputs the data presented in Table 3.

A domain expert could be interested in more
general responsibility, namely he wants to learn
who should do what where who is an entity in
DBE. A tree query matching this issue is displayed
in Figure 7. The query is designed to extract (sub-
ject, predicate, object) relations where the subject
is the object in a sentence. We extract the data
listed in Table 4 using this query for entity-relation
extraction from the sentence The proposal for en-
try into the register shall be submitted by the op-
erator.

Evaluation We used one legal document12 for
the manual query development. We carried out the

12The Accounting Act (563/1991 Coll., as amended)

Figure 7: The extraction of who should do what.

Subject Predicate Object
operator submit proposal

Table 4: Data extracted by the query displayed in
Figure 7.

evaluation on the another document13 where we
manually detected relations. The system achieved
precision of 80% and recall of 63%. Our pre-
liminary results are in line with already published
work, e.g. (Exner and Nugues, 2012). Almost all
related systems report recision higher than recall.

From the error analysis, we can conclude, that
missing relations are caused (1) by errors in syn-
tactic parsing and (2) by the tree query desing,
which do not try to cover all, but just most fre-
quent syntactic patterns.

We can see the results as very promising be-
cause, (1) syntactic parsers could be adapted more
on legal domain, and (2) missing queries could be
defined when we relax the strategy to cover just
most frequent syntactic patterns.

3.4 Integration

We used the outputs of the system proposed in
this section and enriched the ontology proposed
by Nečaský et al. (2013). The new version of the

13The Decree on Double-entry Accounting for undertakers
(500/2002 Coll., as amended).



ontology represents logical structure of acts and
consolidated expressions as well as new semantic
relations.

The extension has two parts. We describe
each as a separate ontology: (1) Legal Concepts
Ontology with URI http://purl.org/lex/
ontology/concepts#. The ontology enables
to represent the extracted entities and relation-
ships between them independently of the orig-
inal text of the ontology. (2) Lingvistic On-
tology with URI http://purl.org/lingv/
ontology#. The lingv: ontology enables us
to display text chunks from which RExtractor ex-
tracted particular concepts and relations.

4 Dependency Parsing of Czech Legal
Texts

In Section 3 we describe the RExtractor system.
Now, we pay a special attention to the automatic
dependency parsing as it has the most influence
on the system performance.

We exploit sources that are already available,
namely a corpus-based parser trained on Czech
newspaper texts (McDonald et al., 2005). Since
legal texts and newspaper texts essentially differ in
syntactic features, we pay special attention to the
examination whether we can use the parser trained
on newspaper texts or whether we have to do some
modifications.

4.1 Introduction

This issue falls into the task of domain adaptation
where one major approach to improving parsing
accuracy is to provide better model for certain do-
mains. The idea is that a parsing model is trained
on one type of text and must be applied to a text
from a different domain which contains syntac-
tic, stylistic, and lexical changes that are to be ad-
justed by models (see, for example (McClosky et
al., 2010)). Currently, we concentrate on evaluat-
ing the application of a parser for one domain to
another, not on analysing the models.

Dependency parsing of Czech legal texts fits
the framework originally formulated in the Prague
Dependency Treebank (PDT) project.14 The de-
pendency approach to syntactic analysis with the
main role of the verb is applied. Technically,
we speak about the analytical (a-) layer of an-
notation15 where each token in the sentence has

14http://ufal.mff.cuni.cz/pdt3.0
15http://ufal.mff.cuni.cz/pdt2.0/doc/

one corresponding node and dependencies are as-
signed with the syntactic dependency function
stored in the afun attribute.

We carry out the examination in three steps:
(1) we apply the already existing deep syntactic
parser (McDonald et al., 2005) on a sample of le-
gal texts, (2) we manually check and correct the
parser output, (3) we quantify the parser perfor-
mance against the manual annotation.

4.2 Syntax of the Czech Legal Texts

Legal texts are specialized texts operating in le-
gal settings. They should transmit legal norms to
their recipients, therefore they need to be clear, ex-
plicit and precise. However, the style of legal texts
is ”generally considered very difficult to read and
understand”.16

Legal texts have a very specific syntactic struc-
ture with many peculiarities. We often encounter
e.g. passive voice structures, impersonal construc-
tions, non-finite and verbless clauses and conjunc-
tive groups. Simple sentences are very rare. Typ-
ically, the sentences are long and very complex.
Punctuation plays a crucial role because legal texts
usually include very complicated syntactic pat-
terns. The complexity of sentences found in legal
texts is exemplified in Table 5 which shows a sen-
tence from the Collection of Laws of the Czech
Republic.17

At least to our knowledge, very few attempts
have been carried out to check the performance of
parsers on legal texts. One of the main reasons
is the absence of syntactically annotated gold cor-
pora of legal texts. The first competition on depen-
dency parsing of legal texts took place in 2012.
The SPLet 2012 - First Shared Task on Depen-
dency Parsing of Legal Texts (Dell’Orletta et al.,
2012) looked at different parsing systems which
have been tested against Italian and English legal
data sets. However, none of the submitted systems
elaborated the idea of complex sentence segmen-
tation and modified tokenization. Instead, all of
them concentrated on tuning parameters of ma-
chine learning methods they applied.

manuals/en/a-layer/html/index.html
16http://www.languageandlaw.org/

LEGALTEXT.HTM
17Act on Customs Administration in the Czech Republic

(§ 4, 17/2012 Coll., as amended).



(1) Generálnı́ ředitelstvı́ cel
a) vykonává působnost správnı́ho orgánu ne-
jblı́že nadřı́zeného celnı́m úřadům,
b) převádı́ cla podle přı́mo použitelného
předpisu Evropské unie,
c) stanovuje, ve kterých věcech v oboru
působnosti orgánů celnı́ správy jde o přı́pady
celostátnı́ho nebo mezinárodnı́ho významu,
d) je orgánem celnı́ správy, který má ve
věcech vymezených trestnı́m řádem postavenı́
policejnı́ho orgánu (dále jen pověřený celnı́
orgán), jde-li o přı́pady celostátnı́ho nebo
mezinárodnı́ho významu,
e) plnı́ funkci centrálnı́ analytické jednotky pro
účely analýzy rizik.
(1) The General Directorate of Customs
a) is an administrative body exercising superior
authority to customs offices,
b) administers the customs duty in compliance
with the relevant EU regulation,
c) determines which cases under the remit of
customs authorities are of nationwide or inter-
national importance,
d) is a customs authority with the competences
of a police authority (hereinafter referred to as
competent customs authority) as defined in the
penal code when dealing with cases of nation-
wide or international importance,
e) functions as a central analytical body ana-
lyzing risks.

Table 5: An example sentence from the Collection
of Laws of the Czech Republic

4.3 Manual Annotation

We selected two legal documents from the Col-
lection of Laws of the Czech Republic that serve
as a workbench for our study.18 The selection
was given by the goals determined in the INTLIB
project, namely focusing on the accounting subdo-
main.

Figure 8 visualizes the steps we undertook. Be-
fore the parsing starts, tokenization and sentence
segmentation tuned for newspaper texts are ap-
plied. Then their outputs are refined to meet spe-
cial features of legal texts – see ’complex sen-
tence segmentation’ and ’re-tokenization’. Since
we want to examine how to parse legal texts effec-

18The Accounting Act (563/1991 Coll., as amended)
and Decree on Double-entry Accounting for undertakers
(500/2002 Coll., as amended).

Figure 8: A scheme for legal text processing

tively using a parser trained on texts from a dif-
ferent domain, we need to have a gold standard
annotation. We got it by checking the parser out-
put.

With respect to the discussion on the complexity
of legal text sentences in Section 4.2, we can see
two main reasons why both sentences and tokens
before they are processed either by parser or anno-
tator need to be treated specially: (i) awareness of
typical errors the parser produces; (ii) annotators’
comfort.

Complex sentence segmentation We propose
automatic procedure which split complex sen-
tences into more individual parts, so called seg-
ments. They might not be complete sentences
nor even complete clauses. The manual annota-
tion of segments becomes more annotator friendly
than the annotation of complex sentences. Table 6
shows differences between the original sentence
segmentation Orig and more advanced segmen-
tation Compl.

We finished the annotation of 1,133 Orig sen-
tences. Out of them, 101 complex sentences
were identified and segmented into 536 seg-
ments. Therefore we work with 1032 Orig (non-
segmented) sentences and 536 segments. Table 7
contains the number of segments into which the
complex sentences were split. In addition, this ta-
ble shows how many sentences were segmented
into a particular number of segments.

Re-tokenization We designed re-tokenization
as joining of tokens. Doing it, we decrease the
number of nodes in dependency trees, i.e. we in-
crease the annotator comfort.

Tokenization designed for newspaper texts
splits all types of numbering, e.g. it splits (a),
1) into (, a, ), 1, ). Most of these tokens make
the parsing harder and the annotation more con-



Orig Sample text Compl
s1 (1) Complex sentence: s1n1

a) first subsection, s1n2

b) second subsection, s1n3m1

1. paragraph, s1n3m2

2. paragraph, s1n3m3

c) third subsection. s1n4

s2 (2) Simple sentence. s2

Table 6: Orginal vs. complex sentence segmenta-
tion

n # of sentences
# of segments with n segments

24 1
14 1
13 1
12 1
11 4
10 1
9 7
8 3
7 5
6 6
5 12
4 28
3 27
2 4
1 1032

Table 7: Segmented sentences

fused. We propose a simple rule-based procedure
that merges all originally split tokens from num-
berings back into one token - see the node with
the form (7) in Figure 9. We manipulate references
that refer either to other parts of the document or
to a different document in the same way as num-
berings – see the node with the form §18 odst. 3
zákona in Figure 9. Changes in the length of sen-
tences and segments are listed in Table 8.

In sum, 536 segments and 1032 non-segmented
sentences contain 35,085 nodes. Over one third of
the nodes (9,198) comes from segments, while the
remaining 25,887 have been in the non-segmented
sentences. Average sentence length for the non-
segmented ones was 25 tokens, while each of the
long, segmented sentences contained 91 tokens
(17 per segment). The most segmented sentence
has been split into 24 segments with 491 nodes,
and the least segmented one had 2 segments. The
largest segment had 142 nodes.

All the segments and non-segmented sentences
were processed by the parser. We carefully tracked
all the changes the annotator made while checking

a-vyhlaska.iso-001-p6s10
AuxS

(7)
AuxG

Účetní
Atr

jednotky
Sb

sestavují
Pred

účetní
Atr

závěrku
Obj

podle
AuxP

§ 18 odst. 3 zákona
Adv

v
AuxP

plném
Atr

rozsahu
Adv Co

nebo
Coord

ve
AuxP

zjednodušeném
Atr

rozsahu
Adv Co

.
AuxK

_ _

Figure 9: Re-tokenization

# of (# of non-segm.
# of tokens Orig sentences)

sentences + (# of segments)
1-10 570 509

11-20 446 418
21-30 391 330
31-40 165 157
41-50 86 78
51-60 42 40
61-70 16 20
71-80 13 8
≥ 90 6 8

Table 8: Sentences and segments of a given length

the parser output. We evaluated both the changes
in the syntactic dependency function assignment
as well as head-dependent relation changes (de-
pendency errors/changes).

In addition to the tree correction, the annotator
added inter-segmental links for nodes the head of
which is in a different segment. Figure 10 dis-
plays dependency trees of segments belonging to
the complex sentence presented in Table 5. For
simplicity, we consider only 4 out of 6 segments
((1), a), b), e)). According to the PDT annotation
guidelines,19 this sentence should be annotated as
a coordination of predicates (i.e. is, administers,
functions) where the comma in the segment s1n3

is its head.
We use references set by the annotator to link

nodes with their proper parent nodes if they are in
different trees representing the segments. In Fig-
ure 10, references are represented by blue arrows
pointing from children to their parent nodes.

19http://ufal.mff.cuni.cz/pdt2.0/doc/
manuals/en/a-layer/html/index.html



Figure 10: Merging the segment annotations into a dependency tree of the original sentence.

4.4 Evaluation and Discussion

In this section we provide an comparison of the
statistical dependency parser and manual annota-
tion. We evaluate both (1) syntactic functions, and
(2) dependency relations. We provide the basic
statistics in Table 9.

Syntactic function It has been found that there
is a substantial difference (over 50% higher, rel-
atively) between the percentage of errors in the
segmented sentences vs. function assignment er-
rors in the non-segmented ones. We can see
two possible reasons for this results: (i) Seg-
mented sentences are not typical sentences. In
most cases they represent one member of a coor-
dination. Therefore one or more important afuns
may missing, e.g. subject, predicate or object.
This may cause problems for parser trained on
full sentences. (ii) During the manual correction
process, annotator assigned afuns as they should
be in original, non-segmented sentence. On the
other hand, automatic parser assigns afuns lo-
cally, without the knowledge of the whole sen-
tence. Table 10 presents the functions in which
the parser erred most frequently.

Dependency relations We can see that the
overall dependency error rate is visibly higher
than has been reported for the newspaper and
magazine documents, as reported in (McDon-
ald et al., 2005). However, the parser accu-
racy (dependency-wise) does not differ as much
between the segmented and non-segmented sen-
tences, which is the positive consequence of com-
plex sentence segmentation, leading to similar and
reasonable average segment sizes in around 21-25
words per segment.

Parser Non-segmented Error
errors Segments sentences rate
Dep’s 24.5 % 18.4 % 20.0 %
Func’s 23.8 % 12.1 % 15.2 %
Nodes 9,198 25,887 35,085
Segments 536 1,032 1,568
Sent’s 101 1,032 1,133

Table 9: Difference in error rates in the segmented
vs. non-segmented sentences

Figure 11: Red - both afun and dependency
incorrectly. Green - afun incorrectly and
dependency correctly. Blue - afun correctly
and dependency incorrectly. White - both
afun and dependency correctly



afun # of errors % of errors
Atr 1149 21.6%
Obj 896 16.8%
Adv 889 16.7%
graphical 552 10.4%
Sb 457 8.6%
other 1376 25.9%
Total 5319 100.0%

Table 10: Parser errors in assigning dependency
functions

5 Future Work

In this section we list our future plans for our sub-
tasks: (i) the sub-task of detecting semantic re-
lations in legal documents; and (ii) the issue of
parsing of Czech legal texts. We consider the sub-
task of detecting references in court decisions to
be closed.

5.1 Extracting Knowledge from
Unstructured Texts

We used Czech legal texts to demonstrate the
features of the RExtractor system. To present
the RExtractor language independence we imple-
mented the extraction strategy for English legal
texts as well. In general, adding a new language
means (i) to use NLP tools for the target language;
and (ii) to define database of entities (DBE) and
database of queries (DBR).

We want to demonstrate the system on other do-
mains as well. However, we would like to find real
use cases where extracted data will be used in real
applications. We have already found such oppor-
tunities in the medical domain (extraction infor-
mation from drugs prescriptions), in the banking
domain and in police record processing. In addi-
tion, we want to compare our system with other
approaches and systems. We provided a research
of available benchmarks.

To define the tree queries for relation extraction,
an assistance of a PML-TQ expert is needed. To
eliminate this obstacle, we want to implement a
simple graphical interface where a tree query will
be defined automatically based on user textual an-
notations.

In addition, we will place the emphasis on the
evaluation taking into consideration various as-
pects, mainly gold standard data vs. practical use
cases, developers’ experience vs. users’ expecta-
tions, scientific contribution vs. ’making life eas-
ier’.

5.2 Dependency Parsing of Czech Legal Texts

Thanks to the manually annotated goldstandard
data we are able to evaluate all available parsers
and select the one with the best performance, on
legal domain. In fact, one could consider the cur-
rently presented evaluation as irrelevant, because
we used the same parser for initial parsing as for
its evaluation. In our annotation strategy, the an-
notator could miss some errors or accept struc-
tures that could be different from structures cre-
ated from scratch. We plan to annotate a part
of the data again by another annotator to get the
inter-annotator agreement. We see the issue of de-
pendency parsing as the most interesting and chal-
lenging for our future work.
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