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Abstract

The current state of the art in machine trans-
lation heavily relies on parallel data, i.e. texts
that have been pre-translated by humans. This
type of resource is expensive and only avail-
able for several language pairs in limited do-
mains. A new line of research has emerged to
design models which would learn to translate
from abundant monolingual texts. This the-
sis proposal provides an overview of unsuper-
vised techniques for machine translation and
shows directions for future research primar-
ily in the area of cross-lingual representation
learning.

1 Introduction

Modern machine translation (MT) systems are
trained on large parallel corpora, i.e. collections
of sentence-aligned text documents translated by
humans, ideally professional translators. While
there are public sources of parallel data for sev-
eral widely-spoken languages (e.g. EU legislation,
public domain books, movie subtitles), the only
parallel corpus available for many other language
pairs is the Bible. According to Ethnologue1, there
are 7,111 languages spoken in the world and only
a small fraction of them is covered by large par-
allel data sets, others are considered low-resource.
This work summarizes and compares different ap-
proaches applicable in low-resource settings.

In contrast to the standard MT, unsupervised
MT models are trained without any parallel doc-
uments, but rather use large monolingual corpora
to learn the structure of each language separately.
Since monolingual texts are significantly easier
to obtain (e.g. crawl from the web) than paral-
lel texts, unsupervised techniques are of particu-
lar significance for low-resource language pairs.

1https://www.ethnologue.com/guides/
how-many-languages

Alternatively, parallel corpus (bitext) mining can
be used to expand existing data resources by find-
ing parallel sentences in comparable corpora (e.g.
Wikipedia) and train an MT system in a supervised
fashion even for low-resource languages.

There are two main directions this thesis will
explore: unsupervised machine translation and bi-
text mining for low-resource languages. The un-
derlying problem behind both of these tasks is un-
supervised cross-lingual representation learning.
We encode the input text into a cross-lingual la-
tent space and we aim to either search this space
for close sentences (bitext mining) or decode into a
different language (unsupervised MT), both with-
out using translation parallel resources for train-
ing. We will focus on various techniques to induce
such cross-lingual space and enhance the align-
ment of parallel word and sentence representa-
tions. We will explore the effect of multilingual
training on the quality of the representations and
on the performance of unsupervised MT systems.

Section 2 of this proposal gives an overview of
the existing work related to machine translation
from monolingual texts. Section 3 expands on the
methods used in our experiments. Section 4 sum-
marizes the experiments we have conducted so far
and Section 5 introduces our research plan for the
future.

2 Related Work

2.1 Unsupervised Machine Translation

Unsupervised machine translation was pioneered
by Artetxe et al. (2018c,b) and Lample et al.
(2018b). They proposed unsupervised training
techniques for both the phrase-based statistical
machine translation (SMT) model and the neural
machine translation (NMT) model to extract all
necessary translation information from monolin-
gual data. For the SMT model (Lample et al.,

https://www.ethnologue.com/guides/how-many-languages
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2018b; Artetxe et al., 2018b), the phrase table is
initialized with an unsupervised n-gram embed-
ding mapping. For the NMT model (Lample et al.,
2018b; Artetxe et al., 2018c), the system is de-
signed with a shared encoder and it is trained on
batches of synthetic sentence pairs generated on-
the-fly by auto-encoding (He et al., 2016) and by
back-translation (Sennrich et al., 2016). Conneau
and Lample (2019) obtain state-of-the art results in
unsupervised MT by pretraining the encoder and
the decoder with a masked language model objec-
tive (Devlin et al., 2018). Artetxe et al. (2019) ob-
tain similar results by initializing an unsupervised
NMT model by an SMT system and jointly refin-
ing both systems by back-translation.

Garcia et al. (2020) explore the multilin-
gual view on unsupervised MT and propose a
novel cross-translation loss term utilizing not only
monolingual data but also an auxiliary parallel
data set for a related language pair. They show that
adding one more language to the training frame-
work can lead to improvements in BLEU scores
over state-of-the-art unsupervised models.

2.2 Multilingual Machine Translation
There have been successful attempts to jointly
train multilingual translation systems on train-
ing data from several language pairs, either with
full parameter sharing (Ha et al., 2016; Johnson
et al., 2017; Aharoni et al., 2019), with language-
specific encoders and decoders relying on shared
attention (Firat et al., 2016) or an attention bridge
(Vázquez et al., 2019). The results show that mul-
tilingual models yield comparable or even supe-
rior results to the standard bilingual setup and are
capable of zero-shot translation between unseen
language pairs, which demonstrates their ability
of abstraction and transfer learning. Although the
zero-shot results lag behind the more conventional
pivot translation through a third language, Gu
et al. (2019) reach competitive results by using en-
coder pretraining and back-translation. Pham et al.
(2019) introduce a regularization term to enforce
decoder-level similarity between true and auto-
encoded target sentences. The ability of multilin-
gual models to learn language-independent repre-
sentations is especially relevant to this work.

2.3 Unsupervised Cross-lingual
Representation Models

The BERT model by Devlin et al. (2018) intro-
duced a new paradigm into the NLP research,

leveraging large amounts of existing text to train
universal representations exploitable in various
downstream tasks. It initiated an entire family of
language models (Liu et al., 2019; Zhang et al.,
2019; Dai et al., 2019) which learn contextual-
ized word embeddings through Transformer self-
attention (Vaswani et al., 2017).

Aside from the vanilla BERT model of the En-
glish language, Devlin et al. (2018) released a
multilingual model (M-BERT) trained on non-
aligned Wikipedia dumps in 104 languages. Simi-
larly, Conneau and Lample (2019) trained another
Transformer-based multilingual model on 100 lan-
guages and called it XLM-100, later publishing an
even larger model XLM-R (Conneau et al., 2019).
The architecture of multilingual models is identi-
cal to their monolingual counterparts and relies on
the same masked LM training objective, but the
training data consists of streams of sentences in
different languages. Although there is no cross-
lingual training objective and no explicit align-
ment, the limited capacity of the model forces it
to generalize and learn multi-lingual abstractions.

Several authors (Pires et al., 2019; Karthikeyan
et al., 2019; Libovický et al., 2019) analyzed how
multilingual are the representations learned by
these models. Although their training does not re-
quire any parallel data, M-BERT and XLM prove
surprisingly effective at cross-lingual knowledge
transfer in NLP tasks such as cross-lingual natu-
ral language inference (XNLI)2 or named entity
recognition (XNER) (Pires et al., 2019). Further-
more, Conneau and Lample (2019) reach state-of-
the-art performance on both XNLI and unsuper-
vised MT when using a pretrained XLM model for
initialization. While Pires et al. (2019) suspected
that the cross-lingual ability of M-BERT is linked
to the lexical overlap between related languages,
Karthikeyan et al. (2019) show that the transfer
exists even for languages with different alphabets
and with no lexical overlap at all, suggesting that
the cross-lingual ability arises rather due to some
structural similarities of the languages.

2.4 Cross-lingual Word Embeddings

Cross-lingual static word embeddings can be
obtained by post-hoc alignment (Mikolov et al.,
2013b) of monolingual word embeddings such
as Word2Vec (Mikolov et al., 2013c) or

2https://www.nyu.edu/projects/bowman/
xnli/
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Figure 1: An illustration of mapping monolingual em-
beddings to a common cross-lingual space.

Source: Conneau et al. (2018a)

fastText (Bojanowski et al., 2017), relying on
the assumption of isomorphic embedding spaces
as illustrated in Figure 1. Aside from a range of
supervised methods to learn the mapping matrix,
some approaches are completely unsupervised.
Zhang et al. (2017) and Conneau et al. (2018a)
have inferred a bilingual dictionary in an unsu-
pervised way by aligning monolingual embed-
ding spaces through adversarial training. Artetxe
et al. (2018a) propose an alternative method of
mapping monolingual embeddings to a shared
space by exploiting their structural similarity and
iteratively improving the mapping through self-
learning. Mohiuddin et al. (2020) propose a
semi-supervised method for non-linear mapping
in the latent space of two independently trained
auto-encoders which even allows them to depart
from the questionable assumption that embedding
spaces are isomorphic.

Schuster et al. (2019); Wang et al. (2019b)
derive contextualized word embeddings from
masked language models and use the mapping ap-
proach to project them into the multilingual space,
reaching favorable results on the task of depen-
dency parsing. Other authors improve the align-
ment of representations in a multilingual LM using
a parallel corpus as an anchor (Cao et al., 2020) or
using iterative self-learning (Wang et al., 2019a).

2.5 Parallel Corpus Mining

The state-of-the-art approaches to parallel corpus
mining are based on similarity retrieval of sen-
tence embedding vectors using a margin based
scoring of translation candidates (Artetxe and

Schwenk, 2019a). Most models rely on heavy su-
pervision by parallel corpora for the embedding.

Schwenk and Douze (2017); Schwenk (2018);
Espana-Bonet et al. (2017) derive sentence em-
beddings from internal representations of a neu-
ral machine translation system with a shared en-
coder. The top performance in parallel data min-
ing is currently achieved by LASER (Artetxe and
Schwenk, 2019b), a multilingual BiLSTM model
sharing a single encoder for 93 languages trained
on parallel corpora to produce language agnostic
sentence representations. LASER has been suc-
cessfully used to mine billions of sentence pairs
from the web (Schwenk et al., 2019).

The universal sentence encoder (USE) (Cer
et al., 2018; Yang et al., 2019a) family covers sen-
tence embedding models with a multi-task dual-
encoder training framework including the tasks of
question-answer prediction or natural language in-
ference. Guo et al. (2018) directly optimize the co-
sine similarity between the source and target sen-
tences using a bidirectional dual-encoder. Yang
et al. (2019b) enhance the model with an additive
margin softmax loss to separate translations from
nearby non-translations.

An entirely different (and possibly unsuper-
vised) approach is to construct sentence represen-
tations by aggregating cross-lingual word embed-
ings either by simple averaging (Arora et al., 2017)
or using an IDF weighted average (Litschko et al.,
2019). However, since the mapping is applied to
static (non-contextualized) embeddings, this strat-
egy gives up on the contextual information which
could be exploited in the sentence representation
construction.

3 Methodology

This section introduces methodological concepts
which will be used in our experiments

3.1 Cross-lingual Pretraining

The goal of unsupervised pretraining is to use
abundant unlabeled data to learn a general struc-
ture of text. Specifically, language models learn
deep bidirectional representations which carry in-
formation on each word token and its context.

We will be working with Transformer (Vaswani
et al., 2017) encoders trained on a concatenation
of monolingual corpora to learn a joint structure
of multiple languages. All languages are pro-
cessed with the same shared vocabulary gener-
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Figure 1: Cross-lingual language model pretraining. The MLM objective is similar to the one of Devlin et al. (2018), but
with continuous streams of text as opposed to sentence pairs. The TLM objective extends MLM to pairs of parallel sentences. To
predict a masked English word, the model can attend to both the English sentence and its French translation, and is encouraged
to align English and French representations. Position embeddings of the target sentence are reset to facilitate the alignment.

4.1 Cross-lingual classification

Our pretrained XLM models provide general-
purpose cross-lingual text representations. Similar
to monolingual language model fine-tuning (Rad-
ford et al., 2018; Devlin et al., 2018) on En-
glish classification tasks, we fine-tune XLMs on a
cross-lingual classification benchmark. We use the
cross-lingual natural language inference (XNLI)
dataset to evaluate our approach. Precisely, we add
a linear classifier on top of the first hidden state of
the pretrained Transformer, and fine-tune all pa-
rameters on the English NLI training dataset. We
then evaluate the capacity of our model to make
correct NLI predictions in the 15 XNLI languages.
Following Conneau et al. (2018b), we also include
machine translation baselines of train and test sets.
We report our results in Table 1.

4.2 Unsupervised Machine Translation

Pretraining is a key ingredient of unsupervised
neural machine translation (UNMT) (Lample
et al., 2018a; Artetxe et al., 2018). Lample et al.
(2018b) show that the quality of pretrained cross-
lingual word embeddings used to initialize the
lookup table has a significant impact on the per-
formance of an unsupervised machine translation
model. We propose to take this idea one step
further by pretraining the entire encoder and de-

coder with a cross-lingual language model to boot-
strap the iterative process of UNMT. We explore
various initialization schemes and evaluate their
impact on several standard machine translation
benchmarks, including WMT’14 English-French,
WMT’16 English-German and WMT’16 English-
Romanian. Results are presented in Table 2.

4.3 Supervised Machine Translation

We also investigate the impact of cross-lingual
language modeling pretraining for supervised ma-
chine translation, and extend the approach of Ra-
machandran et al. (2016) to multilingual NMT
(Johnson et al., 2017). We evaluate the impact
of both CLM and MLM pretraining on WMT’16
Romanian-English, and present results in Table 3.

4.4 Low-resource language modeling

For low-resource languages, it is often benefi-
cial to leverage data in similar but higher-resource
languages, especially when they share a signifi-
cant fraction of their vocabularies. For instance,
there are about 100k sentences written in Nepali
on Wikipedia, and about 6 times more in Hindi.
These two languages also have more than 80% of
their tokens in common in a shared BPE vocabu-
lary of 100k subword units. We provide in Table 4
a comparison in perplexity between a Nepali lan-

Figure 2: Cross-lingual language model design for training with the masked language modeling (MLM) objective.
Source: Conneau and Lample (2019)

ated by Byte Pair Encoding (BPE) (Sennrich et al.,
2016) from a concatenation of fair samples of the
training corpora to not create a bias towards high-
resource languages. Possible training objectives
include the masked language modeling loss and
the translation language modeling loss described
below.

The masked language model (MLM) train-
ing objective facilitates learning of a bidirectional
context of words (Devlin et al., 2018) . Random
tokens of a word sequence are masked and the
model is trained to fill in the missing tokens given
the context, as illustrated in Figure 2. During
MLM training, 15% of tokens are randomly sam-
pled to be either replaced by the [MASK] token
(p = 0.8), replaced by a random token (p = 0.1)
or not changed at all (p = 0.1). In contrast to a
causal (left-to-right) language modeling objective,
MLM allows the model to see the context from
both sides of the predicted word. Conneau and
Lample (2019) show that the MLM objective is su-
perior to the causal LM objective in cross-lingual
transfer.

When parallel data is available, it can be
leveraged in training of the multilingual lan-
guage model using a translation language model
(TLM) loss. Pairs of source and target sentences
are concatenated, random tokens are masked from
both sentences (independently of each other) and
the model is trained to fill in the blanks by at-
tending to any of the words of the two sen-
tences. The Transformer self-attention layers are
thus free to enrich word representations with the
information about their monolingual context as
well as their translation counterparts. This explicit
cross-lingual training objective further enhances
the alignment of the internal representations of the
model in the latent cross-lingual space.

3.2 Cross-lingual Embeddings

Encoder hidden states extracted from masked lan-
guage models are sometimes called contextualized
word embeddings because they not only carry in-
formation about the usual context of each word,
but they also change according to the context the
word appears in (i.e. are contextualized). These
representations can be extracted from any of the
model layers and experiments show that different
encoder layers represent different linguistic phe-
nomena (Jawahar et al., 2019). Furthermore, when
we derive contextualized embeddings from a mul-
tilingual model, they already exhibit some cross-
lingual properties (Pires et al., 2019). In our exper-
iments, we will attempt to better align these repre-
sentations to make them fully language agnostic
wherever possible.

Static word embeddings are vector representa-
tions of words with favorable properties which
can be learned using the CBOW (Mikolov et al.,
2013c), skipgram (Mikolov et al., 2013a; Kocmi
and Bojar, 2016) of GloVe (Pennington et al.,
2014) algorithms. These representations are
learned from monolingual corpora for each lan-
guage separately and we can assume that mono-
lingual embedding spaces have similar geometric
structures across languages, i.e. are approximately
isomorphic, and there exists a linear mapping be-
tween them (Mikolov et al., 2013b).3 Given this
assumption, finding the mappingW can be viewed
the Procrustes problem (Hurley and Cattell, 1962)
which has a closed-form solution given by singu-
lar value decomposition (SVD)

W ∗ = argmin
W

||WX − Y ||F = UV T (1)

3We discuss later in Section 5 that this assumption is not
always met.



where UΣV T = SVD(Y XT ), X and Y are
the (n × dim) matrices of source embeddings
x1, ..., xn and target embeddings y1, ..., yn .

In our experiments, we follow Conneau et al.
(2018b) (MUSE) and learn an initial proxy of
W by adversarial learning in a training frame-
work proposed by Ganin et al. (2017). A dis-
criminator is trained to discriminate between el-
ements randomly sampled from {Wx1, ...,Wxn}
and {y1, ..., yn} while W is trained to prevent the
discriminator from making accurate predictions.
Then, we iteratively improve the solution by using
the words that match the best as anchor points for
Procrustes. More details about the mapping algo-
rithm are given in Conneau et al. (2018b). A simi-
lar approach by Artetxe et al. (2018a) (VecMap)
initializes the mapping by exploiting structural
similarity of embedding spaces and matching sim-
ilarity matrices of monolingual embeddings.

Our experiments require searching the cross-
lingual embedding space for translation candi-
dates which can be done using the nearest neigh-
bor search with a cosine similarity metric. How-
ever, the margin-based approach of Artetxe and
Schwenk (2019a) was proved to yield superior re-
sults because it eliminates the hubness problem
caused by words which are extra-ordinarily close
to many other words. The score relies on cosine
similarity to measure the distance between sen-
tences but interprets it in relative terms to the av-
erage cosine similarity between the two sentences
and their nearest neighbors

score(x, y) =

cos(x, y)∑
z∈NNk(x)

cos(x,z)
2k +

∑
z∈NNk(y)

cos(z,y)
2k

(2)

where x and y are the source and target sentences,
and NNk(x) denotes the k nearest neighbors of x
in the other language.

3.3 Unsupervised Statistical Machine
Translation

Unsupervised SMT is a log-linear model (Koehn
et al., 2003) consisting of a phrase table, lan-
guage model, distortion model and word penalties.
When only monolingual data is available, we can
still estimate the language model without any limi-
tation, as it only depends on monolingual data. We
can also calculate the penalties, which are param-
eterless and we may discard the distortion model.
The modification of the MERT (Och, 2003) model
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Figure 3: Step-by-step illustration of iterative back-
translation.

Source: Kvapilikova et al. (2019)

do tune the weights of the log-linear model is de-
scribed in Artetxe et al. (2018b).

The key element of an unsupervised SMT is
populating the initial phrase table with translation
pairs derived from cross-lingual word embeddings
pretrained as described in Section 3.2. The trans-
lation probabilities for each translation candidate
pair (e, f ) are estimated from cosine distances ac-
cording to the Equation (3)

φ(f, e) =
cos(e, f)/τ∑
f ′ cos(e, f ′)/τ

(3)

where the temperature parameter τ is tuned as
described in Artetxe et al. (2018b).

An essential concept in unsupervised MT
is a data augmentation method called back-
translation (Sennrich et al., 2016). Seed MT
models for both translation directions are used to
back-translate both monolingual corpora and gen-
erate two synthetic parallel corpora. At that point
the existing models can be discarded and new ones
are estimated from scratch using the synthetic cor-
pora for supervision. This procedure can be re-
peated several times, creating synthetic corpora of
increasing quality (Artetxe et al., 2018b). The pro-
cedure is illustrated in Figure 3.

3.4 Unsupervised Neural Machine
Translation (UNMT)

Our unsupervised NMT models have a Trans-
former encoder-decoder architecture. Both the en-



coder and the decoder are shared across languages.
Model initialization is important to introduce

the initial cross-lingual signal. Lample et al.
(2018b) initialize the embedding layer of their
unsupervised NMT model with pretrained cross-
lingual word embeddings. We follow Conneau
and Lample (2019) who take this idea even fur-
ther by pretraining the entire encoder and decoder
as described in Section 3.1.

We use the following three optimization ob-
jectives to fine-tune the initialized model for ma-
chine translation. When only monolingual data is
available, we train the model iteratively on auto-
encoding and back-translation. When parallel data
is available, we use the supervised MT objective
and back-translation.

When parallel data is available, NMT models
are trained on human translation examples us-
ing a standard supervised machine translation
(MT) objective, minimizing the cross-entropy loss
function which measures their ability to predict
each following target word correctly. The model
(θenc, θdec) is penalized every time the predicted
token is not the correct one following the loss
function

LMT (θenc, θdec, l) =

E(x,y)∼D,ŷ∼dec(enc(x))(∆(ŷ, y)) (4)

where (x, y) is a sentence pair sampled from the
parallel data set D and ∆ is the sum of token-level
cross-entropy losses.

Denoising auto-encoding (AE) is a monolin-
gual training objective proposed by Lample et al.
(2018a) and Artetxe et al. (2018c) to teach the
unsupervised model to recover proper sentences
from corrupted input. It is especially important
in the beginning of the training when there is not
enough cross-lingual information for actual inter-
language translation. The model for each language
l is trained by minimizing

LAE(θenc, θdec, l) =

Ex∼Dl,x̂∼dec(enc(C(x))(∆(x̂, x)) (5)

where x is a sentence sampled from the mono-
lingual data set Dl and x̂ is the reconstructed sen-
tence decoded from the noised version of x. The
noise process C(x) introduces random noise to a
sentence x by dropping words with a probability
pdrop and shuffling words within a tunable win-
dow size.

Back-translation (BT) is a bilingual objective
for training an unsupervised model on synthetic
translation samples generated by the model it-
self in previous iterations. This procedure is cru-
cial for unsupervised NMT where we do not have
any authentic parallel data available at all. Back-
translation is happening on-the-fly during training
where the model first generates a batch of syn-
thetic parallel data and immediately trains itself on
it.

In the back-translation step, the model is first set
to the inference mode and used to translate a batch
of sentences. The synthetic translations serve as
source sentences for a training step where the tar-
get side is the original sentence.

LBT (θenc, θdec, l) =

Ex∼Dl,x̂∼dec(enc(T (x))(∆(x̂, x)) (6)

where T (x) is the translation model itself which
generates a synthetic translation of a sentence x.

3.5 Evaluation

Machine translation can be evaluated automati-
cally by the BLEU score introduced by Papineni
et al. (2002). The metric compares the candidate
translation against the reference translation and as-
signs a score, depending on the number of overlap-
ping n-grams and the overall sentence length. De-
spite its limitations (mostly due to the large num-
ber of ways one can translate a sentence into an-
other language), BLEU has demonstrated a suf-
ficient correlation with human judgment and is
widely used to compare results of MT research on
standardized WMT4 test sets. For our final MT
models, we will also use manual evaluation where
human judges will assess the translations based on
their fluency and adequacy. Finally, we will design
dedicated measures targeting particular problems
of unsupervised MT (e.g. preservation of named
entities).

Word translation is an evaluation task applied
to measure the quality of cross-lingual word em-
beddings. We use evaluation dictionaries from the
MUSE library (Conneau et al., 2018b) and calcu-
late how many times one of the correct transla-
tions of a source word is retrieved, measuring pre-
cision@k for k = 1, 5, 10.

Parallel corpus mining can be evaluated and

4http://www.statmt.org/wmt19/
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compared to other research groups on the BUCC5

shared task where the system is expected to search
two comparable non-aligned corpora and identify
pairs of parallel sentences. Precision, recall and
the F1 score are calculated based on the gold list
of sentence pairs.

Parallel sentence matching is an auxiliary task
similar to parallel corpus mining where the model
is trying to match correct translations in a pool of
shuffled parallel sentences. We use it to evalu-
ate the multilinguality of sentence representations.
The Tatoeba (Artetxe and Schwenk, 2019b) col-
lection includes test sets for over 100 languages.

4 Experiments

In this section, we present both our published and
unpublished experimental results and we outline
the research we plan for the future.

4.1 Combining Statistical and Neural
Unsupervised MT

We performed several experiments with train-
ing unsupervised machine translation systems de-
scribed in Section 3 for the German-Czech lan-
guage pair. The goal was to compare existing ap-
proaches in one setting and identify an optimal
method for combining models from different fam-
ilies (statistical and neural) together.

Methodology
All neural models in the experiment have an iden-
tical Transformer architecture with 6 encoder lay-
ers, 1024 hidden units and 8 attention heads. We
use a shared subword vocabulary for both the
source and the target language. The BPE segmen-
tation is learned from a concatenation of the two
corpora with a target vocabulary size of 60,000.

We pretrain one cross-lingual MLM model to
initialize the encoder and the decoder of all neu-
ral models. We fine-tune the models for ma-
chine translation using the BT and AE objectives
(when training only on monolingual data – UNMT
model) or BT and MT objectives (when synthetic
translations by the USMT model are available
– hybrid model). For the final experiment (hy-
brid+UNMT), we train until convergence on the
synthetic data set and only then switch to the
monolingual data sets and train using the BT+AE
objectives. We train all models on 8 GPUs with a
batch size of 2400 tokens per GPU.

5https://comparable.limsi.fr/bucc2018/
bucc2018-task.html

The statistical USMT model was trained using
the Monoses toolkit. The phrase table was pop-
ulated with 100 nearest neighbors of each source
word in the shared embedding space which was
generated by the VecMap alignment method. The
underlying 300-dimensional skipgram Word2Vec
embedding model was applied to 1M most fre-
quent word unigrams, bigrams and trigrams. More
details about the experiment are given in Kvapi-
likova (2020).

Benchmarks
Since German-Czech is not a de-facto low-
resource language pair, we can compare the per-
formance of our unsupervised model to a pivot-
ing and a supervised benchmark. For the pivot-
ing benchmark, we use English as the pivot and
we train two supervised Transformer-based NMT
models initialized with a pretrained MLM model
with the same hyperparameters that were used for
the unsupervised experiments. To generate final
translations between German and Czech, we pass
each source sentence through both of the models
in sequence. For the supervised benchmark, we
train a supervised NMT model on authentic par-
allel data, also using the same pretrained model
and hyperparameters. The benchmark models are
trained using the BT and MT objectives.

Data
Monolingual training data was obtained from
NewsCrawl.6 We used WMT newstest2013 for
validation and newstest2019 for testing.

For training the supervised benchmark model,
we used the following Czech-German parallel cor-
pora available at the OPUS7 website: OpenSub-
titles, MultiParaCrawl, Europarl, EUBookshop,
DGT, EMEA and JRC.

For training the pivoting Czech-English-
German model, we used the CzEng 1.6 corpus
of Czech-English parallel data and the Europarl,
EUBookshop and OpenSubtitle corpora of
English-German parallel data. The amount of data
used for each model is indicated in Table 1.

Results
The results are summarized in Table 1. They re-
veal that combining features of both statistical and
neural modeling has a positive complementary ef-
fect on translation quality. To get the most out of

6http://data.statmt.org/news-crawl/
7http://opus.nlpl.eu/

https://comparable.limsi.fr/bucc2018/bucc2018-task.html
https://comparable.limsi.fr/bucc2018/bucc2018-task.html
http://data.statmt.org/news-crawl/
http://opus.nlpl.eu/


Model Type BLEU de→cs BLEU cs→de Supervision Training Data
USMT 11.72 12.39 none 26M sent. per lang.
UNMT 15.93 15.79 none 26M sent. per lang.
Hybrid 13.71 - none 26M synthetic sent. pairs

Hybrid+UNMT 17.4 20.14 none 26M synthetic sent. pairs
Pivoting 16.50 17.46 2 bitexts 2 x 26M sent. pairs

Supervised 20.83 21.03 bitext 22M sent. pairs

Table 1: Translation quality measured by BLEU scores on newstest2019. The synthetic training data for the hybrid
models was obtained by translating the Czech monolingual corpus into German by the USMT model. The pivoting
benchmark was via English.

the hybrid setting, it is optimal to first train the
model on the synthetic corpus until convergence
and then continue training on the monolingual data
by auto-encoding and on-the-fly back-transtaion.
Such a model almost reaches the results of a su-
pervised model trained on millions of parallel sen-
tences with the identical architecture.

The benchmark systems do not directly com-
pete with the unsupervised systems since they
have higher data requirements (parallel Czech-
German data for the supervised benchmark and
parallel Czech-English and English-German data
for the pivoting benchmark) which are not satis-
fied for low-resource languages by their defini-
tion. However, since Czech and German allow
making this comparison, we see that the perfor-
mance of our unsupervised models surpasses the
pivoting benchmark and gets close to the super-
vised benchmark. It must be noted that both base-
lines were trained mostly on out-of-domain data
(movie subtitles, EU legislation) which might be
detrimental to their performance on a test set com-
posed of newspaper articles. Nevertheless, the re-
sults suggest that the gap between unsupervised
and supervised techniques is narrowing, especially
for language pairs with insufficient in-domain par-
allel training data.

4.2 Contextualized Word Representations
from Multilingual Models

In our second experiment, we explore the mul-
tilinguality of a large pretrained language model
XLM-1008 by assessing its representations on a
task of parallel sentence matching (PSM). Since
the model is trained in a completely unsupervised
way, any evidence of cross-lingual transfer is sur-
prising. We dissect the model to assess how much
cross-lingual information is hidden in its inter-
nal representations on different layers and select

8https://github.com/facebookresearch/
XLM.

which layer outputs the most multilingual repre-
sentations. We use the findings from this experi-
ment when setting hyperparameters in further ex-
periments.

Data

The XLM model was pretrained on the Wikipedia
corpus of 100 languages (Conneau et al., 2019).
We evaluate the pairwise matching accuracy on a
multi-way parallel data set of 3k sentences in 6
languages.9 We use WMT newstest2012 for de-
velopment and newstest2013 for testing.

Methodology

Aggregating subword embeddings to fixed-length
sentence representations necessarily leads to an in-
formation loss. We derive sentence embeddings
from subword representations by simple element-
wise averaging. Even though mean-pooling is a
naive approach to subword aggregation, it is of-
ten used for its simplicity (Reimers and Gurevych,
2019; Ruiter et al., 2019; Ma et al., 2019) and
in our scenario it yields better results than max-
pooling. Cosine similarity is used for the nearest
neighbor search in the multilingual sentence em-
bedding space.

Results

We derive sentence embeddings from all layers of
the model and show PSM results on the develop-
ment set averaged over all language pairs in Fig-
ure 4. The accuracy differs substantially across the
model depth, the best cross-lingual performance
is consistently achieved around the 12th (5th-to-
last) layer of the model. The results show that
the model is able to match correct translations in
85% of cases on average. It must be noted that
the measurement was performed for high-resource
languages which are all very well represented in

9Czech, English, French, German, Russian, Spanish

https://github.com/facebookresearch/XLM
https://github.com/facebookresearch/XLM


Figure 4: PSM accuracy of sentence embeddings on
newstest2012 from the input embedding layer (0th)
to the deepest layer (16th). XLM-100 is the original
pretrained model and XLM-100 (fine-tuned) was fine-
tuned as described in Section 4.3.

the XLM pretraining corpus. The matching ac-
curacy for low resource languages is significantly
lower and will be targeted in future experiments.

4.3 Improving Multilingual Representations
with a Translation Objective

We propose a method to enhance the cross-lingual
ability of a pretrained multilingual model by fine-
tuning it on a small synthetic parallel corpus (Kva-
pilikova et al., 2020). The parallel corpus is ob-
tained via unsupervised machine translation (MT)
so the method remains unsupervised.

Data
The monolingual English and German data was
randomly selected from NewsCrawl 2018. Eval-
uation was performed on the BUCC data sets. The
Chinese-Czech and English-Kazakh evaluation
data sets were compiled by shuffling parallel sen-
tences from NewsCommentary or WMT newstests
into monolingual sentences from NewsCrawl in a
1:40 ratio (similarly to BUCC).

Methodology
We train an unsupervised English-German model
using MLM pretraining and AE+BT fine-tuning
and use it to create a synthetic parallel English-
German corpus. Then we fine-tune the pretrained
XLM-100 model on the synthetic data set and
measure the effect on its internal representations.

We apply the fine-tuned model on the task of
parallel sentence mining. We encode each sen-
tence of the mining dataset and mean-pool the
contextualized encoder representations from the
12th10 layer to fixed-length sentence embeddings.

10The layer hyperparameter as well as the pooling method
were tuned on the PSM task described in Section 4.2

We use the margin-based approach by Artetxe and
Schwenk (2019a) when searching the multilingual
space for translation candidates. We measure the
performance of our method on the task of paral-
lel corpus mining using the BUCC datasets. The
threshold was tuned on the training part of the
BUCC data sets.

Benchmarks
We compare our proposed model to a vanilla
XLM baseline where contextualized token repre-
sentations are extracted from the 12th layer of the
original XLM-100 model and mean-pooled into
sentence embeddings.

For a word mapping baseline we use
Word2Vec embeddings with 300 dimensions
pretrained on NewsCrawl and map them into
the cross-lingual space using the unsupervised
version of VecMap (Artetxe et al., 2018a). As
above, word embeddings are aggregated by simple
mean-pooling to represent sentences.

Results
The results in Table 2 reveal that TLM fine-tuning
on only 20k synthetic sentence pairs brings a sub-
stantial improvement over the initial pretrained
model (vanilla XLM). In terms of the F1 score, the
gain across four BUCC language pairs is 15.0 -
21.6 points. Even though the fine-tuning focused
on a single language pair (English-German), the
improvement is notable for all evaluated language
pairs. The largest margin of 21.6 points is ob-
served for the English-Russian mining task. We
observe that using a small parallel data set of au-
thentic translation pairs instead of synthetic ones
does not have a significant effect.

The weak results of the word mapping base-
line can be attributed to the superiority of con-
textualized embeddings for representation of sen-
tences over static ones. Even if the contextual-
ized embeddings were effectively limited to a very
near context, they still have the capacity of cor-
rectly representing multi-word expressions which
can greatly help in sentence matching.

Although the performance of our model lags
far behind the supervised LASER benchmark, it
is valuable because of its fully unsupervised na-
ture and it works even for distant languages such
as Chinese-Czech.

In comparison with the word mapping base-
line, the results of our method are less sensitive
to the relatedness of the languages. They are,



en-de en-fr en-ru en-zh zh-cs en-kk Supervision
Leong et al. (2018) - - - 56.00 - - bitext 0.5M sent.
Bouamor and Sajjad (2018) - 76.00 - - - - bitext 2M sent.
Schwenk (2018) 76.90 75.80 73.80 71.60 - - 9-way parallel 2M sent.
Azpeitia et al. (2018) 85.52 81.47 81.30 77.45 - - bitext 2-9M sent.
Artetxe and Schwenk (2019b) 96.16 93.91 93.30 92.27 - - 2- or 3-way parallel 223M sent.
Baseline (Word Mapping) 32.04 32.94 17.68 20.65 - - none n/a
Baseline (Vanilla XLM)* 62.10 64.77 61.65 44.79 43.00 24.00 none n/a
Proposed method* 80.06 78.77 77.16 67.04 48.69 35.41 none 20k sent.**

Table 2: F1 score on the parallel sentence mining task. The supervised (upper part) and unsupervised (lower part)
winners are highlighted in bold. * The model was pretrained on Wikipedia. ** Synthetic translations produced by
unsupervised MT.

however, sensitive to the amount of monolingual
sentences in the Wikipedia corpus used for XLM
pretraining. Representations of languages with
small Wikipedia collections (∼100k sentences,
e.g. Nepali, Khmer) are not aligned well enough
to perform filtering using vanilla XLM or our
method.

5 Research Plan

In our future research, we would like to explore
two experimental paths. The first relates to mul-
tilingual vector representations of text and how
to induce them without supervision. It is a con-
ceptual problem which lies behind all attempts to
solve cross-lingual tasks using only monolingual
data. We will continue with our research in sen-
tence embeddings and their usability in unsuper-
vised parallel sentence mining. The second path
concerns directly the task of machine translation
for low-resource language pairs. We would like
to attempt to improve the state of the art by using
auxiliary corpora in other languages via transfer
learning. Garcia et al. (2020) already showed a
positive effect of including an extra language pair
into the unsupervised MT training pipeline.

A possible extension of the parallel corpus
mining task is to score back-translation candi-
dates generated throughout the unsupervised NMT
training process and use only high quality transla-
tions for further training. Ruiter et al. (2019) use
a self-supervised approach where the translation
model itself is used for generating the sentence
embeddings.

5.1 Aligning Representations of Multilingual
Models

Motivation
Post-hoc linear mapping of monolingual embed-
dings to a cross-lingual space were described in

3.2. Since the mapping approaches rely on sim-
ilar geometric properties (e.g. isomoprhism) of
embedding spaces across languages, the alignment
can only by as good as the properties allow. Sev-
eral recent studies (Patra et al., 2019; Ormazabal
et al., 2019a) have criticized this simplified ap-
proach of linear mapping, showing that even the
embedding spaces of closely related languages do
not exhibit similar geometric properties. Nakas-
hole and Flauger (2018) argue that the transforma-
tion of the embedding space from one language to
another can be linear only at small local regions,
but not globally. Furthermore, the assumption of
isomorphism weakens with decreasing language
relatedness and the mapping can even fail com-
pletely for very distant languages. In practice, the
linear mapping approaches lead to a word trans-
lation accuracy (P@1) of up to 84 % for high re-
source languages (English-Spanish) to as low as
19 % for low-resource languages (English-Tamil)
(Artetxe et al., 2018a). Such simplified method
can serve to bootstrap an USMT system but it im-
poses an initial upper bound on the translation per-
formance.

We hypothesize that isomorphism is a prop-
erty of an embedding model rather than a linguis-
tic limitation and we want to test whether joint
training of contextualized representations induces
a word embedding space with more convenient ge-
ometric properties than skipgram and CBOW em-
bedding models. This view is supported by the
study of Ormazabal et al. (2019b) which suggest
that divergences across languages can be effec-
tively mitigated by jointly learning their represen-
tations.

Methodology

We would like to experiment with pretrained mul-
tilingual language models (M-BERT, XLM-100,
XLM-R), distil their internal representations into



static cross-lingual embeddings and test whether
the induced word embedding spaces suffer from
the non-isomorphism as severely as the embed-
ding spaces learned separately. Even though
the embeddings derived from multilingual Trans-
former models already exhibit some level of cross-
linguality, we will try to improve their quality ei-
ther by further fine-tuning the pretrained model
or by post-hoc alignment of the extracted embed-
dings. The former approach offers a possibility
of utilizing the entire fine-tuned model for other
downstream tasks, e.g. XNLI.

Contextualized word embeddings can be aver-
aged over monolingual corpora to obtain static
word embedding spaces in different languages
which can be further aligned using one of the ex-
isting mapping methods. Alternatively we could
weight different contexts differently (e.g. up-
weight common contexts and downweight rare
ones) or explicitly model polysemy by clustering
over different contexts.

Evaluation
The performance will be measured directly on
a word translation task using precision metrics
P@1, P@5 or P@10. Secondly, we will assess
the quality of sentence translations (measured by
BLEU score) produced by an unsupervised statis-
tical MT model with a phrase table induced from
the cross-lingual embeddings. The second eval-
uation task is more difficult as it also uses word
pair distances to estimate their translation proba-
bilities.

The unsupervised baselines for this experiment
are the VecMap and MUSE alignment methods
for post-hoc mapping of static Word2Vec embed-
dings.

5.2 Fine-tuning Pretrained Models with the
Focus on Low-resource Languages

Motivation
Our experiment described in Section 4.3 revealed
some interesting properties of pretrained multi-
lingual models which should be investigated fur-
ther. We showed that fine-tuning the pretrained
model on one language pair improved the qual-
ity of cross-lingual representations of completely
unrelated languages. However, the cross-lingual
transfer did not generalize well to all languages the
model was pretrained on. In particular, very low
resource languages like Nepali or Sinhala account
for only around 100k training sentences each and

their representation are not aligned well enough to
allow for cross-lingual transfer.

Methodology

We will experiment with optimizing the perfor-
mance of the pretrained model for low-resource
languages by fine-tuning it with more monolingual
data (e.g. Common Crawl) using the MLM ob-
jective or with small bilingual (possibly synthetic)
data (e.g. Flores dataset) using the TLM objective.

Evaluation

The performance of a fine-tuned model will be
measured on several downstream cross-lingual
tasks. The quality of its internal representation
will be evaluated on the task of parallel corpus
mining as described in our previous experiment in
4.3.

5.3 Machine Translation with Synthetic Data
Scoring

Motivation

Throughout the training unsupervised MT mod-
els are constantly learning from synthetic data and
the quality of the data improves as the training
progresses. Based on our experiments as well as
related work by Artetxe et al. (2020), the bottle-
neck of unsupervised MT is the iterative back-
translation which generates synthetic training ex-
amples of differing quality on-the-fly. Scoring
these translations and only selecting the good ones
for training could enhance the training.

Methodology

We will encode each synthetic sentence pair we
want to score using an unsupervised multilingual
model. We will derive a fixed-length representa-
tion of every individual sentence and score each
pair based on cosine similarity, setting a threshold
for good and bad translations. The threshold could
be learned on a data set created from translations
of different quality, e.g. obtained in the first (bad)
and last (good) iterations of an unsupervised MT
system. Alternatively, the scoring could be done
by fine-tuning the multilingual model for classifi-
cation and feeding in both sentences together, also
using a data set of bad and good synthetic trans-
lations. Since translation quality evolves during
training, this approach calls for self-training, sim-
ilarly to Ruiter et al. (2019). The pitfall is that
using such scoring is computationally demanding,



especially since it is supposed to happen on-the-fly
during training.

The applicability of this method is conditional
on the success of the previous experiments which
aim at aligning cross-lingual representations of
unsupervised masked language models.

Evaluation
The systems will be evaluated by the BLEU score
of translation quality and compared against unsu-
pervised MT models which do not employ syn-
thetic data scoring.

5.4 A Multilingual Approach to
Unsupervised MT

A possible path to enhance unsupervised MT leads
via exploring the options offered by multilingual
training. Since multilingual MT is out of scope of
this thesis, we will focus on how multilingual pre-
training could help unsupervised MT rather than
how unsupervised MT findings can help in multi-
lingual or zero-shot translation.

Methodology
Kocmi and Bojar (2018); Zoph et al. (2016)
showed that pretraining a parent model (high-
resource language pair) can substantially boost
translation performance of a child model (low-
resource language pair). They start training the
parent and after convergence they switch the par-
ent training corpus for the child corpus, leaving
all training parameters and optimizer states intact.
The only requirement is a shared subword vocab-
ulary. The results are the best when the target
language is the same in the parent and child lan-
guage pair. However, some transfer happens even
for completely unrelated languages.

In the first experiment, we will depart from the
completely unsupervised setting and use a parallel
corpus for the parent language pair to test whether
trivial transfer applies also in the unsupervised
training pipeline. The assumption of existence of
such auxiliary corpus is realistic even in the low-
resource setting. We will use the MLM-initialized
neural MT model, pretrain it with a supervised MT
objective on a high resource pair containing one of
the languages we are interested in and fine-tune on
the low-resource language pair using only the BT
and AE objectives (no parallel data for the child
model).

In the second experiment, we will explore the
effect of using a multilingual encoder. Nor-

mally we initialize the encoder and decoder of
the UNMT model with a bilingual MLM model
pretrained on the two languages in question. We
want to explore the effect of multilingual pretrain-
ing of the MLM model using monolingual cor-
pora in several languages on the initialization of
the MT model. Tiedemann (2018) suggests that
massively multilingual pretraining leads to more
language agnostic representations. We want to test
whether a multilingual encoder will have a posi-
tive effect on translation quality over a more spe-
cialised bilingual encoder.

Evaluation
The systems will be evaluated by the BLEU score
of translation quality and compared against a base-
line NMT model initialized with a bilingual MLM
and trained only on the child language pair using
the BT and AE objectives.

6 Conclusion

In this proposal we described the current state
of the art for unsupervised MT, outlined the out-
standing problems and our plan to tackle some of
them. We also gave an overview of our previ-
ous experiments where we proposed an unsuper-
vised method for parallel corpus mining. We also
trained several unsupervised MT models, com-
pared their performance and found a positive ef-
fect of pretraining a neural model on a synthetic
parallel corpus generated by an unsupervised sta-
tistical MT model.

In our future research we would like to ex-
plore two research paths: unsupervised multi-
lingual representations for parallel corpus min-
ing and enhancing unsupervised MT models with
transfer learning techniques.
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Tom Kocmi and Ondřej Bojar. 2018. Trivial trans-
fer learning for low-resource neural machine trans-
lation. In Proceedings of the Third Conference on
Machine Translation: Research Papers, pages 244–
252.
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