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Abstract

The Latin language, evolving over two millen-
nia across Europe, exhibits significant syntactic
changes that challenge the accuracy of pars-
ing models when applied to diverse datasets.
This phenomenon, rooted in the language’s di-
achronic and diatopic development, as well as
in genre variations, has been observed in var-
ious studies and emphasized in the Evalatin
campaigns. Traditional surface-syntactic pars-
ing struggles with these variations, prompting
the need for deeper linguistic analysis.

Our research aims to transcend these limita-
tions by investigating Latin through the lens of
deep syntax and semantics, leveraging the Uni-
form Meaning Representation (UMR) frame-
work. This approach aligns with recent NLP
research trends focused on semantic represen-
tations, as representation of meaning can prove
helpful for Natural Language Understanding.
By annotating Latin data according to UMR,
we seek to explore the potential of semantic
analysis to provide a more consistent under-
standing of Latin texts and mitigate the impact
of variability issues inherent in syntactic pars-
ing. This investigation will also extend to a
comparative analysis with Romance languages,
enhancing the comprehension of the diachronic
evolution of Latin.

1 Introduction

Over the course of more than two millennia and
across a vast area that roughly corresponds to to-
day’s Europe, the Latin language has undergone
numerous changes which have affected various
linguistic layers, including syntax. Consequently,
parsing accuracy scores on Latin texts tend to drop
significantly when a model is applied to data that
differ from those it was trained on, more so than is
typically observed with out-of-domain data. This
phenomenon is strongly tied to the diachronic and
diatopic development of the language itself, as well
as to differences due to genre (e.g. poetry/prose).

For instance, Passarotti and Ruffolo (2010) and
Ponti and Passarotti (2016) observed how perfor-
mances drop when a model is employed to parse
out-of-domain data, and Passarotti and Dell’ Orletta
(2010) addressed the need to adapt an existing
parser to the specific processing of Medieval Latin.
The issue of Latin variability has been a central
focus of the Eval.atin campaigns (Sprugnoli et al.,
2020; Sprugnoli et al., 2022, Sprugnoli et al., 2024),
devoted to the evaluation of NLP tools for Latin.
While the first two editions concentrated on lemma-
tization, morphological analysis and POS tagging,
the third edition focused on dependency parsing,
and highlighted the ongoing challenge of model
portability across different literary genres.!

Besides addressing the variability issue at the
syntactic level, it is natural to question whether
shifting from a surface-level to a deeper represen-
tation would impact such challenge. Therefore,
it is interesting to delve deeper into the syntax-
semantics interface and examine how Latin behaves
when it is processed at the semantic level. As we
expect the linguistic variability observed with re-
spect to syntax to decrease substantially when the
language is addressed from the semantic perspec-
tive, we extend our investigation by taking the di-
achronic variability to the extreme and comparing
the behavior of Romance languages to Latin. De-
spite being closely related, these languages display
relevant differences, such as the presence or ab-
sence of a case system.

The proposal is structured as follows. In Sec-
tion 2 an overview of the syntactic resources avail-
able for Latin is provided, and then the harmoniza-
tion process undertaken to unify their annotations
and rule out extrinsic levels of variability (2.1) is
discussed. Subsection 2.2 delves into the Eval atin
2024 Dependency Parsing Shared Task, explain-

"Moreover, one of the participating teams explicitly tar-
geted model performance across different epochs (Behr,
2024).



ing the rationale behind the transition to a level
of analysis deeper than surface syntax. Section 3
thus presents the decision to address semantics, and
namely to adopt the Uniform Meaning Representa-
tion (UMR) formalism (3.1). Subsection 3.2 details
on the need of lexical resources in order to annotate
data according to UMR, with a particular focus on
the resource available for Latin. In Subsections 3.3
and 3.4, an overview of the ongoing work on Latin
is presented, as well as the plan and initial steps
for the expansion of the corpus in a multilingual di-
rection. Finally, Section 4 outlines future research
directions and anticipated outcomes.

2 From Syntax

A significant number of resources is available for
Latin. With respect to syntax, notable are the six
treebanks in Universal Dependencies® (de Marn-
effe et al., 2021):

¢ Index Thomisticus Treebank (ITTB) (Pas-
sarotti, 2019): the largest of the Latin tree-
banks, it encompasses texts by Thomas
Aquinas (1225-1274) and other authors re-
lated to Thomas, representing an example of
philosophical Medieval Latin.

¢ Late Latin Charter Treebank (LLCT) (Cec-
chini et al., 2020b): it consists of Early Me-
dieval (VII-IX century) Latin charters writ-
ten in Tuscany, Italy, all representing the le-
gal/documentary genre.

¢ Perseus (Bamman and Crane, 2011): it in-
cludes some of the most representative Clas-
sical Latin texts (e.g., by Augustus, Cicero,
Propertius, Sallust, Tacitus, Vergil) of differ-
ent genres.

* PROIEL (Haug and Jghndal, 2008): it con-
tains most of the Vulgate New Testament
translations, and selections from Caesar’s De
bello Gallico, Cicero’s Epistulae ad Atticum,
Palladius’ Opus Agriculturae and the first
book of Cicero’s De officiis. Such texts are ex-
amples of Classical Latin, yet they represent
different genres.

e UDante (Cecchini et al., 2020a): it includes
literary texts (letters, treatises, poetry) by
Dante Alighieri, representing an example of
literary Medieval Latin (XIV century).

2See https://universaldependencies.org/.

* CIRCSE: it contains poetry (tragedies
Agamemnon and Hercules Furens by Seneca)
and prose (Tacitus’s Germania) texts dating
back to the classical period (I-II centuries CE).

As it emerges from the provided overview, the
treebanks highly differ in terms of included texts
(e.g., genre, period) and size. However, despite the
treebanks all following the UD annotation guide-
lines, some differences in the annotation scheme
have also been observed. Specifically, the tree-
banks have been annotated by different teams and
in different moments of the development of UD
guidelines, resulting in different annotation choices.
Therefore, all annotation levels — from word seg-
mentation to lemmatization, POS tags, morphology,
and syntactic relations — present divergences. The
issue is not specific to Latin; for instance, it has
been observed with respect to English by Zeldes
and Schneider (2023) and with respect to Turkish
by Akkurt et al. (2024) too.

2.1 Harmonization

In order to investigate genuine syntactic diversity,
we first have to assess how much the observed drop
in parsing performances is due to such divergences
in annotation style. A deeper understanding, and
possibly levelling of such divergences allows to iso-
late the impact of annotation choices and highlight
intra-linguistic syntactic variability.

For the harmonization process we decided to
model our interventions on the UDante v2.10 tree-
bank. This choice is motivated by several factors:
a) at the time when the harmonization was carried
out, UDante was the only Latin treebank to have
been annotated directly in UD,? rather than being
converted from another framework, which allowed
us to rule out conversion errors; b) it was the newest
Latin treebank in UD, thus following the latest ver-
sion of the UD guidelines; c) it is developed by
the same team maintaining the other valid* Latin
treebanks and defining the UD guidelines for Latin.
In light of these reasons, we selected UDante as
the Latin treebank most conforming to the current
UD guidelines, and based on it the whole harmo-
nization process.

3In the current release (v2.14) this holds true for the
CIRCSE treebank as well.

“Intended as a technical label of the UD in-
frastructure. See the UD Validation Report at
http://quest.ms.mff.cuni.cz/udvalidator/cgi-bin/
unidep/validation-report.pl.
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The harmonization consisted in two main phases:
first, we mainly focused on the syntactic layer
(Gamba and Zeman, 2023b); however, some inter-
ventions were done also with respect to tokeniza-
tion, lemmatization and POS tags. The second step
focused only on morphological features (Gamba
and Zeman, 2023a). Udapi (Popel et al., 2017), a
framework providing an application programming
interface for UD data, was exploited to manipulate
data.

As an example of the first phase of the har-
monization process, Figure 1 and 2 illustrate the
sentence Successio autem propter motum aliquem
est. ‘Succession results from change of some kind.’
(ITTB test-s2084). The original annotation consid-
ers the copula est to be the root of the tree, instead
of attaching it to the correct head of the nominal
predicate motum, annotated instead as an oblique.
After the harmonization, the resulting tree (Fig-
ure 2) correctly follows the UD guidelines.

{nsubj}
cc
[_MT m

successio autem  propter motum  aliquem est
succession however because-of movement some is
NOUN CCONJ ADP NOUN DET AUX

Figure 1: Annotation in UD 2.10.

nsubj

discourse

successio autem  propter motum aliquem est
succession however because-of movement some is
NOUN PART ADP NOUN DET AUX

Figure 2: Harmonized annotation.

Results of the harmonization were two-fold.
The assessment of the impact of the harmonization
on parsing results proved that models trained on
harmonized treebanks obtain better scores than the
pre-harmonization ones. The improvements are
notable especially with respect to results obtained
on Perseus and PROIEL, which initially were the
treebanks diverging the most. We observed all
post-harmonization models to perform better on
the two treebanks. The improvement is substan-
tial (up to +9% in several cases), and is mirrored

by parsing performances of models trained on har-
monized Perseus and PROIEL, which achieve bet-
ter scores on all the five treebanks, with peaks of
around +17% both in LAS and UAS (LLCT parsed
with a Perseus model). The parsing experiments
confirmed once more the absolute relevance of a
truly universal and shared annotation. Additionally,
the harmonization process resulted in the contribu-
tion of enhanced resources. Indeed, the harmonized
version of Perseus was directly contributed to UD
official release (since v2.12), and a close collabo-
ration with the team maintaining ITTB, LLCT and
UDante led to the release of harmonized versions
of such treebanks by the team itself.

2.2 EvalLatin 2024 Dependency Parsing
Shared Task

The harmonization process allowed to rule out the
effects of the additional layer of variability consti-
tuted by divergences in annotation, and thus set the
conditions for a fair assessment of the variability
of the language itself. An important milestone in
this respect is represented by the Eval.atin 2024
Dependency Parsing shared task (Sprugnoli et al.,
2024), which contributed to draw attention on Latin
variability at the syntactic level.

The Eval.atin 2024 Dependency Parsing shared
task worked as a test-bed for the harmonization ef-
forts, which proved to be beneficial for the results
obtained by the UFAL LatinPipe team (Straka et al.,
2024). A significant difference was observed de-
pending on whether models were trained on harmo-
nized or non-harmonized treebanks. Specifically,
test data did not contain any punctuation; the only
UD treebank lacking punctuation at the moment of
the shared task® was PROIEL. However, PROIEL
is also the only treebank in the UD release which
has not been consistently and thoroughly harmo-
nized (unlike Perseus, ITTB, LLCT, and UDante,
whose harmonized versions had already been incor-
porated in the official release). As a consequence
of the lack of punctuation in test data, shared by
PROIEL alone, the multi-treebank model trained
by UFAL LatinPipe would pick PROIEL as the
most similar, and thus relevant, treebank. Exploit-
ing not the officially released PROIEL version but
its harmonized counterpart for training thus proved
beneficial, leading to around +3% improvements
both in LAS and UAS.

3 Currently, the CIRCSE treebank (released in v2.14) does
not contain punctuation either. The two texts employed as test
data in the shared task are now included in this treebank.



As far as the model architecture is concerned,
UFAL LatinPipe — the winning submission to the
shared task — consisted of a fine-tuned concate-
nation of base and large pre-trained LMs, with a
dot-product attention head for parsing and softmax
classification heads for morphology to jointly learn
both dependency parsing and morphological analy-
sis. The system was trained for a few initial epochs
with frozen weights before fine-tuning. Local rel-
ative contextualization was added by stacking the
BiLSTM layers on top of the Transformers, and out-
put probability distributions from seven randomly
instantiated networks were then ensembled.

Nevertheless, the shared task revealed that even
with the incorporation of cutting-edge deep learn-
ing methodologies and access to high-quality har-
monized data, the UFAL LatinPipe model still
failed to surpass a 80% threshold, reaching a LAS
of 75.75% on poetry and of 77.41% on prose.
These findings underscore the intrinsic challenges
posed by the linguistic variability of Latin, and sug-
gest that models tested on data different from those
leveraged for training are likely to keep posing com-
parable challenges. Consequently, the prospects for
significant improvements in parsing scores appear
limited, rather calling for a shift of perspective.

3 To Semantics

In light of what has been discussed, it thus seems
hard to further improve the surface-syntactic pars-
ing. However, morphosyntax can be viewed as an
intermediate step to actual language understand-
ing; we hence chose to delve further into exploring
the potential and boundaries of deep syntax and
semantics.

This choice reflects current directions of NLP
research, as recent years have seen an enduring
interest in annotation schemes that allow natural
language texts to be parsed into semantic represen-
tations exploitable for tasks such as information
extraction, machine translation, and other down-
stream purposes where understanding the meaning
of text is crucial.

In line with the latest developments in the field,
we have made the decision to explore the Latin
language according to the Uniform Meaning Rep-
resentation (UMR) framework, with the goal of
releasing Latin data annotated according to UMR
and investigating the implications and observations
that can be derived from the annotation process.

3.1 Uniform Meaning Representation

Uniform Meaning Representation (UMR) (Van Gy-
sel et al., 2021b) is a meaning representation frame-
work designed to annotate the semantic content of
a text. UMR is primarily based on Abstract Mean-
ing Representation (AMR) (Banarescu et al., 2013),
an annotation framework initially designed to rep-
resenting the meaning of English sentences in a
structured and abstract manner, independently of
their surface syntax. Subsequent attempts to ex-
tend the formalism and adapt it to other languages
have taken place, although without resulting in a
truly cross-lingual framework. Cross-lingual AMR
adaptations have been developed, for instance, for
Czech (Uresova et al., 2014) and Chinese (Xue
et al., 2014; Li et al., 2016), but overall most
efforts have been focused on a restricted set of
well-represented languages (notably English), as
observed for instance by Vigus et al. (2020).

Conversely, UMR was explicitly developed with
cross-linguistic scope in mind. Its main goal is to
extend AMR to other languages, and in particular
to morphologically complex, possibly low-resource
languages, in a solid typological perspective. UMR
improves on AMR in two major ways (Bonn et al.,
2023b): first, it adjusts the AMR schema to make
it more cross-linguistically applicable; secondly,
AMR only includes sentence representation. On
the one hand, UMR adds new semantic coverage
to the schema by providing representation (i.e.,
graph elements) for tense, aspect, modality, and
scope; on the other hand, it enhances the repre-
sentation by designing document-level dependency
structures for linguistic phenomena such as tem-
poral and modal relations, as well as coreference,
which may extend beyond sentence boundaries (Vi-
gus et al., 2019; Pustejovsky et al., 2019). Overall,
UMR is intended to be scalable, learnable, and
cross-linguistically plausible, and it is designed to
support both lexical and logical inference. The cur-
rent release (UMR 1.0) (Bonn et al., 2023a, 2024)
includes data for six languages: Arapaho, Chinese,
Kukama, English, Navajo, Sanapana.

Attempts to expand the framework to other lan-
guages are emerging, bringing along new (possi-
bly language-specific) challenges to tackle. For
instance, the UMR annotation of Chinese required
addressing the issue of Chinese verb compounds,
as compounding is a productive process in Chinese
(Sun et al., 2023). The expansion of the UMR
framework to other languages has also raised addi-



tional issues, which do not apply to English. No-
tably, a non-negligible challenge is represented by
the lack of native speakers of a given language.
Semantic annotation is typically done by native
speakers, since native intuitions are assumed to be
necessary to make judgments required for semantic
annotation. This issue may be circumvented with
low-resource languages that yet have millions of
speakers, but it represents a core challenge when
native speakers are not available (Van Gysel et al.,
2021a). This will raise a problem for historical
languages as well, for whose annotation no native
speakers can be exploited. As of now, however,
UMR annotation is not available for any historical
language, and the issue has not been addressed yet.

Practically, the UMR annotation of each sen-
tence is composed of three blocks: 1) the sentence-
level graph, representing the meaning of the sen-
tence itself; 2) the document-level graph, annotat-
ing temporal and modal relations as well as coref-
erence beyond sentence boundaries; 3) alignments,
clarifying the sentence tokens to which nodes in
the sentence-level graph are aligned.

3.2 Need for Lexical Resources

The UMR framework is built upon predicate-
argument structure annotation. Nodes in a UMR
graph represent semantic concepts; semantic con-
cepts are defined as word senses (if available),
while PropBank (Kingsbury and Palmer, 2002)
participant roles® associated to each predicate are
included in the graph if realized in the sentence.
For this reason, language resources encompassing
information about semantic roles are essential to
UMR annotation. Latin has a fair amount of data
available, although far from what is available for
example for English or Czech, both in quality and
in quantity. However, those resources cannot be
readily exploited for annotation purposes in light
of their present condition.

More specifically, two such resources exist for
Latin, i.e. the first and the second version of the
Latin valency lexicon (Vallex). Despite the name,
the two resources appear to be independent and do
not really present points of contact - if not some of
the encompassed lemmas.

The first version of Vallex (Passarotti et al., 2016)
contains around 2,500 valency frames for more
than 1,000 lexical entries and is stored as a sin-
gle XML file. It is built upon the tectogrammat-

°E.g., ARGO, ARG].

ical layer of Latin texts annotated in the style of
the Prague Dependency Treebank (PDT), which is
based on Functional Generative Description (FGD)
(Sgall, 1967). The tectogrammatical layer in PDT-
like resources focuses on the syntactic-semantic
properties of language; while keeping the depen-
dency structure used at the surface-syntactic level,
it also specifies semantic properties such as argu-
ment (valency) structure, predicate senses, seman-
tic attributes of nodes, like tense, aspect, number,
modality. In addition, elided arguments are restored
as separate nodes, with the possibility of linking
them e.g. by coreference, function words are re-
moved and replaced with semantic relations similar
to UMR roles. Besides coreference, other discourse
relations that extend beyond sentence boundaries
are annotated, as well as paratactic relations within
sentences. Such information could be leveraged to
facilitate the production of UMR annotated data
through the conversion of already annotated infor-
mation. Indeed, semantic representation is more
difficult to obtain than for instance the syntactic
one, so obtaining data (semi-)automatically would
represent a significant contribution to our efforts.
Tectogrammatical annotation for Latin is available
only for a selected set of texts, which can yet prove
very useful in this perspective. Namely, texts an-
notated in PDT style are the Index Thomisticus
Treebank (ITTB), encompassing text by Thomas
Aquinas, and a portion of the Latin Dependency
Treebank (LDT) comprising works by Caesar, Ci-
cero, and Sallust. We observe here a partial overlap
of these resources with the Latin treebanks avail-
able in Universal Dependencies: namely, the whole
ITTB is also annotated according to the UD for-
malism, and the same holds true for some of the
texts included in the LDT (e.g., for portions of De
Coniuratione Catilinae by Sallust, available in the
Perseus UD treebank). The availability of differ-
ent syntactic annotations for the same texts could
provide us with yet another way to explore, and
another source of information to exploit.

The first version of Vallex presents several limita-
tions: first of all, the lack of definitions, which
makes it hard to fully understand the intended
meanings of the different frames, even more so
in the case of a language with no native speakers.
Secondly, there appears to be a redundancy of en-
tries, which are unnecessarily distinguished even
when they clearly refer to the same frame and mean-
ing of a verb. Nevertheless, the resource cannot be
completely overlooked, since it is directly linked to



(and built upon) the tectogrammatical layer of the
treebanks which we could exploit to automatically
obtain annotated data.

Latin Vallex 2.0 (Mambrini et al., 2021a) is a
revision of the first version, but it adopts a different
approach: it is intuition-based, which means that
for each sense listed for a lemma or hypolemma,
there is a valency frame, established on the basis
of the dictionary meaning listed for that lemma. It
contains about four times the entries of the first ver-
sion, and through the link with WordNet (Franzini
et al. 2019; Mambrini et al. 2021b) synsets it pro-
vides definitions.” However, the second version
does not include examples, which would be very
useful in understanding the definitions and distin-
guishing frames. Indeed, we already observed that
many of the entries present extremely similar def-
initions as well as identical frames, which makes
the resource not practical in terms of usability. For
instance, we can observe two senses of porto, both
with frame ACT (Actor), PAT (Patient), defined
respectively as

definition synset_id
have on one’s person  v#00047745
have with oneself; V02717102

have on one’s person

Although not infrequent, such extreme cases are
not the majority. Metior can serve as a more mod-
erate example, yet still informative about Vallex
granularity; see a list of its 9 synsets, all with frame
ACT, PAT:

1. measure (distances) by pacing

2. determine the measurements of something or
somebody, take measurements of

3. judge tentatively or form an estimate of (quan-
tities or time)

4. evaluate or estimate the nature, quality, ability,
extent, or significance of

5. set, mark, or draw the boundaries of some-
thing

6. determine the capacity, volume, or contents of
by measurement and calculation

7. travel across or pass over

8. give out as one’s portion or share

9. administer or bestow, as in small portions

Although with different nuances, synsets 1-6 all
revolve around the concept of measuring, and are

"Entries in Latin Vallex v2 are linked to WordNet synsets
through the LiLa Knowledge Base (Passarotti et al., 2020).

possibly too fine-grained for automatic detection.
Metior does not represent an isolated occurrence,
but a standard entry in Vallex.

In conclusion, the existing resources cannot be
exploited as they are, and additional work is needed
to obtain the kind of resource required for UMR
annotation. Therefore, we envisaged a task of com-
bination of the two resources, which however can-
not be done automatically. The output of this task
is expected to be Vallex4UMR, a new resource
that does not disregard information contained in
the available resources, but improves it in terms of
completeness and efficacy, at the same time by mak-
ing it exploitable for UMR purposes. Its coverage
will be sufficient for the needs of UMR annotation,
although it will not exhaustively cover the language.
The current state of Vallex4UMR will be presented
in the following subsection.

3.3 Current state of UMR for Latin

The first text that has been selected for UMR an-
notation is De Coniuratione Catilinae ‘Conspiracy
of Catiline’, a historical monograph in 61 chap-
ters written by Sallust in the I century BC. This
choice is motivated by the availability of a version
of the text annotated in the PDT format,® which
could represent a valuable source of information
to annotate the data according to the UMR formal-
ism, and could possibly be leveraged for automatic
conversion. However, for the time being the cur-
rent state of the guidelines as well as the quality of
released data renders manual annotation the only
viable option. In fact, the annotation process itself
represents a valid occasion to refine the guidelines,
which have been observed to be often incomplete,
unclear, and under-specified, as well as currently
skewed towards English despite the stated cross-
linguistic approach.

As of now, a sample of 50 sentences has been an-
notated, corresponding to the first five chapters of
the text. The annotation of the first 50 sentences
required a couple of months, primarily due to the
need for thorough comprehension and discussion
of the guidelines. We now anticipate the annotation
process to proceed more quickly. An example of
annotated sentence can be found in Appendix A.
The annotation of the text has required to address

8This also implies that all the predicates of the text are
associated with a valency frame in Latin Vallex v1, which is
indeed built upon the tectogrammatical annotation of LDT
texts (3.2).



the need of an exploitable valency lexicon, with
the two versions of Latin Vallex having proved
inadequate in their current state. For this reason,
we started to build Vallex4UMR, which was com-
piled as presented hereafter. Its current stage is
exclusively built on De Coniuratione Catilinae; it
may be subject to extension as new texts are to be
annotated.

To begin with, we retrieved all predicates of the
text by extracting from the tectogrammatical layer
all the nodes with a valency frame, and then re-
stricting to verbs thanks to their part-of-speech. We
also mapped all frame ids of Vallex v2 to a newly
generated set of labels that conform to the UMR
requirements (e.g., verb-01), which resulted in the
set of Vallex4UMR entries inheriting definition and
roles from Vallex v2. We then manually paired each
extracted predicate, which is already associated to
a Vallex v1 valency frame, with one of the newly
created Vallex4UMR frames; as already discussed,
a 1:1 mapping of v1 and v2 frames has proven to be
unrealistic in light of the above-mentioned issues,
thus demanding a manual mapping case by case.
Consequently, each predicate is associated with a
vl frame and a v2 one, with the latter implying a
definition and semantic roles. Moreover, to each
Vallex4UMR entry we associate an example as well
as possible additional grammatical notes (e.g., the
verb voice). Choosing the most appropriate frame
from v2 has, however, turned out to be non-trivial
in several cases, due to the already discussed issue
of identical v2 frames (porto, metior). We decided
to merge such entries into a single one.

Overall, most verbs received a frame from Latin
Vallex v2. When no appropriate frame could be
found in the resource, a new one was defined. Its
definition could consist of an existing WordNet
synset which was not assigned to the verb so far,
or a brand-new definition could be created. E.g.,
for vivo there is no entry in Latin WordNet; to
its occurrence in alii alio more viventes ‘living
with different customs’ we assigned a new frame
with synset v#02614387 "lead a certain kind of
life; live in a certain style". Finally, we chose
not to assign any frame to some predicates, as
they can be treated as UMR abstract predicates;
it is often the case of the verb sum ‘to be’, which
can be treated e.g. as identity-91, belong-91, have-
mod(ification]-91. We thus excluded such predi-
cates from Vallex4UMR.

As a result, more than one frame can be paired
with the same Vallex4UMR entry, i.e. to the same

v2 frame. This holds true the other way round as
well, with several v2 frames that can correspond to
a single v1 frame.

The current version of the corpus encompasses
2,046 predicates.” At present, the resource is not
yet organized as a lexicon; currently each predi-
cate extracted from Sallust’s texts is annotated with
the above-mentioned information. We will need to
transition from such predicate-based structure to a
new format centered around UMR lexical entries.
We will thus need to devise a conversion process to
generate the appropriate Vallex4UMR frame dictio-
nary. This conversion process will entail handling a
complex mapping of entries from Vallex v1, Vallex
v2 and Vallex4uMR.

It emerges clearly from the presented pic-
ture how manual annotation represents a time-
consuming task. This comes as no surprise, given
that semantic annotation typically relies on exten-
sive lexical resources such as frame dictionaries,
and that a deeper annotation correlates with greater
annotation effort. For this reason, possible strate-
gies to obtain annotation (semi-)automatically will
have to be investigated.

3.4 Towards a Parallel Corpus

While our primary focus revolves around Latin,
we also intend to broaden our scope to encompass
a diverse set of languages, thereby integrating a
multilingual dimension into our research. Specif-
ically, we aim to expand our annotation efforts to
include some Romance languages — potentially Ital-
ian, French, and/or Spanish. As a result, a subset
of the UMR corpus derived from this work will in-
corporate the selected Romance languages as well.
Ideally, we aspire to develop a prototype of parallel
corpus, leveraging the choice of De Coniuratione
Catilinae, as Sallust represents one of the most
renowned and extensively translated authors from
classical antiquity. A parallel corpus would consti-
tute a valuable resource for comparative analysis.
Our objective is to conduct comparative assess-
ments between texts that share the same content,
which is however expressed in different languages.
Such investigations will elicit linguistic observa-
tions, for instance with respect to the isomorphism
of graphs representing identical sentences across
different languages. Noteworthy remarks within a

°For a total of more then 1,100 unique Vallex4UMR entries.
In other words, one Vallex4UMR entry is one frame of a verbal
lemma, and predicates are instances of these frames in the
sentences. We will then group Vallex4UMR entries by lemma.



comparative perspective may emerge when graphs
exhibit non-isomorphism, indicating structural dis-
parities. Exploring the underlying reasons for such
divergences may provide interesting insights about
the languages themselves.

Undoubtedly, however, a significant challenge in
this endeavor is represented by the availability of
frame dictionaries for the Romance languages to be
selected for annotation. What has been discussed
about Latin (see 3.2, 3.3) has highlighted the inher-
ent limitations arising from linguistic resources that
may not be optimally suited for this task, or lack
the requisite structure for straightforward, seamless
exploitation.

An initial exploration of available resources that
could be exploited for annotation demands caution
before finalizing the selection of languages. Span-
ish seems suitable for our research purposes, given
the quality and comprehensiveness of SynSem-
Class!? (Alcaina et al., 2023). However, the same
does not hold true for French.

While we identified two possible resources for
French, they present immediate challenges. Di-
coinfo'! shows an adequate structure, offering ex-
amples and frames for each entry. Yet, its scope is
confined to fundamental terms within the realm of
computer science, posing a significant limitation.
The second resource, French FrameNet, 2 presents
interpretational hurdles. For instance, the frame
defined as ‘becoming aware’ under the entry ob-
server ‘to observe’ is associated with the following
roles: Cognizer, Phenomenon, Evidence, Topic, In-
strument. Although the first two seem to roughly
correspond to ACT and PAT in FGD valency the-
ory, it is hard to infer a general mapping for all
roles.

The initial findings for Italian appear discour-
aging. Although Brambilla et al. (2020) allude to
a forthcoming FrameNet-like resource for Italian,
our attempts to locate this resource have proven fu-
tile. PaVeDa - Pavia Verbs Database (Zanchi et al.,
2022) consists of a relational database for exploring
verb argument structures across various languages,
including Italian; nevertheless, it appears to still
be in progress as far as the specification of roles
is concerned. Indeed, this database defines verb

Ohttps://lindat.mff.cuni.cz/services/
SynSemClass50/.

llhttps ://olst.ling.umontreal.ca/dicoinfo/
moteur/search.cgi.

12h'ctp: //asfalda.linguist.univ-paris-diderot.
fr/lulndex.xml.

meanings along with their participants; for instance,
the Italian verb caricare ‘to load’ is associated with
a loader, a loaded object, and a loading location; it
is also provided with a basic coding frame.'> How-
ever, only few participants, which are otherwise
desribed as the example of caricare showed, are
linked to more readily interpretable labels such as
A (Agent) or P (Patient). The development of role
labels within this database appears to be a work in
progress. Alternatively, T-PAS (Typed Predicate
Argument Structures for Italian verbs) (Jezek et al.,
2014) offers an inventory of Typed Predicate Argu-
ment Structures (T-PASs) for Italian, structured as
[[Human]] partecipa a ‘takes part in’ [[Event]].
However, the absence of a clear correlation to roles
that can be mapped to PropBank ones, as required
by UMR, implies an additional level of effort that
may be unfeasible to undertake.

The Universal PropBank project (Jindal et al.,
2022) provides PropBank-like argument labels for
a number of Romance languages — including Ital-
ian, Spanish and French. However, these are cor-
pora and not dictionaries, with annotations being
atop UD data and not gold standard. As our project
aims to create a parallel resource centered on Sal-
lust’s work, such resource does not meet our needs
and cannot be leveraged. In light of such consid-
erations, maintaining flexibility in the selection of
languages for the multilingual expansion of the
corpus is crucial, as the choice of languages heav-
ily relies on the accessibility of suitable resources.
Further examination of these resources may unveil
structural challenges beyond our current capabili-
ties. Potential alternatives could involve consider-
ing Czech and English, both known to have suitable
and accessible frame dictionaries. Alternatively, a
possible strategy to address the lack of valency lex-
icons might involve searching for cognates (Dinu
et al., 2024) — for instance between Italian and
Spanish — and then leveraging existing Spanish
frames to annotate the Italian cognate.

4 Future Work

In summary, we anticipate the future research di-
rections, as partially introduced in the previous sec-
tions, to revolve around the main themes outlined
hereafter.

The first branch of research will focus on
the extension and the release of a new resource,
namely Vallex4UMR. As discussed in Section 3.2

131 > Vsubj[1] > 2 (su+3).
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and 3.3, currently the lexicon is still structured as a
corpus of annotated predicates. It will be necessary
to convert it to a lexicon-like format, structured in
such a way that lexical entries are associated with
information about the corresponding identifier in
Vallex v1, the corresponding URI in Vallex v2,
their definition, an example, the associated roles,
and possibly additional notes. This process will
involve more than just a simple conversion of
formats — from a spreadsheet to a new lexicon-like
structure — and will present some challenges
demanding non-trivial decisions to be taken.'*
Most of the issues to be handled derive from the
lack of a one-to-one correspondence between
Vallex vl and v2 entries, which results in the
fact that one Vallex4UMR entry can point to
several identifiers from vl and URIs from v2,
and vice versa multiple Vallex4UMR entries can
point to a same, shared identifier and/or URI
in vl and v2 respectively. Careful handling of
these non-univocal mappings will be necessary to
ensure that no information is lost. For instance,
the Vallex vl synset vi#v-w76_MPf24_MP of the
verb facio ‘to do, to make’ has been associated to
different v2 synsets, and thus Vallex4UMR entries
(facio-18, facio-23, facio-25, ...). At the same
time, these entries have been mapped to several
v1 synsets: for instance, facio-23 has been aligned
to  vi#v-w76_MPf47_MP,  v#v-w76_MPf43_MP,
vitv-w76_MPf45_MP, vi#v-w76_MPf30_MP, etc.
The conversion and refining of Vallex4UMR is
expected to take about a month; its extension,
dependent on the annotation and/or conversion
of texts other than De coniuratione Catilinae,
would presumably require a few months and would
proceed in parallel with the annotation itself.

Our second objective involves the expansion of
the corpus of Latin sentences annotated in UMR.
This endeavor will demand significant time and
require comprehensive understanding of the guide-
lines, which may need language-specific refine-
ment as they are currently under-specified and not
exhaustive. The number of annotated sentences
per language and included in the current release is
shown in Table 1. Document refers to sentences
annotated with document level information, while
Sentence refers to sentences annotated by within-
sentence relations only.

“We have already reviewed possible technical strategies
to encode Vallex4UMR, and decided to replicate the same
procedure as for PDT-Vallex.

Bhttps://umr4nlp.github.io/web/data.html.

Language Sentence Document
English 209 202
Chinese 358 358
Arapaho 406 109
Navajo 522 168
Sanapand 602 602
Kukama 105 86

Table 1: Number of sentences for each language in
UMR 1.0 dataset.

Given these figures, it is realistic to anticipate
that the annotated sample will encompass a few
hundred sentences, featuring both sentence-level
and document-level annotations. If we can leverage
PDT-like data via a conversion process, obtaining
annotated sentences will be significantly more effi-
cient, allowing us to expand the sample size further.
We expect the annotation phase to require about
half a year. As a result, we plan to publicly release
the corpus as part of the UMR collection, acces-
sible via the LINDAT/CLARIAH-CZ repository.
Latin will represent the first historical language to
be annotated according to UMR, and together with
the selected Romance language(s) will contribute
to the diversity of the languages represented in the
UMR collection, since as of now no Romance lan-
guages are included.

Indeed, we also plan to expand the corpus of
annotated sentences to encompass one or more Ro-
mance languages — potentially Spanish, French, or
Italian.'® Depending on the outcomes of a more
thorough examination of existing resources, we
may also consider exploring some machine learn-
ing strategies, such as automatic detection of cog-
nates in related languages, to address the lack of re-
source. Although at present this does not represent
our primary strategy due to the fact that potentially
sub-optimal results of automatic processing may
affect the quality of the annotation, we are prepared
to adopt such perspective as a viable solution to an
anticipated issue. Moreover, automatic projection
of graphs from already annotated Latin sentences
to their counterparts in the other languages will
be investigated too, as it could help speeding up
the annotation. Measuring the accuracy and the
increase of efficiency — especially in terms of time
— resulting from projecting UMR annotations from
Latin to the selected Romance language(s) through

!5The final decision hinges on the availability and suitability
of dictionary frames for our task, as discussed previously.
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transfer of graphs and adjustment of alignments,
would prove interesting. The creation of a parallel
corpus will enable multilingual comparison, allow-
ing for the examination of structural isomorphism
and investigation of reasons for non-isomorphic
structures. Additionally, we anticipate similar ob-
servations to arise during the annotation process, as
different surface realizations of the same meaning
in different languages are likely to prompt discus-
sion of the guidelines and shed light on linguis-
tic variations across languages. The multilingual
phase is expected to extend over a period of approx-
imately half a year.

Additionally, we are also considering the fea-
sibility of automatizing aspects of the annotation
process by leveraging existing resources. A first
approach would imply exploiting PDT, which in-
deed conditioned the choice of De Coniuratione
Catilinae. One possibility involves partially deriv-
ing UMR annotation from PDT tectogrammatical
layer; if the conversion tool currently under devel-
opment is ready timely, we will investigate how
to exploit it in the most efficient way. A comple-
mentary strategy revolves around the extraction of
relevant information from Universal Dependencies
treebanks. As a valuable starting point, some sen-
tences from Sallust’s text are also annotated in UD,
enabling us to explore potential points of contact
and intersections between the two frameworks.

As far as semantic parsers for UMR are con-
cerned, the amount of data currently available does
not allow yet to build and train a parser on UMR
data only. For this reason, right now UMR parsing
has to be pipelined (Chun and Xue, 2024). The
pipeline approach certainly implies a high rate of
error propagation, as the model described heavily
relies on sub-models trained on different data. As
of now, however, this represents the only viable
approach. The availability of more data could prob-
ably allow for an end-to-end approach, especially
for high-resourced languages like English and Chi-
nese. Nevertheless, for less-resourced languages —
which, to begin with, are lacking lexical resources
for annotation and demand extra challenges to be
addressed — a pipelined approach will possibly re-
main a realistic solution for a longer time. Indeed,
the pipeline proposed by Chun and Xue (2024)
would not apply to a less-resourced language like
Latin, requiring alternative strategies. In light of
this, another possible outcome that we envisage
would involve integrating available tools into a uni-
fied pipeline to streamline manual annotation. For
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instance, given that coreference forms part of UMR
document-level annotation, a tool for coreference
prediction could prove beneficial and serve as a
valuable component of the pipeline. In general, we
will look into the possibility of speeding up the an-
notation process by investigating possible strategies
to replace manual annotation steps through existing
resources and machine learning strategies. As of
now, we have investigated the feasibility of iden-
tifying the correct word sense to define semantic
concepts in the UMR graph (e.g., facio-23, porto-
01, ...) by leveraging different Pre-trained Lan-
guage Models (PLM) (Gamba, 2024). However,
such task of Predicate Sense Disambiguation high-
lighted the challenges that arise from the lexical
resources available for Latin (3.2). Indeed, PLMs
often fail to retrieve the correct sense, with the high
granularity of the resources being a significant con-
tributing factor. We envisage the automatization of
(steps of) the annotation process to be carried out in
parallel with manual annotation, with an estimated
timeline of six months to one year dedicated to it.
To summarize, through the study of Latin the
proposed research will examine how the UMR
framework can be applied to historical languages,
investigating how the lack of native speakers inter-
acts with deep semantic analysis and annotation.
Indeed, this is still an unexplored research area,
and the challenges that meaning representation of
a historical language can pose have not been ad-
dressed yet. The study will then adopt a diachronic
perspective, examining the syntax-semantics inter-
face in Latin as opposed to Romance languages
(most likely Italian, Spanish, or French). This will
also result in the expansion of the UMR coverage
of languages, by enhancing the already released
corpus with data from an Indo-European family —
so far represented only by English — and precisely
from the Indo-European branch that will develop
into Romance languages, absent in UMR as of now.
The analysis of UMR parallel sentences will pro-
vide insights in terms of isomorphism of graphs
as well as highlight the main divergences in how
these languages encode meaning. Additionally, the
project will address the need to expedite the anno-
tation process by utilizing existing resources and
machine learning techniques, thereby highlighting
the potential and challenges of these tools in se-
mantic annotation. Leveraging both UD and UMR
annotations simultaneously will also allow for the
observation of how closely syntactic and seman-
tic trees align. Three new resources (Vallex4UMR,



UMR Latin data, UMR parallel corpus) will be con-
tributed, as described in the previous paragraphs.
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A Appendix

# sent_id = SlaT-2775

# :: snt3

Index: 1 2 3 4 5 6 7 8
Words: animi imperio , corporis servitio magis utimur ;
Word Gloss (en): of.mind government , of.body service rather we.employ

Sentence: animi imperio, corporis servitio magis utimur;

Sentence Gloss (en): Of the mind we rather employ the government; of the body, the service.

# sentence level graph:
(s3c / contrast-91
:ARG1 (s3u / utor-03
:ARGO (s3p/ person
:refer-person 1st
:refer-number plural)
:ARG1 (s31 / imperium
:poss (s3a / animus))
:aspect habitual
:modal-strength full-affirmative)
:ARG2 (s3u2 / utor-03
:ARGO s3p
:ARGT (s3s / servitium
:poss (s3c2 / corpus))
:aspect habitual
:modal-strength full-affirmative))

# alignment:
s3c: 6-6

s3u: 7-7
s3p: 0-0
s3i: 2-2
s3a: 1-1
s3u2: 6-6
s3s: 5-5
s3c2: 4-4

# document level annotation:
(s3s0 / sentence
:temporal ((document-creation-time :overlap s3u)
(document-creation-time :overlap s3u2)
(s3u :overlap s3u2))
:modal ((root :modal author)
(author :full-affirmative s3u)
(author :full-affirmative s3u2))
:coref ((s2a :same-entity s3a)
(s2c :same-entity s3c2)
(s2p :same-entity s3p)))
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