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Attention is All You Need

For some sequence processing tasks, sequential processing (as performed by recurrent neural
networks) of its elements might be too restrictive.

Instead, we may want to be able to combine sequence elements independently on their distance.

Such processing is allowed in the Transformer architecture, originally proposed for neural
machine translation in 2017 in Attention is All You Need paper.
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Transformer

 

Figure 1 of "Attention Is All You Need", https://arxiv.org/abs/1706.03762
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Transformer

 

http://jalammar.github.io/images/t/The_transformer_encoder_decoder_stack.png
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Transformer

 

http://jalammar.github.io/images/t/Transformer_decoder.png
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Transformer

 

http://jalammar.github.io/images/t/encoder_with_tensors_2.png
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Transformer – Self-Attention
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Transformer – Self-Attention

Assume that we have a sequence of  words represented using a matrix .

The attention module for a queries , keys  and values  is

defined as:

The queries, keys and values are computed from the input word representations  using a

linear transformation as

for trainable weight matrices  and .

n X ∈ Rn×d

Q ∈ Rn×d  k K ∈ Rn×d  k V ∈ Rn×d  v

Attention(Q,K,V ) = softmax  V .(
 d  k

QK⊤
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Transformer – Self-Attention

 

http://jalammar.github.io/images/t/self-attention-matrix-calculation.png

 

http://jalammar.github.io/images/t/self-attention-matrix-calculation-2.png

9/65NPFL138, Lecture 10 SelfAttention PosEmbed Training BERT mBERT RoBERTa One�ToRuleThemAll ViT



Transformer – Multihead Attention

Multihead attention is used in practice. Instead of using one huge attention, we split queries,
keys and values to several groups (similar to how ResNeXt works), compute the attention in
each of the groups separately, concatenate the results and multiply them by a matrix .

 

Figure 2 of "Attention Is All You Need", https://arxiv.org/abs/1706.03762

WO
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Transformer – Multihead Attention

 

http://jalammar.github.io/images/t/transformer_multi-headed_self-attention-recap.png
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Transformer – Multihead Attention

 

https://towardsdatascience.com/wp-
content/uploads/2021/01/175EUBJLaqAMcDjgwWVh-_A.png

When multihead attention is used, we first generate
query/key/value vectors of the same dimension, and then
split them into smaller pieces. Therefore, multihead
attention does not increase complexity (much) and is
analogous to ResNeXt/GroupNorm.

 

https://data-science-blog.com/wp-content/uploads/2022/01/mha_3-1030x608.png
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Why Attention

 

Table 1 of "Attention Is All You Need", https://arxiv.org/abs/1706.03762
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Transformer – Feed Forward Networks

Feed Forward Networks
The self-attention is complemented with FFN layers, which is a fully connected ReLU layer with
four times as many hidden units as inputs, followed by another fully connected layer without
activation.
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Transformer – Pre-LN Configuration
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Transformer – Decoder

 

http://jalammar.github.io/images/t/transformer_resideual_layer_norm_3.png

 

Figure 1 of "Attention Is All You Need",
https://arxiv.org/abs/1706.03762
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Transformer – Decoder

 

Figure 1 of "Attention Is All You Need",
https://arxiv.org/abs/1706.03762

Masked Self-Attention
During decoding, the self-attention must attend only to earlier
positions in the output sequence.

This is achieved by masking future positions, i.e., zeroing their
weights out, which is usually implemented by setting them to 

before the  calculation.

Encoder-Decoder Attention
In the encoder-decoder attentions, the queries comes from the
decoder, while the keys and the values originate from the encoder.

−∞
softmax
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Transformer – Positional Embeddings
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Transformer – Positional Embeddings

 

http://jalammar.github.io/images/t/transformer_positional_encoding_vectors.png
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Transformer – Positional Embeddings

Positional Embeddings
We need to encode positional information (which was implicit in RNNs).

Learned embeddings for every position.

Sinusoids of different frequencies:

This choice of functions should allow the model to attend to relative positions, since for any
fixed ,  is a linear function of , because

  

PE  (pos,2i)

PE  (pos,2i+1)

= sin pos/10000( 2i/d)

= cos pos/10000( 2i/d)

k PE  pos+k PE  pos

  

PE  (pos+k,2i) = sin (pos + k)/10000( 2i/d)

= sin pos/10000 ⋅ cos k/10000 + cos pos/10000 ⋅ sin k/10000( 2i/d) ( 2i/d) ( 2i/d) ( 2i/d)

= offset  ⋅ PE  + offset  ⋅ PE  .(k,2i) (pos,2i) (k,2i+1) (pos,2i+1)
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Transformer – Positional Embeddings

Positional Embeddings

Sinusoids of different frequencies

In the original description of positional embeddings (the one used on the previous slide), the
sines and cosines are interleaved, so for , the positional embeddings would look like:

However, in practice, most implementations concatenate first all the sines and only then all the
cosines:

This is also how we visualize the positional embeddings on the following slides.
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Transformer – Positional Embeddings
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Transformer – Positional Embeddings

23/65NPFL138, Lecture 10 SelfAttention PosEmbed Training BERT mBERT RoBERTa One�ToRuleThemAll ViT



Transformer – Positional Embeddings
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Transformer – Training
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Transformer – Training

Regularization
The network is regularized by:

dropout of input embeddings,
dropout of each sub-layer, just before it is added to the residual connection (and then
normalized),
label smoothing.

Default dropout rate and also label smoothing weight is 0.1.

Parallel Execution
Because of the masked attention, training can be performed in parallel.

However, inference is still sequential.
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Transformer – Training

Optimizer
Adam optimizer (with , smaller than the default value of ) is used during

training, with the learning rate decreasing proportionally to inverse square root of the step
number.

Warmup
Furthermore, during the first  updates, the learning rate is increased linearly

from zero to its target value.

In the original paper, 4000 warmup steps were proposed.

Note that the goal of warmup is mostly to prevent divergence early in training; the Pre-LN
configuration usually trains well even without warmup.

β  =2 0.98 0.999

warmup_steps

learning_rate =  min  ,  ⋅  .
 d  model

1
(

 step_num

1
warmup_steps

step_num

 warmup_steps

1
)
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Transformers Results

 

Table 2 of "Attention Is All You Need", https://arxiv.org/abs/1706.03762

Subwords were constructed using BPE with a shared vocabulary of about 37k tokens.
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Transformers Ablations on En→De newtest2014 Dev

 

Table 4 of "Attention Is All You Need", https://arxiv.org/abs/1706.03762

The PPL is perplexity per wordpiece, where perplexity is , i.e.,  in our case.eH(P ) eloss
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Transformers – Summary

Seq2seq is a general architecture of producing an output sequence from an input
sequence.

It is usually trained using teacher forcing, and use autoregressive decoding.

Attention allows focusing on any part of a sequence in every time step.

Transformer provides more powerful sequence-to-sequence architecture and also
sequence element representation architecture compared to RNNs, but requires
substantially more data.

When data are plentiful, best models for processing text, speech, and vision data
utilize the Transformer architecture (together with convolutions in the vision
domain).

In seq2seq architecture, we have both an encoder and the decoder. However, text
generation (i.e., in chatbots) is usually performed by decoder-only models.
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BERT
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BERT

A year later after ELMo, at the end of 2018, a new model called BERT (standing for
Bidirectional Encoder Representations from Transformers) was proposed. It is nowadays one of
the most dominating approaches for pre-training word embeddings and for paragraph and
document representations.

 

https://www.sesameworkshop.org/sites/default/files/imageservicecache/2019-03/header5120x1620_50thanniversary.png/4b00e17bb509f5c630c57c318b37d0da.webp
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BERT

The BERT model computes contextualized representations using a bidirectional Transformer
architecture.

 

Figure 3 of "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding", https://arxiv.org/abs/1810.04805
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BERT

The baseline BERT base model consists of 12 Transformer layers:

 

http://jalammar.github.io/images/bert-encoders-input.png

The bidirectionality is important, but it makes training difficult.
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BERT Input

The input of the BERT model is a sequence of subwords, namely their identifiers. This input
represents two so-called sentences, but they are in fact pieces of text with hundreds of subwords
(512 maximum in total). The first token is a special CLS token and every sentence is ended by
a SEP token.

 

Figure 2 of "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding", https://arxiv.org/abs/1810.04805

Every subword representation is a sum of:

trainable subword embeddings,
trainable positional embeddings (not the sinusoidal embeddings, but I do not know why),
trainable segment embeddings, which indicate if a token belongs to a sentence A (inclusively
up to its SEP token) or to sentence B.
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BERT Pretraining

 

Figure 1 of "BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding",

https://arxiv.org/abs/1810.04805

The BERT model is pretrained using two objectives:

masked language model – 15% of the input words are
masked, and the model tries to predict them (using a
head consisting of a fully connected layer with softmax
activation);

80% of them are replaced by a special MASK token;
10% of them are replaced by a random word;
10% of them are left intact.

next sentence prediction – the model tries to predict
whether the second sentence followed the first one in the
raw corpus (using a head that on top of the CLS output
adds a fully connected layer with tanh activation (pooler),
followed by a softmax-activated fully connected layer with two outputs).

50% of the time the second sentence is the actual next sentence;
50% of the time the second sentence is a random sentence from the corpus.
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BERT Pretraining

For pre-training, English BookCorpus (800M words) and Wikipedia (2,500M words) are used,
with a 30k WordPieces vocabulary.

Batch size is 256 sequences, each 512 subwords, giving 128k tokens per batch. Adam with
learning rate 1e-4 is used, with linear learning rate warmup for the first 10k steps, followed by a
linear learning rate decay to 0. Standard momentum parameters are used, and  weight decay

of 0.01 is utilized.

Dropout of 0.1 on all layers is used, and GELU activation is used instead of ReLU.

Furthermore, because longer sequences are quadratically more expensive, first 90% of the pre-
training is performed on sequences of length 128, and only the last 10% use sequences of length
512.

Two variants are considered:

BERT base with 12 layers, 12 attention heads and hidden size 768 (110M parameters),
BERT large with 24 layers, 16 attention heads and hidden size 1024 (340M parameters).

L2
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BERT – GELU

 

Figure 1 of "Gaussian Error Linear Units (GELUs)",
https://arxiv.org/abs/1606.08415

ReLU multiplies the input by zero or one, depending on its value.

Dropout stochastically multiplies the input by zero or one.

Both these functionalities are merged in Gaussian error
linear units (GELUs), where the input value is multiplied
by , where 

for  is the cumulative density function of

the standard normal distribution.

The GELUs compute the expectation of this value, i.e.,

GELUs can be approximated using (no need to remember
this):

m ∼ Bernoulli(Φ(x)) Φ(x) = P (x ≤′ x)
x ∼′ N (0, 1)

GELU(x) = x ⋅ Φ(x) + 0 ⋅ (1 − Φ(x)) = xΦ(x).

0.5x 1 + tanh  (x+ 0.044715x )   or  xσ(1.702x).( [ 2/π 3 ])
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BERT – Finetuning

 

Figure 4 of "BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding", https://arxiv.org/abs/1810.04805

The pre-trained BERT model can be finetuned
on a range of tasks:

sentence element representation
PoS tagging
named entity recognition
…

sentence representation
text classification

sentence relation representation
textual entailment, aka natural language
inference (the second sentence is implied
by/contradicts/has no relation to the
first sentence)
textual similarity
paraphrase detection
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BERT – Results

For finetuning, dropout 0.1 is used, usually very small number of epochs (2-4) suffice, and a
good learning rate is usually one of 5e-5, 3e-5, 2e-5.

 

Table 1 of "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding", https://arxiv.org/abs/1810.04805
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BERT – Results

 

Table 2 of "BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding",

https://arxiv.org/abs/1810.04805

 

Table 3 of "BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding",

https://arxiv.org/abs/1810.04805

 

Table 4 of "BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding",

https://arxiv.org/abs/1810.04805
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BERT – Ablations

 

Figure 5 of "BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding", https://arxiv.org/abs/1810.04805

 

Table 8 of "BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding", https://arxiv.org/abs/1810.04805
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Multilingual BERT
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Multilingual BERT

The Multilingual BERT is pre-trained on 102-104 largest Wikipedias, including the Czech one.

There are two versions, the cased one has WordPieces including case, and the uncased one with
subwords all in lower case and without diacritics.

Even if only very small percentage of input sentences were Czech, it works surprisingly well for
Czech NLP.

Furthermore, without any explicit supervision, mBERT is able to represent the input languages
in a shared space, allowing cross-lingual transfer.
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Cross-lingual Transfer with Multilingual BERT

 

Figure 2 of "MLQA: Evaluating Cross-lingual Extractive Question Answering",
https://arxiv.org/abs/1910.07475

Consider a reading comprehension task, where
for a given paragraph and a question an answer
needs to be located in the paragraph.

Then training the model in English and then
directly running it on a different language works
comparably to translating the data to English
and then back.

 

Table 5 of "MLQA: Evaluating Cross-lingual Extractive Question Answering", https://arxiv.org/abs/1910.07475
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Best Multilingual Encoders

Currently available multilingual (100+ languages) encoder models, evaluated on XNLI dataset
(Multi-Genre NLI on 15 languages; models trained on English, evaluated on other languages)

Model Parameters XNLI (Avg)

mbert-base 178M 65.4

xlm-roberta-base 76.2

xlm-roberta-large 80.9

xlm-roberta-xl 82.3

xlm-roberta-xxl 83.1

rembert

mt5-base 75.4

mt5-large 81.1

mt5-xl 82.9

mt5-xxl 84.5
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RoBERTa (Robustly Optimized BERT)
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RoBERTa – NSP

 

Table 2 of "RoBERTa: A Robustly Optimized BERT Pretraining Approach",
https://arxiv.org/abs/1907.11692

The next sentence prediction was originally hypothesized to be an important factor during
training of the BERT model, as indicated by ablation experiments. However, later experiments
indicated removing it might improve results.

The RoBERTa authors therefore performed the following experiments:

SEGMENT-PAIR: pair of segments with at
most 512 tokens in total;
SENTENCE-PAIR: pair of natural
sentences, usually significantly shorter than
512 tokens;
FULL-SENTENCES: just one segment on
input with 512 tokens, can cross document
boundary;
DOC-SENTENCES: just one segment on
input with 512 tokens, cannot cross
document boundary.
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RoBERTa – Larger Batches

BERT is trained for 1M steps with a learning rate of 1e-4.

The RoBERTa authors also considered larger batches (with linearly larger learning rate).

 

Table 3 of "RoBERTa: A Robustly Optimized BERT Pretraining Approach", https://arxiv.org/abs/1907.11692
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RoBERTa

The RoBERTa model, Robustly optimized BERT approach, is trained with dynamic masking,
FULL-SENTENCES without NSP, large 8k minibatches and byte-level BPE with 50k subwords.

 

Table 4 of "RoBERTa: A Robustly Optimized BERT Pretraining Approach", https://arxiv.org/abs/1907.11692
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RoBERTa Results

 

Table 5 of "RoBERTa: A Robustly Optimized BERT Pretraining Approach", https://arxiv.org/abs/1907.11692

 

Table 6 of "RoBERTa: A Robustly Optimized BERT
Pretraining Approach",

https://arxiv.org/abs/1907.11692

 

 

Table 7 of "RoBERTa: A Robustly Optimized BERT
Pretraining Approach",

https://arxiv.org/abs/1907.11692
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One Transformer to Rule Them All
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One Transformer to Rule Them All

The Transformer architecture has been spreading and has become almost omnipresent in tasks
where data is available in abundance, in which case it usually delivers superior performance.

Large Language Models
GPT: Transformer decoder-only model, 2018, ~150M parameters

GPT-2: Transformer decoder-only model, 2019, ~1.5B parameters

GPT-3: Transformer decoder-only model, May 2020, ~175B parameters

GPT-4: Transformer decoder-only model, March 2023, ???; $100M

Gopher: Transformer decoder-only model, Dec 2021, ~280B parameters

XGLM: multilingual Transformer decoder-only model, Dec 2021, ~7.5B parameters
30 languages from 16 language families

Megatron-Turing NLP: Transformer decoder-only model, Jan 2022, ~530B parameters
trained using 2240 A100

PaLM: Transformer decoder-only model, Apr 2022, ~580B parameters
trained using 6144 TPUv4; 22% training data non-English
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PaLM Jokes Explanations

 

Figure 19 of "PaLM: Scaling Language Modeling with Pathways", https://arxiv.org/abs/2204.02311
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Language Models and Instruction Finetuning

There are nowadays many large language models of various sizes, some of them open-source:

Llama 1, 2, 3, 4: by Meta, publicly available

Mistral, Mixtral: by Mistral AI (founded in France), some models available

Claude 1, 2, 3, 3.5, 3.7: by Anthropic

Gemma and Gemini: by Alphabet; previously PaLM and LaMDA

BLOOM, OPT, Falcon, …

See the Large Language Models course https://ufal.mff.cuni.cz/courses/npfl140 if you want to
know more.
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Pre-trained Encoder-Decoder Models

Various pre-trained encoder-decoder models are available:

BART, 2019, ~200M parameters
T5, Oct 2019, up to ~11B parameters

REALM, Feb 2020, ~330M, uses explicit retrieval from a large knowledge base

 

Figure 1 of "REALM: Retrieval-Augmented Language Model Pre-Training", https://arxiv.org/pdf/2002.05202.pdf

mT5, Oct 2020, ~100 languages, up to ~13B parameters
sizes small (300M), base (582M), large (1.23B), xl (3.74B), xxl (12.9B)

ByT5, May 2021, byte-based, ~100 languages, same sizes as mT5
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Instruction Following aka Chatbots

 

Figure 2 of "Training language models to follow instructions with human feedback",
https://arxiv.org/abs/2203.02155

The large language models can be finetuned for
conversational interactions, which is called
instruction finetuning.

The original approach was to use the so-called
Reinforcement Learning from Human Feedback
(RLHF); lately, other approaches like DPO have
appeared.

ChatGPT: OpenAI; together with DeepMind the
creator of RLHF

Gemini: Alphabet

Llama 4 Instruct

Claude 3.7 Sonnet

DeepSeek-V3-0324, DeepSeek-R1: current best open-source models (as of April 22, 2025,
according to https://lmarena.ai/?leaderboard)
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Visual Transformer
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Image Recognition with Transformers

 

Figure 1 of "An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale",
https://arxiv.org/abs/2010.11929

In Oct 2020, an influential paper

An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale

proposed processing of images using ViT a variant of the Transformers architecture (Visual
Transformer, a Pre-LN Transformer with GELU activations):

trainable 1D positional
embeddings are added to linear
projection of fixed-size patches;

the MLP is exactly FFN
(expansion factor 4, GELU);

when finetuning on larger images,
positional embeddings are first
linearly interpolated from the
original to the new resolution.
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Image Recognition with Transformers

 

Table 1 of "An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale", https://arxiv.org/abs/2010.11929

The ViT architecture surpasses convolutional models like EfficientNet when pre-trained on very
large data (~300M images); however, training only on ImageNet1k delivered worse results
(77.9% top-1 accuracy).

 

Figures 3 and 4 of "An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale", https://arxiv.org/abs/2010.11929
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Image Recognition with Transformers

 

Table 8 of "An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale",
https://arxiv.org/abs/2010.11929

Trainable 1D positional
embeddings are used.

The authors consider also 2D
positional embeddings, which are
a concatenation of trainable 1D
positional embeddings for each
dimension, but the results are very comparable.

DeiT
An improved training with a variety of augmentation (DeiT architecture, Dec 2020) resulted in
performance close to EfficientNet when trained only on ImageNet1k data (83.1% vs 84.7% top-
1 accuracy).

DeiT III: Revenge of the ViT (Apr 2022) has presented simplified training procedure, achieving
results analogous to EfficientNetV2 on ImageNet1k (85.2% vs 85.7% top-1 accuracy) and
ImageNet21k (87.2% vs 87.3% top-1 accuracy).
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Image Recognition with Transformers

When data is limited (“only” 1M images), an efficient approach to train a ViT is a BERT-like
masking, which was proposed in Nov 2021 paper

Masked Autoencoders Are Scalable Vision Learners.

 

Figure 1 of "Masked Autoencoders Are Scalable Vision Learners",
https://arxiv.org/abs/2111.06377

 

Figure 2 of "Masked Autoencoders Are Scalable Vision Learners", https://arxiv.org/abs/2111.06377

This MAE architecture reaches 86.9% top-1 accuracy on ImageNet1k-only training on images of
size 224, and 87.8% on images of size 448.
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Image Recognition with Transformers

As of April 2025, the current second best model on ImageNet is BASIC-L trained with Lion
optimizer. The image encoder in BASIC-L is CoAtNet-7, an architecture combining MBConv in
first stages and relative pre-activated 2D self-attention in later stages, with GELU activations
everywhere. The image encoder has 2.4B parameters, it is trained on 6.6B noisy image-text
pairs using a batch size of 65536 images in ~7k TPUv4/days, and achieves 91.1% top-1
accuracy.

It also achieves 88.3% zero-shot accuracy on ImageNet, i.e., when no ImageNet training data is
used for training nor finetuning.

The current best model OmniVec pre-trains a model processing multiple modalities (images,
depth maps, videos, 3D point clouds, audio, text) using domain-specific Transformer-based
encoders and then processed by shared Transformer layers. Masked pretraining similar to MAE
is employed (reaching 88.6% on ImageNet), and the model can be finetuned on individual
datasets afterwards (92.4% top-1 ImageNet accuracy).
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Object Detection with Transformers

 

Figure 2 of "End-to-End Object Detection with Transformers", https://arxiv.org/pdf/2005.12872.pdf
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Object Detection with Transformers

 

Figure 10 of "End-to-End Object Detection with Transformers",
https://arxiv.org/pdf/2005.12872.pdf

During training, we pair the predictions and gold
objects (padded with “no object”s to the same
length) using a maximum-weight bipartite
matching algorithm – the Hungarian algorithm.
The matching is based on both the classification
and regression losses.

The encoder uses fixed sine positional encodings
added to every self-attention layer. The  and 

axes are encoded independently and concatenated.

 

Table 3 of "End-to-End Object Detection with Transformers",
https://arxiv.org/pdf/2005.12872.pdf
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