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Result summaries

Result summaries
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Result summaries

How do we present results to the user?

> Most often: as a list of hits — aka “10 blue links” — with description

> The hit description is crucial:

> The user often can identify good hits based on the description.

> No need to “click” on all documents sequentially.

» The description usually contains:

» documet title, url, some metadata

> summary

» How do we “compute” the summary?
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Result summaries

Summaries

Two basic kinds: (i) static (ii) dynamic:

(i) A static summary of a document is always the same, regardless of the
query that was issued by the user.

(i) Dynamic summaries are query-dependent. They attempt to explain
why the document was retrieved for the query at hand.
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Result summaries

Static summaries

> In typical systems, the static summary is a subset of the document.
> Simplest heuristic: the first 50 or so words of the document

> More sophisticated: an extract consisting of a set of “key” sentences

» Simple NLP heuristics to score each sentence
> Summary is made up of top-scoring sentences.

» Machine learning approach

> Most sophisticated: complex NLP to synthesize/generate a summary

> For most IR applications: not quite ready for prime time yet
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Result summaries

Dynamic summaries

> Present one or more “windows” or snippets within the document that
contain several of the query terms.

> Prefer snippets where query terms occurred as a phrase or jointly in a
small window (e.g., paragraph).

» The summary that is computed this way gives the entire content of
the window - all terms, not just the query terms.
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Result summaries Relevance feedbacl y expansion

A dynamic summary

Query: “new guinea economic development”
Snippets (in bold) that were extracted from a document:

... In recent years, Papua New Guinea has faced severe economic
difficulties and economic growth has slowed, partly as a result of weak
governance and civil war, and partly as a result of external factors such
as the Bougainville civil war which led to the closure in 1989 of the Pan-
guna mine (at that time the most important foreign exchange earner and
contributor to Government finances), the Asian financial crisis, a decline
in the prices of gold and copper, and a fall in the production of oil. PNG’s
economic development record over the past few years is evidence
that governance issues underly many of the country’s problems. Good
governance, which may be defined as the transparent and accountable
management of human, natural, economic and financial resources for the
purposes of equitable and sustainable development, flows from proper
public sector management, efficient fiscal and accounting mechanisms,
and a willingness to make service delivery a priority in practice. ...
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Result summaries

Generating dynamic summaries

> Where do we get these other terms in the snippet from?

> We cannot construct a dynamic summary from the positional
inverted index — at least not efficiently.

» We need to cache documents.

> The positional index tells us: query term occurs at position 4378 in
the document.

> Byte offset or word offset?
> Note that the cached copy can be outdated

» Don’t cache very long documents — just cache a short prefix
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Result summaries

Dynamic summaries

> Space on the search result page is limited.
> The snippets must be short but also long enough to be meaningful.

» Snippets should communicate whether and how the document
answers the query.

> Ideally:
» linguistically well-formed snippets

» should answer the query, so we don’t have to look at the document.

» Dynamic summaries are a big part of user happiness because ...

. we can quickly scan them to find the relevant document to click on.

. in many cases, we don’t have to click at all and save time.
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Relevance feedback

Relevance feedback
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Relevance feedback

How can we improve recall in search?

> Two ways of improving recall: relevance feedback, query expansion

> Example:
> query g [aircraft]

» document d: containing “plane”, but not containing “aircraft”

> A simple IR system will not return d for g even if d is the most
relevant document for q!

> We want to return relevant documents even if there is no term match
with the (original) query.
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Improving recall

> Goal: increasing the number of relevant documents returned to user

» This may actually decrease recall on some measures
. e » . (13 ”»
e.g., when expanding “jaguar” with “panthera

» which eliminates some relevant documents, but increases relevant
documents returned on top pages.

> Options for improving recall:

1. Local: on-demand analysis for a user query — relevance feedback

2. Global: on-time analysis to produce thesaurus — query expansion
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Relevance feedback

Relevance feedback: Basic idea

1. The user issues a (short, simple) query.
2. The search engine returns a set of documents.
3. User marks some docs as relevant, some as nonrelevant.

4. Search engine computes a new representation of the information
need (hopefully) better than the initial query.

5. Search engine runs new query and returns new results.

6. New results have (hopefully) better recall.
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Relevance feedback

Relevance feedback

> We can iterate this: several rounds of relevance feedback.

> We will use the term ad-hoc retrieval to refer to regular retrieval
without relevance feedback.

> We will now look at three different examples of relevance feedback
that highlight different aspects of the process.
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Relevance feedback

Relevance Feedback: Example 1

B New Page 1 - Netscape : =10] x|
» File Edt vYiew Go Bookmarks Tools Window Help

= @00 @ Q Q I http:i/nayana.ece.ucsb. eduji | ) Cgo @

a 4% Home % Browsingand ...

Shopping related 607,000 images are indexed and classified in the database
Only One keyword is allowed!ll

|bikd Search |

Designed by Bans Sumengen and Shawn Newsam

FPowered by JLAMP2000 (Java, Linux, Apache, Mysgl, Peri, Windows2000)
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Relevance feedback

Results for initial query
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Relevance feedback

User feedback: Select what is relevant

LR Browse | Search | Prevl Nem' Random |
| h\ r—ey I P
‘5‘)5
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R - |
(144483, 264644) (144483, 265153) (184512, 257752) (144538, 525037) (144456, 240611) (144456, 250064)
0.0 0.0 0.0 0. a0 0.0
0.0 0.0 0.0 0.0 00 00
0.0 0.0 0.0 00 00 0.0
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ilt summaries Relevance fee: Quer

Results after relevance feedback

| Elruwsel Searchl Prevl Nextl Raﬂduml
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o el e’ el
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E \,
(144473 16240) (144456 239634) (184456 253693) (143473, 16328) (144483 265264) (148478 512410}
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0393022 04630 04745 0300002 036176 0460111
0278178 0211118 0.200451 0381337 0339048 0233859
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Relevance Feedback: Example 2

Google bike ® Q

°
ﬁ Kktm ﬁ honda ﬁ yamaha ﬁ pulsar m ninja m hero ﬁ bmw ;i. wallpaper ﬁ apache % >

Free Walking Tours O Méstem na kole 4 Komuter.cz

© BIKO blog - Biko Adventures
Historic Prague Tour on e-bike - Prague Bikesharing in Prague - Méstem na kole E-CAFE BIKE - méstské elektrokolo | do

Cycling in Prague, Czech Republic

® Tripadvisor 6 scort

P Pedego Electric Bikes - In stock © ECafe Bike
THE 10 BEST Prague Bike Tours (with Bike | Scott

Pedego Electric Bikes E-CAFE BIKE
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Relevance fee:

Results after relevance feedback

Google bike ® Q ©
ﬁ apache o‘g )

ﬁ ktm ﬁ honda ﬁ yamaha ﬁ pulsar m ninja w hero % bmw ¢ wallpaper
. i ¥i
=

] 4 Komutercz

Free Walking Tours O Méstem na kole
Historic Prague Tour on e-bike - Prague ... Bikesharing in Prague - Méstem na kole

Visit

© BIKO blog - Biko Adventures E-CAFE BIKE - méstské elektrokolo i do ter...

4 Komuter.cz
E-CAFE BIKE - méstské elektrokolo i do ... Cycling in Prague, Czech Republic .
Images may be subject to copyright. Learn More

Related content
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Result summaries Relevance feedback Query expansion

Vector space example: query “canine” (1)

ad hoc retrieval ‘conhe

’ “canine”

cat . K dog

source: Fernando Diaz
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Result summaries Relevance feedback Query expansion

Similarity of docs to query “canine”

ad hoc retrieval ‘conhe

e “canine”

cat ., M dog

source: Fernando Diaz
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Result summaries Relevance feedback Query expansion

User feedback: Select relevant documents

relevance ‘conine
feedback |
“canine”
relevant
. document
®
®
cal : g dog
o @

source: Fernando Diaz
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Result summaries Relevance feedback Query expansion

Results after relevance feedback

relevance canine
feedback .

relevant

“canine"”
J’/ &

document

H:‘I\J:I\L/( ® 'conine dog®

source: Fernando Diaz
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Result summaries Relevance feedback Query expansion

Example 3: A real (non-image) example

Initial query: [new space satellite applications]

Results for initial query: (r = rank, s = score)

r s title

1 0.539 NASA Hasn’t Scrapped Imaging Spectrometer

2 0.533 NASA Scratches Environment Gear From Satellite Plan

3 0528 Science Panel Backs NASA Satellite Plan, But Urges Launches of
Smaller Probes

4 0526 A NASA Satellite Project Accomplishes Incredible Feat: Staying
Within Budget

5 0.525 Scientist Who Exposed Global Warming Proposes Satellites for Cli-
mate Research

6 0.524 Report Provides Support for the Critics Of Using Big Satellites to Study
Climate

7 0.516 Arianespace Receives Satellite Launch Pact From Telesat Canada

+ 8 0.509 Telecommunications Tale of Two Companies

« 9

User then marks relevant documents with “+”.
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Relevance feedback

Expanded query after relevance feedback

2.074
30.816
5.991
4.196
3.516
3.004
2.790
2.003
0.836

new
satellite
nasa
launch
instrument
bundespost
rocket
broadcast
oil

15.106
5.660
5.196
3.972
3.446
2.806
2.053
1.172
0.646

space
application
eos

aster
arianespace
ss

scientist
earth
measure

Compare to original query: [new space satellite applications]
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Result summaries Relevance feedback Query expansion

Results for expanded query

r s title
* 1 0513 NASA Scratches Environment Gear From Satellite Plan
* 2 0500 NASA Hasn’t Scrapped Imaging Spectrometer
3 0.493 When the Pentagon Launches a Secret Satellite, Space Sleuths
Do Some Spy Work of Their Own
4 0.493 NASA Uses ‘Warm’ Superconductors For Fast Circuit
* 5 0492 Telecommunications Tale of Two Companies
6 0.491 Soviets May Adapt Parts of SS-20 Missile For Commercial Use
7 0.490 Gaping Gap: Pentagon Lags in Race To Match the Soviets In
Rocket Launchers
8 0.490 Rescue of Satellite By Space Agency To Cost $90 Million
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Relevance feedback

Key concept for relevance feedback: Centroid

» The centroid is the center of mass of a set of points.
> We represent documents as points in a high-dimensional space.
» Thus: we can compute centroids of documents.

» Definition:
. 1 .
(D) = Dl > W(d)
deD

> where:

» Dis a set of documents;

> ¥(d) = dis the vector representing a document d.
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Relevance feedback

Centroid: Examples

&
(o] o >
o
o o °
(o]
®° ©
(o]
o
(o]
(o)
X
X
o
X
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Relevance feedback

Rocchio algorithm

» Rocchio implements relevance feedback in the vector space model.

» Rocchio chooses the query vector Gop; that maximizes

Gopt = argmax(sim(q. u(D,)) — sim(d, (D))
q

> where:

» D,: set of relevant docs;

» D, set of nonrelevant docs

> Gopt is the vector separating relevant and nonrelevant docs maximally

Gopt = (Dy) + [(Dy) = 11(Dhnr)]
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Relevance feedback

Rocchio algorithm cont’d

» The optimal query vector is:

(_jopt = ﬂ(Dr) + [U(Dr) - M(Dnr)] =

> The centroid of the relevant documents is moved by the difference
between the two centroids.
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Relevance feedback

Exercise: Compute Rocchio vector

[e]
[e]

o X
[e] X
(e] (o] X X
[e] X
[e] X
[e]
[e)

Y

circles: relevant documents, Xs: nonrelevant documents
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Result summaries Relevance feedback y expansion

Rocchio illustrated

]
o
o X
Gopt OpRr RX
X
~ o X
HR 5 X
7 o
NR 5 -
>

“

circles: relevant documents, Xs: nonrelevant documents

[ig: centroid of relevant documents; does not separate relevant/nonrelevant.
[Ing: centroid of nonrelevant documents fig — jing: difference vector

Add difference vector to fig ... to get Gopt

Gopt separates relevant/nonrelevant perfectly.

38/71



Terminology

> So far, we have used the name Rocchio for the theoretically better
motivated original version of Rocchio.

» The implementation that is actually used in most cases is the SMART
implementation — this SMART version of Rocchio is what we will
refer to from now on.
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Rocchio 1971 algorithm (SMART)

jeDr " je nr
where:
> q,: modified query vector;
> qo: original query vector;
» D,, D, sets of known relevant and nonrelevant documents resp.;
> a, 8, and 7y: weights
» g, moves towards relevant and away from nonrelevant documents.

» Tradeoff a vs. 3/7: in case of many judged documents — higher 3/7.

> Set negative term weights to 0.

> Negative term weight doesn’t make sense in vector space model.
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Relevance feedback

Rocchio relevance feedback illustrated

Initial
query

. X known non-relevant documents
Revised

query 0 known relevant documents
S |
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Relevance feedback

Positive vs. negative relevance feedback

> Positive feedback is more valuable than negative feedback.
> E.g.,set § = 0.75,v = 0.25 to give higher weight to positive feedback.

» Many systems only allow positive feedback.
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Relevance feedback

Relevance feedback: Assumptions

» When can relevance feedback enhance recall?

> Assumption A1: The user knows the terms in the collection well
enough for an initial query.

> Assumption A2: Relevant documents contain similar terms (so | can
“hop” from one relevant document to a different one when giving
relevance feedback).

43/ 71



Violation of AT

> Assumption A1: The user knows the terms in the collection well
enough for an initial query.

> Violation: Mismatch of searcher’s vocabulary and collection
vocabulary

» Example: cosmonaut / astronaut
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Violation of A2

> Assumption A2: Relevant documents are similar.
> Example for violation: [contradictory government policies]

» Several unrelated “prototypes”

> Subsidies for tobacco farmers vs. anti-smoking campaigns

> Aid for developing countries vs. high tariffs on imports from
developing countries

> Relevance feedback on tobacco docs will not help with finding docs
on developing countries.
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Relevance feedback

Relevance feedback: Evaluation

> Pick an evaluation measure, e.g., precision in top 10: P@10
» Compute P@10 for original query qo

» Compute P@10 for modified relevance feedback query q;
> In most cases: q; is spectacularly better than g !

» |s this a fair evaluation?
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Relevance feedback

Relevance feedback: Evaluation

> Fair evaluation must be on “residual” collection: docs not yet judged
by user.

» Studies have shown that relevance feedback is successful when
evaluated this way.

> Empirically, one round of relevance feedback is often very useful. Two
rounds are marginally useful.
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Relevance feedback

Evaluation: Caveat

» True evaluation of usefulness must compare to other methods taking
the same amount of time.

> Alternative to relevance feedback: User revises and resubmits query.

> Users may prefer revision/resubmission to having to judge relevance
of documents.

» There is no clear evidence that relevance feedback is the “best use” of
the user’s time.
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Relevance feedback

Exercise

» Do search engines use relevance feedback?

> Why?
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Relevance feedback

Relevance feedback: Problems

> Relevance feedback is expensive.

> Relevance feedback creates long modified queries.

> Long queries are expensive to process.
> Users are reluctant to provide explicit feedback.

> It’s often hard to understand why a particular document was
retrieved after applying relevance feedback.

> The search engine Excite had full relevance feedback at one point, but
abandoned it later.
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Relevance fee:

Relevance Feedback: Example 2

Google bike ® Q ©
ﬁ apache o‘g )

ﬁ ktm ﬁ honda ﬁ yamaha ﬁ pulsar m ninja w hero % bmw ¢ wallpaper
. i ¥i
=

] 4 Komutercz

Free Walking Tours O Méstem na kole
Historic Prague Tour on e-bike - Prague ... Bikesharing in Prague - Méstem na kole

Visit

© BIKO blog - Biko Adventures E-CAFE BIKE - méstské elektrokolo i do ter...

4 Komuter.cz
E-CAFE BIKE - méstské elektrokolo i do ... Cycling in Prague, Czech Republic .
Images may be subject to copyright. Learn More

Related content
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Relevance feedback

Other use of relevance feedback

> Maintaining a standing query
» Example: “multicore computer chips”

> | want to receive each morning a list of news articles published in the
previous 24 hours on “multicore computer chips”.

> Relevance feedback can refine this standing query over time.
> Many spam filters offer a similar functionality.

> For standing queries, relevance feedback is more practical than in
web search.
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Relevance feedback

Pseudo-relevance feedback

» Pseudo-relevance feedback automates the “manual” part of true
relevance feedback.

> Pseudo-relevance algorithm:

> Retrieve a ranked list of hits for the user’s query
> Assume that the top k documents are relevant.

» Do relevance feedback (e.g., Rocchio)
> Works very well on average
» But can go horribly wrong for some queries.

> Several iterations can cause query drift.
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Pseudo-relevance feedback at TREC4

>
>

Cornell SMART system

Results show number of relevant documents out of top 100 for 50
queries (so total number of documents is 5000):

method ‘ number of relevant documents
Inc.ltc 3210
Inc.ltc-PsRF 3634
Lnu.ltu 3709
Lnu.ltu-PsRF 4350

Results contrast two length normalization schemes (L vs. [) and
pseudo-relevance feedback (PsRF).

The pseudo-relevance feedback method used added only 20 terms to
the query (Rocchio will add many more).

This demonstrates that pseudo-relevance feedback is effective on
average.

55/71



Query expansion

Query expansion
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Query expansion

Query expansion

> Query expansion is another method for increasing recall.

> We use “global query expansion” to refer to “global methods for
query reformulation”.

> In global query expansion, the query is modified based on some
global resource, i.e. a resource that is not query-dependent.

» Main information we use: (near-)synonymy
> A database that collects (near-)synonyms is called a thesaurus.

> We will look at two types of thesauri: manually created and
automatically created.
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Query expansion

Query expansion: Example 1

YAHOO! seARCH

Web | Images | Video | Audio | Directory | Local | News | Shopping | More »

|pa|m |[ Search

Answers MyWeb Search Services | Advanced Search Preferences

Search Results

Also try: palm springs. palm pilot, palm trees, palm reading More

SPONSOR RESULTS

« Official Palm Store
store_palm_com Free shipping on all handhelds and more at the
official Palm store.

« Palms Hotel - Best Rate Guarantee
WWW_vegas.com Book the Palms Hotel Casino with our best rate
guarantee at VEGAS com, the official Vegas travel site.

¥ Palm Pilots - Palm Downloads
Yahoo! Shortcut -

1. Palm, Inc.®
Maler of handheld PDA devices that allow mobile users to manage
schedules, contacts, and other personal and business information.
Category: B2B > Pe igital Assistants (PDAs
www_palm_com - 20 from this site

1 - 10 of about 160,000,000 for palm - 0.07 sec. (About this page)

SPONSOR RESULTS

Palm Memory

Mermory Giant is fast and easy.
Guaranteed compatible memory.
Great.

www.memarygiant.com

The Palms. Turks and Caicos
Islands

Resort/Condo photos, rates,
availability and resemvations....
www.worldwidereservationsystems.c

The Palms Casino Resort,
Las Vegas

Low price guarantee at the Palms
Casino resort in Las Vegas. Book. ..
lasvegas._hotelscorp.com
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Query expansion: Example 2

signin

SafeSearch v

Google palm

QAIl @ Images [ Videos ¢ Shopping @ Maps i More Tools

W 0 Y e O
tree leaf . Y/ hand wallpaper
§ =@ -

}éif\; tropical 7? >

% Gardening Know How
Small Palm Trees - Lea.

Encyclopedia Britannica
date palm | Description, Uses

W Wikipedia ® The Spruce

W Wikipedie @ china Dialogue
8 Types of Palm Plants to Grow Indoors

Palm - Wikipedie The anatomy of an ol Arecaceae - Wikipedia

, afT%&

@ Freepik
Cartoon palm tree Images | Free Vectors ...

® The Spruce

S Thesill 7 Gardening Know How
Cold Hardy Palm Trees for Freezing Weather

Large Majesty Palm | Indoor Pla. Date Palm Growing - How To Care For A .




Query e

Query expansion: Example 2 cont’d

signin

SafeSearch v

Google palm ® Q @

QAI @ Images ¢ Shopping [J Videos @ News i More Tools

} 2 1
o wemae M cpan

ol NN\
man ﬂ/fmgﬂ outline /' drawing
G /

S sketeh 3 By open ““‘)

"7 vector

\ £AD
\ B | N
[ EART
o L {7
A X i 2
W il | i
& FATE
a WATIR LINE
a Allure a Allure B China Highlights @ Pinterest ® Alamy
Read Palm Lines .. Read Palm Lines Palm Reading Guide: How to Read Your Pin en Hands Palm of hand hi-es sto.
J T
f
il 1 i mh (L
4 e
|
o 5 o
[G Dreamstime.com @ Pinterest % Destiny Palmistry M VectorStock B istock & Unsplash
334,723 Hand Palm St Open Hand, Palm To C.. Right Hand Simian Line on Your Palm ... Painted hand with an o Isolated Male Hand Sho. 30,000+ Palm Hand Picture.

. T
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Query expansion

Query expansion: Example 2 cont’d

Google palm X @ Q

Related searches

% Human palm v

Feedback

Q  palm tree Q  palmai
Q  palm definition Q  palm products
Q  palm phone Q  palm in hindi

Q palm google
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Query expansion

Query expansion: Example 3

Go gle bike X ® Q

Related searches

Q  bike rental prague Q  city bike

Q  bike prague Q  bike eshop

Q  bike shop Q  bike shop praha

Q  nextbike Q e bike rental prague

Go gle »

1234567282910 Next
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Types of user feedback

> User gives feedback on documents.

» More common in relevance feedback

> User gives feedback on words or phrases.

» More common in query expansion
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Query expansion

Types of query expansion resources

> Manual thesaurus (maintained by editors, e.g., PubMed)

> Automatically derived thesaurus (e.g., based on co-occurrence
statistics)

> Query-equivalence based on query log mining (common on the web
as in the “palm” example)
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Query expansion

Thesaurus-based query expansion

> For each term tin the query, expand the query with words the
thesaurus lists as semantically related with &

> Example from earlier: HOSPITAL — MEDICAL

> Generally increases recall

> May decrease precision, particularly with ambiguous terms

> INTEREST RATE — INTEREST RATE FASCINATE
> Widely used in specialized search engines for science and engineering
> Expensive to create a manual thesaurus and to maintain it over time.

> A manual thesaurus has an effect roughly equivalent to annotation
with a controlled vocabulary.
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Example for manual thesaurus: PubMed

m National Library of Medicine

National Center for Biotechnology Information

PubMed Advanced Search Builder Pmeed‘ gov

User Guide

Add terms to the query box

All Fields $ || Enterasearchterm

Show Index
Query box
("neoplasms'[MeSH Terms] OR cancer[Text Word]) X
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Query expansion

Automatic thesaurus generation

>

Attempt to generate a thesaurus automatically by analyzing the
distribution of words in documents

Fundamental notion: similarity between two words

Def 1: Two words are similar if they co-occur with similar words.

> “car” &~ “motorcycle” because both occur with “road”, “gas” and
“license”, so they must be similar.

Def 2: Two words are similar if the occur in a given grammatical
relation with the same words.

> You can harvest, peel, eat, prepare, etc. apples and pears, so apples and
pears must be similar.

Co-occurrence is more robust, grammatical relations are more
accurate.
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Result summaries

Query expansion

Co-occurence-based thesaurus: Examples

Word Nearest neighbors

absolutely | absurd whatsoever totally exactly nothing
bottomed dip copper drops topped slide trimmed
captivating | shimmer stunningly superbly plucky witty
doghouse dog porch crawling beside downstairs
makeup repellent lotion glossy sunscreen skin gel
mediating | reconciliation negotiate case conciliation
keeping hoping bring wiping could some would
lithographs | drawings Picasso Dali sculptures Gauguin
pathogens | toxins bacteria organisms bacterial parasite
senses grasp psyche truly clumsy naive innate
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Query expansion at search engines

> Main source of query expansion at search engines: query logs

> Example 1: After issuing the query [herbs], users frequently search
for [herbal remedies].

> — “herbal remedies” is potential expansion of “herb”.

> Example 2: Users searching for [flower pix] frequently click on the
URL photobucket.com/flower. Users searching for [flower clipart]
frequently click on the same URL.

> — “flower clipart” / “flower pix” are potential expansions of each other.
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