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Neural networks

ACan be used for both classification & sequence models

ANon-linear functions , composed of basic building blocks
Astacked intolayers
AQBI F? H?NQI LE ¥
ALayers are built ofctivation functions :
Alinear functions
Anonlinearitiessksigmoid, tanh,ReLU
A softmaxskprobability estimates:
Ol A£dd A Q,é

Ao
Az
AFully differentiablestraining by gradient descent

Agradientsbackpropagated from outputs to all parameters
A (composite function differentiation)
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nttps://playground.tensorflow.org/look at the internals (very simple network)
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Neural networks yfeatures

A9l O =: H OM?
A<ON CNAM :

AWord embeddings

Alet the network learn features by itself
A input is just words (vocabulary is numbered)
A top ~50k words +unk>, or subwords
Adistributed word representation
A each word =vector of floats (~532000 dims.)

Apart of network parametersktrained
a) random initialization
b) pretraining
Athe network learns which words
are used similarly
A they end up having close embedding values
A different embeddings for different tasks
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http://blog.kagale.com/2016/05/18/homedepot-product-search
relevancewinners-interview-1st-place-alexandreasnurlan/
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Recurrent Neural Networks

AMany identical layers with shared parameterse{ls)
A~ the same layer is applied multiple times, taking its own outputs as in

A ~ same number of layers as there are tokens
A output =hidden state skfed to the next step

Aadditional input xnext token features

ACell types

Abasic RNN linear + tanh
A problem: vanishing gradients

A=: HAN Bl F> FI HA L?=0OLL?H=?

AGRU, LSTMmore complex,
to make backpropagation

GRU cell

basic RNN cell
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https://medium.com/@saurabh.rathor092/ F L

simple-rnn-vs-gru-vs-Istm-differencelies-
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Encoder-Decoder Networks

ADefault RNN paradigm for sequences/structure prediction

Aencoder RNN: encodes the input tokehy-token into hidden states "Q
A next step: last hidden state + next token as inpu J

Adecoder RNN: constructs the output tokety-token | AAsi]

A initialized by last encoder hidden state
A output: hidden state & softmax over output vocabulary + argmax\;

A next step: last hidden state + last generated token as input r‘]\oo"lcb B o ) I O EQWA D
ALSTM/GRU cells over vectors of ~ embedding size v AA{lhv
A-4H >C; FI AO?H J;:; LMCHAH

A more complex structures linearized to sequences

ENCODER , DECODER
w w

Encoder She —= is = eating—> a = green — apple

w
| am good Context vector (length: 5)
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[ Embedding ]

Iw nL Tu T https://lilianweng.qgithub.io/lil -log/2018/06/24/attention-attention.html

https://medium.com/syncedreview/abrief-overview-of-attention-mechanisn+13c578ba9129
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https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
https://medium.com/syncedreview/a-brief-overview-of-attention-mechanism-13c578ba9129

AEncoderdecoder too crude for complex sequences
Athe whole input crammed into a fixedize vector (last hidden state)

AAttention v & G ? G lalLeBcfden hidden states
Aweighted combination

Are-weighted every decoder step
A =: H @ =0OM IH =OLL?HNFS CG«
Afed into decoder inputs + decoder softmax layer

attention value =context vector encoder hidden state

0= decoder step > 4L | |/

p8 & = encoder steps decoder stat Attention Mechanism
attention weights [ T l ;- trained parameters ... © © © © © O Q
=alignment model —— | Ol £0é A@AMETt v noi :wm w
ASelf-attention skover previous decoder steps TTmbbeeed e

https://skymind.ai/wiki/attention -mechanismmemory-network



https://skymind.ai/wiki/attention-mechanism-memory-network

N e U ral N L U 7 attention

softmax

AVarious architectures possible

AClassification
Afeed-forward NN

A2 .. U : NN?HNCI
Aconvolutional networks
ATransformer

ASequence tagging

encoder hidden states

(Raffel& Ellis, 2016)
https://colinraffel.com/publications/iclr2016feed.pdf

A2.. ©,34-Y"'258e A MI@NG; R TP?L BC>>?H
A default version: label bias (like MEMM) ORG O LPER O O [LLOC O
A CRF over the RNN pOSSib'G softmax snﬂm+x spftmax spftmax spftmax softm+x spftmax

AStill treats intent + slots independently R S S A A
RNN—|RNN—>|RNN——>|RNN——>|RNN—>RNN——>|RNN

] 1 1 ] ] 1 ]

em em em em em em em
bed bed bed bed bed bed bed
ding ding din din ding ding ding

https://www.depends-on-the-definition.com/quide-sequencetagging-neuraknetworks-python/ U.N. official Ekeus heads for Baghdad



https://www.depends-on-the-definition.com/guide-sequence-tagging-neural-networks-python/
https://colinraffel.com/publications/iclr2016feed.pdf

N N N I_ LJ)KJ OI nt I nte nt & S I OtS (Liu & Lane, 2016ittp://arxiv.org/abs/1609.01454

ASame network for both tasks

. Flight

s
ABidirectional encoder bbb L g
A2 encoders: lefto-right, right-to-left d b s ?]5?“’%?}@“’?’:
Aconcatenate hidden states T AT
AaM?? NB? QBIF? M?HN?H=? Lo
ADecodenitag word-by-word, inputs: O o 91 e
a) attention LN ﬁmzjv L\W T
b) CHJON ?H=1>?L BC>>?H MI A
c) both UL T A L Jan VRO
Alntent classification: Lol \V/r )
NVARRVIARVAA
softmax over last encoder state AT

A+ specific intent context vector (attention)
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http://arxiv.org/abs/1609.01454

N N N L LJ)KJ OI nt I nte nt &. S | OtS (Liu & Lane, 2016jttp://arxiv.org/abs/1609.01454

AExtended version: use slot tagging in intent classification
ABidi encoder
A Slots decoder with encoder states & attention
Alntent decoderskattention over slots decoder states

AWorks slightly better

this is new

(Intent)  Flight

(Slot Filling)
h, (o] h FromLoc h\ 0 h4T L
ol Bl el s
sameas (9. /M AN A\ AN
on previous slide \:/\ LV ,
= | =
from LA to Seattle
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Dialogue State Tracking

ADialogue management consist of:
AState update A B?L? Q? H??2> $34
A Action selection (later)

ADialogue State needed to remember what was said in the past
Atracking the dialogue progress

Asummary of the whole dialogue history
Abasis for action selection decisions

5t )G FI I ECHA aydentre L?MN; OL; HN CH NB?

S: OK, what kind of food do you like?

U: Chinese.

S: What part of town do you have in mind?

S: Sure, the Golden Dragon is a good Chinese restaurant. It is located in the west part of town.
S: Sure, the Golden Dragon is a good Chinese restaurant. It is locatediiy teatre

NPFL123 L5 2022
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Dialogue State Contents

AA!' FF NB:; N CM OM?> QB?H NB? MSMN?G
(Henderson, 2015)

AUser goaypreferences ~ NLU output https://ai.google/research/pubs/pub44018
Aslots & values provided (search constraints)
Ainformation requested

APastsystem actions

Ainformation provided U: Give me the addressthie first oneyou talked about.
A slots and values d/ U:lIs thereany otherplace in this area?
A list of venues offere

Aslots confirmed - S/ +¢ #BCH?M? @ | >¢ ¢s3

Aslots requested ~— S:What time would you like to leave?

AOther semantic context
Auser/system utterance: bye, thank you, repeat, restart etc.

NPFL123 L5 2022 11


https://ai.google/research/pubs/pub44018

Ontology

ATo describe possible states

ADefines all concepts in the system
AList of slots
APossible range of values per slot

APossible actions per slot
A requestable, informable etc.

ADependencies

A some concepts only applicable
for some values of parent concepts

food_typekonly for type=restaurant
has_parkingkonly for type=hotel

NPFL123 L5 2022

type name area addr
. — ,_/ — r./ —~ r‘/
restaurant

aC@ ?HNCNSvwP?HO?H NB?HH A

\ S
venue /}' .

+ v v

"Toni's"J "central" J "Main Street’"J

food music decor )

"Italian" J COEV

entity = {venue, landmark}
venue.typew SOL ? MN; OL; HNH <; L

\

some slot names may need disambiguation
(venue typevs.landmark type

(Young, 2009)
http://mi.eng.cam.ac.uk/research/dialogue/papers/youn09.pdf

12


http://mi.eng.cam.ac.uk/research/dialogue/papers/youn09.pdf

Problems with Dialogue State

. . »ASR:05) ¢G FI | ECHA @ L ; H ?
ANLU is unreliable 05) 4G FI |1 ECHA @ L CH?R

Atakes unreliable ASR output
Amakes mistakes by itsefksome utterances are ambiguous
Aoutput might conflict with ontology .

APossible solutions: NLU: 0.3 inform(type=restaurant, stars=5)
Adetect contradictions, ask for confirmation \

_ _ _ only hotels have stars!
Aignore low-confidence NLU input
AQB; NAM &aFI| Q&M
A what if we ignore 10x the same thing?

ABetter solution: make the state probabilistig&belief state

NPFL123 L5 2022 13



Al MMOG? Q? >1 HAN EHI Q NB? NLO? >C:
Abut we can estimate @robability distribution over all possible states
Aln practice: perslot distributions

AMore robust

Aaccumulates probability mass ovemultiple turns
A low confidencesif the user repeats it, we get it the®time

Aaccumulates probability oveNLU nbest lists

APlays well with probabilistic dialogue policies
Abut not only themskrule-based, too



Belief State

NLU dialogue state belief state
(no state over turns) (1-best) (probability distributions)
turn observations state response state response state response
What food What food area: What food
inform(area=center) 0.6 area=center would you area=center would you center 0.6 would you
1. inform(food=Danish) 0.4 like? like? food: like?
Danish 0.4
_ _ q area: Did
5 !nform(food=Spa_n|sh)O.5 _ Which area do area=center Fqurr: |3 center 06 SI yQuhsay
: inform(food=Danish) 0.4 food=Spanish you prefer? food=Spanish ?:plimsN %a;:es food: BZ?]'IZ h?;
: Spanish 0.5 '
Danish 0.44

1

this is what we want
(based onMilica' ; D&EIReA)M

NPFL123 L5 2022 15



AMDP = probabilistic control process

Amodel xDynamic Bayesian Network action
A random variables & dependencies in a graph/network

Aa>SH; GC=A& v MNLO=NOL?06L?J?;NM IP7
Ai skdialoguestates = what the user wants state /
A skactions = what the systemsays - (s

Al rewards = measure of quality
A typically slightly negative for each turn, high positive for successful finish

An(i |i ho)ktransition probabilities
AMarkov propertyskstate defines everything
AOLI <F?2GH Q?AL? HIN MOL? :; <I|ON  MNB?

reward



Partially Observable (PO)MDP

ADialogue states ar@ot observable
Amodelled probabilisticallyskbelief stateai ) is a prob. distribution over states
Astates (vhat the user wanisinfluenceobservations ¢ (what the system hears)

AStill Markovian o
AdGere -AEl B . 1 i Y&
A®i can be modelled by an HMM

observation o
o reward

grey = observed .
white = unobserved (from Milica

' DSlBReA)M

(from Filip* OL R ZSIRIGSE A M

NPFL123 L5 2022



Digression: Generative vs. Discriminative Models

What they learn:
AGenerative skwhole distribution ry oo
ADiscriminative sjust decision boundaries between classes)~wgw

To predictry «aw H
AGenerative models

A Assume some functional form fay &, 6w
AEstimate parameters off @, aao directly from training data

AUSE BayeS rule to Ca|CU|aﬂP (*E*) <  they get the

ADiscriminative models same thing, but
: s in different ways
A Assume some functional form faoy oaw /

A Estimate parameters ofj(«J¢) directly from training data

NPFL123 L5 2022 https://medium.com/@mlengineer/generativeand-discriminative-models-af5637a66a3 18



https://medium.com/@mlengineer/generative-and-discriminative-models-af5637a66a3

Generative vs. Discriminative Models

Exam p I e e I e p h antS VS ] d Og§1tto://c5229.stanford.edu/notes/cszzgwotesz.odf

ADiscriminative : . 4

Aestablish decision boundary (~find distinctive features)
Aclassification: just check on which side we are

AGenerative
A~ 2 modelskwhat elephants & dogs look like
Aclassification: match against the two models

ADiscriminativextypically better results

AGenerativeskmight be more robust, more versatile
Ae.g. predicting the other way, actually generating likelggo A M

NPFL123 L5 2022
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http://cs229.stanford.edu/notes/cs229-notes2.pdf

AUsing the HMM model
Aestimate the transition & observation probabilities from data

5 p \ r 14 \ 14 w ~r 5
i) =nCe i) ni o h )oi
W\ } N \ Y ’
observation probability transition probability  previous belief

AProblem: too many states
A2 nAn T MFI1 NMHBt distinct tateBiinfadtabke; = B A

ASolutions:
Aonly track stuff that appeared in NLU
Aonly tracké most probable (beam)
Amerge similar states

Apartition the state skassume slots are independent, use psiot beliefs
Astate”l | MBi , beliefa(l) B i



Generative BT: Parameter Tying

"Gh slot
APerslot: J(@)/B s Ned “h(i A3 })(I(i
Y Y
observation probability  transition probability previous belief

AFurther simplification:tie most parameters
Aestimates from data are unreliable anywakbasically uses 2 parameters only

transition probabillities: observation probabillities:

- —

—ifi —n ¢ ifé

ni |6 A ) 1 neE i) -

FT otherwise ]—Tn(e ) otherwise

— ~ confidence in NLU
—uv 4LCAC>CNSAZ 6<C; M @l L E??1J CHﬁ(é ):Ll\r?_lﬂ’@tlpdt)M P; FO? Me H
otherwise all value changes have the same probability

=1

l.e. believe in value given by NLU wih,
i C Rtk 2013) distribute rest of probability equally

https://www.aclweb.org/anthology/W134070/
NPFL123 L5 20221 21



https://www.aclweb.org/anthology/W13-4070/

Basic Discriminative Belief Tracker

NLU output
ABased on the previous model l 40M?L G?HNCIH
. . A
Asame slot independence assumption I |
AEven simpletkd ; FQ; SM NLONMNo NBP {a¢)rb £ ~¢
Athis makes it parameteffree | motherwise | _ gl u,
AH: H> EC#Hased LOF?
Abut very fast, with reasonable performance user silent about slotQ
update 5., s fr | >, >, 0\ T
rule: (*(l ) r](l |00 n e )(x)l /.
- | } \sutistlt tion
discriminative AHOFF &Rl NO TG/ HN C IaH? >N 2G ?LHANGC? LHA
model ) i ; r‘](i )r‘] ¢
Q) Tese: e 1) aE ni
i C i@l 2013) a HIHHOF RA? HNCI H? > HBHI=Q-ER BL £

https://www.aclweb.org/anthology/W134070/

the rule i1s now deterministic 22
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AGenerative trackersyneed many assumptions to be tractable
Acannot exploit arbitrary features
AH 1L NB?S =; HH <ON HIN C@ Q? Q; HN NI
Aoften use handcrafted parameters
AH G:; S JLI >0=72 OHWu®F@lecaePeo@MMNGG; N? M

i&Discriminative trackers)can use any features from dialogue history
Aparameters estimated from data more easily
Agenerally used nowadays

AGeneral distinction
Astatic models skencode whole history into features
Adynamic/sequence modelsskexplicitly model dialogue as sequential


https://ieeexplore.ieee.org/document/6424197

AGenerally predicti)(i |€ hoB ho  FE)
A: HS ECH> 1 @ =F; MMC@C?L ©636-H , 2H6se
Aneed fixed feature vector fromd o8 hd R (whereois arbitrary)
A current turn, cumulative, sliding window
Aper-value features & tying weighfsome values are too rare

AG IO bal fe atU re exam ples (Metallinouet al., 2013https://www.aclweb.org/anthology/P131046

ANLU nbest size, entropy, lengths (current turn, cumulative)
AASR scores

APervalueb examples:
Arank & score of hypo with on current NLU rbest + diff vs. topscoring hypo
A# timesu appeared so far, sum/average confidence of that
A# negations/confirmations of) so far
A reliability of NLU predicting) on held-out data



https://www.aclweb.org/anthology/P13-1046

Dynamic Discriminative Trackers

A4

ADialogue as a sequendei Bi £ B¢

ACRFmodels
Asimilar features as static
Afeature value: NLU score for the given thing (e.g. DA type + slot + value)
Atarget: perslot BIO coding

Goals
Utterance Food Area
Sy Hello, How may I help you?
U, I need a Persian restaurant in the south part of Persian South
town.
Sa What kind of food would you like?
S3 I"m sorry but there is no restaurant serving persian
food
Us How about Portuguese food? Portuguese South
R T T food
town. .
LUp L sthaPorueveser o Poruguese | Souh Persian, Portuguese
Ss Nandos is a nice place in the south of town serving
tasty Portuguese food. m eth O d
Us Alright. Whats the phone number? Portuguese South .
S The phone number of nandos is 0173 3376087 constraints,
Ug And the address? Portuguese South .
g S s e a_lltgrnatlves,
Way. finished

Uy Thank you good bye.

NPEL123 L5 2022 (Kim &Banchs 2014)https://www.aclweb.org/anthology/W144345 25
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