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words > meaning
« whatever “meaning” is - can be different tasks
* typically structured, explicit representation

alternative names/close tasks:
» spoken language understanding
« semantic decoding/parsing

integral part of dialogue systems, also explored elsewhere
 stand-alone semantic parsers

 other applications:
* human-robot interaction
* question answering
* machine translation (not so much nowadays)

nowadays often just part of dialogue state tracking (next week)



NLU Challenges

* non-gramm atica llty find something cheap for kids should be allowed

» disfluencies
e hesitations - pauses, fillers, repetitions uhm I want something in the west the west part of town
» fragments uhm I’'m looking for a cheap
o self-repairs (~6%!)  uhm find something uhm something cheap no | mean moderate

* ASR errors  miooking for a for a chip Chinese rest or rant

* synonymy Chinese city centr.e | | | |
I’ve been wondering if you could find me a restaurant that has Chinese food close to the city centre please

* out-of-domain utterances oh yeah I've heard about that place my son was there last month
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SENTENCE
(Seneff, 1992)

Sema ntic representations /\ https://www.aclweb.org/anthology/J92-1004

Q-SUBJECT BE-QUESTION
. LINK SUBJECT PRED-ADJUNCT
* syntax/semantic trees e aRbice  onetmeer
. o . A-HOTEL

* typical for standalone semantic parsing wiar s worele ol AT

e different variations wnet smet & e Mt on QSUBIECT
* frames

. oui ’hétel don’t le prix ne dépasse pas cent dix euros
* technically also trees, but smaller, more abstract o
* (mostly older) DSs, some standalone parsers BDObject bl

room
payment: amount

* graphs (AMR) meger 10
* trees + co-reference '
(e.g. pronouns referring to the same object)

 dialogue acts = intent + slots & values
* flat - no hierarchy
* most DSs nowadays (0

(Bonneau-Maynard et al., 2005)
https://www.isca-speech.org/
archive/interspeech 2005/i05 3457.html

http://cohort.inf.ed.ac.uk/amreager.html

inform(date=Friday, stay="“2 nights”)

NPFL099 L5 2024 I want to stay 2 nights from Friday . 4
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Handling ASR noise

0.33 — I am looking for a bar
* ASR produces multiple hypotheses 0.26 — I am looking for the bar
. . 0.11 — I am looking for a car
¢ COmbIne & get reSUIt|ng NLU hypOtheseS {0.09 — I am looking for the car
* NLU: p(DA|text) l
° ASR: p(tethaUdlo) 0.59 — inform(task=find, venue=bar)
* we want p(DAlaUdIO) 0.20 — null() (from Filip Jurcicek’s slides)
* Easiest: sum it up
p(DAl]audio) = z P(DA|text) P (text|audio) [Usermm1__J
texts Tl g
: - _ Sysemumz, .
* Alternative: joint models o | |, e
. . . . _ Sysemum, o\ predeion
* in-domain ASR & NLU trained jointly (Userms__ |
. . - LT [ Dialogue
 dual encoders, pretrained representations (Userums | 2]

& combination

(Zorrillaet al., 2021) https://ieeexplore.ieee.org/document/9688296

(Sietal., 2023) http://arxiv.org/abs/2305.13040
NPFL0O99 L5 2024 (Rubenstein et al., 2023) http://arxiv.org/abs/2306.12925 * Last user's hum's audio
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Handling out-of-domain queries
in-domain

* Handcrafted: no pattern matches - out-of-domain s v
 Datasets: rarely taken into account! misrecognized
out-of-domain oing?

* Low confidence on any intent »> out-of-domain? Youriost i s n X

* might work, but likely to fail (no explicit training for this)

. . . correctly captu.red
» Out-of-domain data + specific OOD intent out-odomain ‘
Sorry, | can only answer
 adding OOD from a different dataset auestons st bankig o/
* problem: “out-of-domain” should be broad, not just some different domain

(Larson et al., 2019)

* collecting out-of-domain data specifically hitp://andv.org/abs/1909.02027
» worker errors for in-domain
* replies to specifically chosen irrelevant queries

 always need to ensure that they don’t match any intent randomly
* not so many instances needed (expected to be rare)
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NLU as classification

* using DAs - treating them as a set of semantic concepts

° COﬂCGptSZ
 intent
* slot-value pair

* binary classification: is concept Y contained in utterance X?
* independent for each concept

 consistency problems
» conflicting intents (e.g. affirm + negate)
« conflicting values (e.g. kids-allowed=yes + kids-allowed=no)
* need to be solved externally, e.g. based on classifier confidence

NPFL0O99 L5 2024



NER + delexicalization

o Ap proa ch: What is the phone number for Golden Dragon?
What is the phone number for <restaurant-name=>?

1) identify slot values/named entities
I’m looking for a Japanese restaurant in Notting Hill.

2) delexicalize = replaCe them I’m looking for a <food> restaurant in <area>.
with placeholders (indicating entity type)

* or add the NE tags as more features for classification |, ..o jcave after 1200
| need to leave after <time>.

* generally needed for NLU as classification | .
. . . . eave_at-><time> D Both can be <time>
» otherwise in-domain data is too sparse arrive_by ->none
* this can vastly reduce the number of concepts to classify & classifiers

* NER is a problem on its own
* but general-domain NER tools may need to be adapted
* in-domain gazetteers, in-domain training data
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*

classif

NLU Classifier models

* note that data is usually scarce!

 handcrafted / rules
* simple mapping: word/n-gram/regex match > concept
 can work really well for a limited domain
* no training data, no retraining needed (tweaking on the go)

* linear classifiers
* |logistic regression, SVM...
* need handcrafted features

* neural nets (=our main focus today)

NPFL0O99 L5 2024 9



£ NN classif
NN neural classifiers classi

* intent = multi-class (softmax)
* slot tagging = set of binary classifiers (logistic loss)

* using word embeddings (task-specific or pretrained)
* no need for handcrafted features
« still needs delexicalization (otherwise data too sparse)

« different architectures possible
* bag-of-words feed-forward NN
 RNN /CNN encoders + classification layers
* attention-based

attention
model

softmax

encoder hidden states

(Raffel & Ellis, 2016)
NPFL099 L5 2024 https://colinraffel.com/publications/iclr2016feed.pdf
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Slot filling as sequence tagging 53 2

* get slot values directly - no need for delexicalization
* each word classified
* classes =slots & I0B format (inside-outside-beginning)

e slot values taken from the text

(where a slot is tagged)
I need a flight from Boston to New York tomorrow

* NER-like approach OO0 OO0 O B-dept O B-arrl-arrB-date
* rules + classifiers still work

» keywords/regexes found at specific position

* apply classifier to each word in the sentence left-to-right

* linear classifiers are still an option

NPFL0O99 L5 2024 11



1 RNN (+CRF t
Neural sequence tagging (CRF) seq tag

* Basic neural architecture:
RNN (LSTM/GRU) > softmax over hidden states
* + some different model for intents (such as classification)

* Sequence tagging problem: overall consistency

* slots found elsewhere in the sentence might influence what’s classified now
* may suffer from label bias

* trained on gold data - single RNN step only

 during inference, cell state is influenced by previous steps - danger of cascading errors

* solution: structured/sequence prediction
- conditional random fields (CRF) romG - © - rPER O - O TLOC O

softmax softmax softmax spftmax softmax softmax softmax
e canrun CRF over NN outputs

[N AR S B I I

RNN—>|RNN—>|RNN—>|RNN—>|RNN—>RNN—/>|RNN

! I 1 ! 1 ] 1

em em em em em em em
bed bed bed bed bed bed bed

https://www.depends-on-the-definition.com/guide- ding dmfg’ din din din ding din
NPFL099 L5 2024 sequence-tagging-neural-networks-python/ U.N. official Ekeus heads for Baghdad :
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Joint Intent & Slots Model

« Same network for both tasks
* Bidirectional encoder

(Liu & Lane, 2016)
http://arxiv.org/abs/1609.01454

* 2 RNN encoders: left-to-right, right-to-left
* “see everything before you start tagging”

* Decoder - tag word-by-word, inputs:

e attention

* input encoder hidden states (“aligned inputs”)

* both
* Intent classification:

softmax over last encoder state

* +specific intent context vector cjteni(attention)

NPFL0O99 L5 2024

RNN classif + seq tag

« Flight
(Intent)
h3 h4 I
| | ! oot (Slot Filling)
l = l F omLcc / : ToLoc
to Seattle i /Xr/
X3 }(4 E
Flight
(Intent)
h, h,
| | (Slot Filling)
I = I (o] FromLoc @] TolLoc
to Seattle I l T T |
X X
: ) I I I I
hl h2 h3 h4
¢ Flight
(Intent)
h3 h4 E
| | [ Coem (Slot Filling)
l = l i F omLoc ToLoc
to Seattle I
X X '
3 4 E r \
h, c c,
13


http://arxiv.org/abs/1609.01454

RNN classif + seq tag

(Liu & Lane, 2016)

Y Extended VerSIOn- http://arxiv.org/abs/1609.01454
use slot tagging results in intent classification ey LSTS TIEW
* Bidi encoder

(Slot Filling)

* Slots decoder with encoder states & attention n (0 nFomec| ) 0N\ Tatoo
* Intent decoder \x 4\ ‘\ /\“\
- attention over slots decoder states E@\;\/\ \ Cz\’/ \ ’\Cs
* Training for both intent & slot detection e

2

improves results on ATIS flightsdata—
e this is multi-task training © L7 ntents Onssrr:vei jjs(?u "
* intent error lower (2% > 1.5%)
* slot filling slightly better (F1 95.7% > 95.9%)

* Variant: treat intent detection as slot tagging
* append <EOS>token & tag it with intent (Hakkani-Tir etal, 2016)

https://doi.org/10.21437/Interspeech.2016-402
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RNN seqgen
Se q 2se q - b a Se d N L U th?s::/&/(vs\?vr\]/\%ai?v{/i)b.org/anthologv/P18—2068/

* seq2seq with copy mechanism = pointer-generator net
* normal seq2seq with attention - generate output tokens (softmax over vocabulary)
 pointer net: select tokens from input (attention over input tokens)
 prediction = weighted combination of =

_____________________________

 can work with out-of-vocabulary ﬁ\ éf\é\ st (0 <op

i Ploriental) = PiFy,,(oriental) + (1 — P,) Py, (oriental)
]

* e.g. previously unseen restaurant names
* (but OB tagging can, too)

 generating slots/values + intent

* it’s not slot tagging (doesn’t need alignment)
» works for slots expressed implicitly

or not as consecutive phrases
* treats intent as another slot to generate preets Model S R_F
S wmoter | 90C828 88D
Can I bring my kids along to this restaurant? confirm(kids_friendly=yes) DSTC2 results

| want a Chinese place with a takeaway option. inform(food=Chinese_takeaway)


https://www.aclweb.org/anthology/P18-2068/

BERT-based NLU

* slot tagging on top of pretrained BERT
e standard 10B approach

* just feed final hidden layers to softmax over tags
« classify only at 1st subword in case of split words

(don’t want tag changes mid-word)

* special start token tagged with intent

» optional CRF on top of the tagger

» for global sequence optimization

slightly different numbers,
most probablya ——
reimplementation

NPFL0O99 L5 2024

Snips ATIS
Models Intent Slot Sent Intent Slot Sent
RNN-LSTM (Hakkani-Tiir et al., 2016) 969 873 732 926 943 807
Atten.-BiRNN (Liu and Lane, 2016) 96.7 878 741 91.1 942 789
Slot-Gated (Goo et al., 2018) 97.0 BBEB 755 04.1 95.2 B2.6
Joint BERT 986 97.0 928 975 961 882
Joint BERT + CRF 98.4 96.{ 926 979 96.0 88.6
accuracy F1

pre-LM seq tag

(Chenetal.,2019)
http://arxiv.org/abs/1902.10909

intent tag slot tags
| ] P
Gm> Gm> - GmD GmDd GmD GmD
Gm> Gmd o GmDd GmD GmD GmD
=] - [ el el 0]

OSICOIOI
\ J
T Y
subwords

start token

% completely correct sentences
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T 1 enderson et al. re-LM classif/se ta
DI @ logu € P retrain ed M Od e ls £1Httpz(/j/arxiv.orE/la’bzs(/)ig)ll.03688 P sl

* Pretraining on dialogue tasks can do better (& smaller) than BERT
* ConveRT: Transformer-based dual encoder

« 2 Transformer encoders: context + response for intent simiarty score
« optionally 3" encoder with more context (concatenated turns) classification
» feed forward + cosine similarity on to H— —
o o yontop for slot
* training objective: response selection tagging Fhoades
* response that actually happened = 1
* random response from another dialogue =0 oLt ] || (smotrmt)

* trained on a large dialogue dataset (Reddit)

* can be used as a base to train models for:
* slot tagging (top self-attention layer > CNN - CRF)
* intent classification (top feed-forward » more feed-forward > softmax)
* Transformer layers are fixed, not fine-tuned oot 2000
« works well for little training data (few-shot) https://www.aclweb.org/anthology/2020.acl-main.L1

(Casanueva et al., 2020)

NPEL099 L5 2024 https://www.aclweb.org/anthology/2020.nlp4convai-1.5 17

self-attention

ositional
i

Transformer layers

Sui 'orgas 1Mo Sul ords
input: x response: y



http://arxiv.org/abs/1911.03688
https://www.aclweb.org/anthology/2020.nlp4convai-1.5
https://www.aclweb.org/anthology/2020.acl-main.11

pre-LM classif / seq tag

TOD-BERT

* pre-finetuning BERT on vast task-oriented dialogue data
* basically combination of 2 previous

RCL MLM MLM

* BERT + add user/sys tokens + train for:
* masked language modelling

* response selection (dual encoder style)

* over [CLS] tokens from whole batch
* other examples in batch = negative

* result: “better dialogue BERT”

* can be finetuned for various dialogue tasks
* intent classification
 slottagging
» good performance even “few-shot”
* just 1 or 10 examples per class
* bigger difference w.r. t. BERT

NPFL099 L5 2024 https://www.aclanthology.org/2020.emnlp-main.66 18

(qcLs) | rsvs) J( what J(Rest | .. [ (USR] |[ Prefer |( cheap | .. [ [SEP] |

coe o
oo o

(cLs) || (sys) J[ wnat |[ mAsKk] ] ... [ (USR] |[ Prefer || (MasK] | ... [ [SEP] ]

(Wu et al., 2020)
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SETFIT: Sentence BERT + contrastive pre-finetuning

(Reimers & Gurevych, 2019)
» Sentence Transformer (ST) = Transformer dual encoder ntpsil/aclanthology.org/D1-1410/
* general, based on ROBERTa, produces sentence-level representations

* trained for semantic similarity (NLI data)

ST Fine tuning Classification head training
A |
F o ghd lt cmb;ddings
. i Encode I'II Train (Tunstall et al., 2022)
Generate Flnc.tuncpre — —» | sentences with I | classification http://arxiv.ore/abs/2209.11055
sentence pau‘s trained ST fine-tuned ST I I head p: .0rg .
n
* Contrastive pre-finetuning: I ‘
« 2 examples from same intent class=1 Nl 4
« 2 examples from random different intent classes =0 IR
* Intent classifier trained on top of [ e
of the pre-finetuned model o e e

Number of labeled samples per class

* Good for low-data situations

NPFL0O99 L5 2024 19
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Incremental NLU

Utterance Execution

* Aim: low latency, real-time performance
Add a pool party with Barack Obama for tomorrow at 9 : 00 AM
—

 Parsing incomplete sentences

* guessing during parsing:
create a full parse from incomplete sentences
* predicting user input: use LM to finish utterance

* both reduce latency

pool
Yleld
DateAt

@tt endees)-v[contalns

bidi used here

o SpeCIfIC arCh|teCtU re =2 bidi not used here t=3 cI: LCtrC L?C
* more like unidirectional encoders e Car) CRe ) CRe)
(so you don’t need to recompute) s e -F'— ¢ $ =
1 L -

o . o Jo . . — . I : Restart?
but retain bidirectional at higher layers [ — 2 P T )

» optionally, based on a specific classifier o
unidirectional
layers

[ find G [ new

classifier:

(Zhou et al., 2022) https://aclanthology.org/2022.acl-long.110 o
NPFLO39 152024 (Kaushal et al., 2023) https://aclanthology.org/2023.eacl-main.31 use bidi? 20



https://aclanthology.org/2022.acl-long.110
https://aclanthology.org/2023.eacl-main.31

Regular Expressions & NNs for NLU

(Luo et al., 2018) http://arxiv.org/abs/1805.05588

* Regexes as manually specified features

 binary: any matching sentence (for intents)
+any word in a matching phrase (for slots)

* regexes meant to represent an intent/slot

 combination at different levels

1) “input”: aggregate word/sent + regex embeddings
(at sentence level for intent, word level for slots)

2) “network”: per-label supervised attentions
(log loss for regex matches)

3) “output”: alter final softmax (add weighted regex value)

* Good for limited amounts of data (few-shot)
» works with 10-20 training examples per slot/intent

NPFL0O99 L5 2024

rule+ NN classif / seqtag

REtag: flight
Intent RE: /~flights? from/ —-» Intent Label: flight

Sentence: |f]lights from| Boston to Miami |

Slot RE: /from (__CITY) +to (__CITY)/
REtag: city / fromloc.city ¢ city / toloc.city *
Slot Labels: 0 O B-fromloc.city O B-toloc.city

o " Softmax Classifier
i R
/' RE A-- -h- Attention
y . O
)
]

_____ B i ?'H“‘Aggregation

ENIENENIENESN

% A A _-

- ! .
BLSTM
RE LW_VV_‘/ A WY
\

T GO D ] T

-a flights from Boston to Miami
I7flights? from/

Slot,: B-fromloc.city

+ Softmax Classifier

/ RE fiih Attention
b~ Aggregation

Lh |

ar

X
|
A
|
L
:r!'
_\i

4 3
i/
.
r
\
o
| &
PEIN
AY
\ A
\
v /!
A\ r

>

=

. |
|

\ \
b RE ‘!
\

X, I|
\Instance f ||
A"

m_—
-h><

|Ix 1
a JLf ]

(B

j——

|ghts from o ton to Mlaml
* /from __CITY to __ CITY/

wn


http://arxiv.org/abs/1805.05588

linear unsup cluster

Unsupervised NLU

r” “ feature, []
. . - | e /
¢ Cl“Sterlng IntentS & SlOtS éhffvfftﬂkfoi,ffg:i;ﬁ;"ri O - [?,{;
iApri\iirstondeltaairlines,i O ///
i i \ AN
* Features: et N
« word embeddings L
- POS nedfee  pgeter fel Dmame e
cworddlasses T
* topic modelling (biterm) oriequite well Modds Trtent Labeiing Acc (%)
topic model 25.4
 Autoencoder to normalize # of dimensions for features Clsil‘fn}jﬁ §4g
auto-dialabe .

* Dynamic hierarchical clustering
 decides # of clusters - stops if cluster distance exceeds threshold

* Slot clustering — word-level
* over nouns, using intent clustering results

(Shietal.,2018)
https://www.aclweb.org/anthology/D18-1072/
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linear + RNN weak-sup cluster + seq tag

Weak Supervision from Semantic Frames

* Finding relevant slots based on generic (frame) parser output
* filterirrelevant candidates, merge similar ones & generalize better

¢ Iterative merging & SeleCtion User input 1: I would like an restaurant that serves food.
Original annotation: Expensiveness Locale
» frequency, coherence, TextRank " e amnotation. " aoto ot
* w.r.t. tohead verbs ocssinas mmomesons 0 i oriontal oot
. . Our annotation: slot-1
* Training an LSTM tagger
* Standalone’ based Weak supervision Merging & Selection
on mer.ged annotation oo VR || | [eraing e g
e 2nd option threshold Frame parser S o
to improve recall
* Promising, but not perfect Predict
. : thi
* DB connection, interpretation of slots / 'S
(Hudecek et al., 2021) [ ] [ ]

NPFLO99 L5 2024 https://aclanthology.org/2021.acl-long.189 O B 23
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Weak supervision: QA-style NLU

pre-LM + prompting span select

Slot

| Raw Description Our Question

 Zero-shot - just needs some slot descriptions

playlist_owner

| owner who's the owner?

* no in-domain training data needed

object_select

| object select which object to select?

best_rating

| points in total how many points in total?

* Use a “question answering” BERT

num_book_people

number of people
for booking

how many people
for booking?

to do slot detection
 generate questions from slot description
- specifically ask for slots (rule-based)
* QA model output =slot values

BIO Tagger

standard supervised
slot tagger (for comparsion)

O 0o o o o B 1 1 ©0O ©O

2 4 4 4 4 44 4 4 4

[ artist to play

play a sound track by Joe A. Pass on iTunes

* pretrained on other datasets
(generate questions from ontology)

Slot description

BERT-based
QA Model

Utterance

Start End

4 4

[ “Who is the arlist to play?”

* generalizes to unseen slots

play a sound track by Joe A. Pass on iTunes]

Question Generator

(though still far from perfect)

artist to play
Slot description

train: SNIPS, test: TOP |Zer0-sh0t Few-shot (20)  Few-shot (50)

Random NE 1.34 - -

BERT seq tagging 8.82 37.60 42.73

BERT QA style 10.27 36.86 46.49 (Du et al., 2021)
+ pretraining on other sets 12.35 39.78 47.91

https://aclanthology.

Utterance

QA (span selection)

org/2021.acl-short.83

NPFL0O99 L5 2024
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LLMs for (open-domain) NLU

* LLM prompts asking
guestions to: :

S thig the begaining of
a dialogue or a new
in a dialogue?

* classify sentences

into a fixed schema
* classify specific properties N

* Prompt engineering
* simple prompts 2
 asking 1 question at a time
* asking for reasoning >
« examples/not: depends

NPFL0O99 L5 2024

Is this a greeting or
drawing attention?

No@

Yes»

No

Open.Attend

Yes»  Open.Command

1 4

Is this a command, a
frequest or an invitation?

Yesy

Is this an interrogative

sentence?

S1: Hi!

S2:

520 Hi! 1 am happy to be talking to vou.
Do you have any pets at home?

I Tdon't, my mom is allergic o most pets,
C T used to have a pet fish when I was much vounger,
Do vou want a pet at some point in the future?
No judgment here, I'm just curious.
ST would love o have pets in the future! Onee 1

have my own place, I'd like 1o get a dog or two,

Is this response repeating something that has already been said: Empathetic

U 52: Would you want o get a cat or a dog?

Lack of Empathy

A response is repetitive if:

already shared

labeled as repetitive.

- it repeats something from earlier in the dialogue
- it includes asking a question whose answer has been

If any part of the response is repetitive, then it should be

cases it should NOT be labeled as repetitive.

Note that sometimes repetition is useful, such as for emphasis,
acknowledgement, clarification, or elaboration, and in these

Commonsense
Contradiction
Incorrect Fact

Self Contradiction
Partner Contradiction
Redundant

Ignore

Irrelevant

Provide your reasoning when considering this question start-
ing with “Reasoning:”, Then, finish by writing vour final
decision as one of: "Decision: [YES]” or “Decision: [NO]™,

Oh, akay.

(Ostyakova et al., 2023) https://aclanthology.org/2023.sigdial-1.23
(Finch et al., 2023) https://aclanthology.org/2023.sigdial-1.20

»

Do you speak spanish?

'

No»|

Does this sentence ask for the
opinion of the interlocutor?
No*‘ Open.Demand.Fact

Speaker A

Speaker B

Open.Initiate.Demand.Fact

So what kind of music you on?

React.Rejoinder.Support.Response.Resolve

Rock'n'Roll, | guess.

React.Rejoinder.Support.Track.Clarify

You mean the kind of stuff like

Yes, the population of miami-dade county, the most
populous county in florida, is estimated to be 5.3 million.

[romeane ]
',-

Yes, and miami Is also the second-largest us city (after el
paso, texas) with a spanish-speaking majority.

Yes, | do, I'm a mative speaker of english, but my mather
tongue is spanish.

self contradiction

Nirvana?

"
II..
i

React.Respond.Confront.Reply.Contradict

Not really.

Y

Sustain.Continue.Prolong.Elaborate

That's pretty heavy metal.



https://aclanthology.org/2023.sigdial-1.23
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Universal Intents

General (Task)

. . s ——— :
* typically DAs are domain-dependent | st et Dissin Pt
§ ||:ek|ng lnfu-Prrwdmg W D/gmiﬂai:

Question Inform Offer \.Suggest (A/D)  Sugges Request

* IS0 24617-2 DA tagging standard ——— v o e w7 L e .

k /’\\ | | |
 pretty complex: multiple dimensions
* Task, Social, Feedback...

* DA types (intents) under each dimension

(Mezza et al, 2018) https://www.aclweb.org/anthology/C18-1300

ack, affirm, bve, deny, inform, repeat, reqalts, request,
restart, thank-vou, user-confirm, sys-impl-confirm, sys-

v

» Simpler approach - non-hierarchical

. . . oxpl-confirm, svs-hi, user-hi, svs-negate, user-negate, svs-
° union IOOkIng at dlffe rent datasets zj;r;fﬁ?-lﬁ;{!:ere, .'i::l.-‘.‘n‘-.!]'fiflff\-‘i‘.'{.'(‘{‘f.’i'l', .'i}fs{)n;’r et
* Mapping from datasets - manual/semi-automatic (Paul et al, 2019)

http://arxiv.org/abs/1907.03020

* mapping tuned on classifier performance

* Intent tagging improved using multiple datasets/domains
* generic intents only

* Slots stay domain-specific
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https://www.aclweb.org/anthology/C18-1300
http://arxiv.org/abs/1907.03020

* NLU is mostly intent classification + slot tagging

* Rules + simple methods work well with limited domains

* Neural NLU:

* shapes: CNN, LSTM, attention, seq2seq + pointer nets
« tasks: classification, sequence tagging, sequence prediction, span selection
* it helpsto dojointintent + slots

* pretrained LMs help (models are large though)
* BERT, specific pretrained dialogue models

* NNs can be combined with regexes/handcrafted features
* helps with limited data

* Less/no supervision: pretrained LMs & prompting, generic parsers, clustering
* helps with domain generalization



Thanks

Contact us: No labs today
https://ufaldsg.slack.com/ Next week: lecture & labs
odusek@ufal.mff.cuni.cz
Skype/Meet/Zoom (by agreement)

Get the slides here:
http://ufal.cz/npfl099

References/Inspiration/Further:

* mostly papers referenced from slides

* Milica Gasi¢’s slides (Cambridge University): http://mi.eng.cam.ac.uk/~mg436/teaching.html

« Raymond Mooney’s slides (University of Texas Austin): https://www.cs.utexas.edu/~mooney/ir-course/
* Filip Jurcicek’s slides (Charles University): https://ufal.mff.cuni.cz/~jurcicek/NPFL099-SDS-2014LS/

* Hao Fang’s slides (University of Washington): https://hao-fang.github.io/ee596 spr2018/syllabus.html
* Gokhan Tur & Renato De Mori (2011): Spoken Language Understanding

NPFL0O99 L5 2024 28



https://ufaldsg.slack.com/
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https://hao-fang.github.io/ee596_spr2018/syllabus.html
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