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Abstract
Ever since the successful application of se-
quence to sequence learning for neural ma-
chine translation systems (Sutskever et al.,
2014), interest has surged in its applicability
towards language generation in other problem
domains. In the area of natural language gen-
eration (NLG), there has been a great deal of
interest in end-to-end (E2E) neural models that
learn and generate natural language sentence
realizations in one step. In this paper, we
present TNT-NLG System 1, our first system
submission to the E2E NLG Challenge, where
we generate natural language (NL) realiza-
tions from meaning representations (MRs) in
the restaurant domain by massively expanding
the training dataset. We develop two models
for this system, based on Dusek et al.’s (2016a)
open source baseline model and context-aware
neural language generator. Starting with the
MR and NL pairs from the E2E generation
challenge dataset, we explode the size of the
training set using PERSONAGE (Mairesse and
Walker, 2010), a statistical generator able to
produce varied realizations from MRs, and use
our expanded data as contextual input into our
models. We present evaluation results using
automated and human evaluation metrics, and
describe directions for future work.

1 Introduction

The growing popularity of conversational agents
has sparked increased interest in natural language
response generation (NLG). To this end, there has
been a movement towards end-to-end (E2E) neu-
ral models that learn and generate sentence real-
izations in one step (Wen et al., 2015; Mei et al.,
2016; Dušek and Jurcicek, 2016b; Lampouras and
Vlachos, 2016).

The E2E NLG Challenge (Novikova et al.,
2017) focuses on the specific task of using neu-
ral models to generate a natural language (NL) ut-
terance given a meaning representation (MR). The

requirements are that the generated utterance is
both similar to an utterance that is written by a hu-
man (as a reference text), and also highly rated by
humans for quality and naturalness.

In this paper, we describe our first system sub-
mission to the E2E NLG challenge, where we de-
velop a model based on the open source context-
aware neural language generator (Dušek and Jur-
cicek, 2016a). Instead of using the previous sen-
tence to maintain the context of the conversation,
which is the traditional way a context encoder
is used, we experiment with providing a prior to
the model in terms of what it should generate.
Specifically, we explode the size of the training
data available to the neural generator by gener-
ating synthetic training examples using PERSON-
AGE (Mairesse and Walker, 2008), a statistical lan-
guage generator that is able to generate varied re-
alizations from a given MR.

We present two models for our system, a pri-
mary model which uses context from PERSON-
AGE, and a secondary model which uses the same
context but is trained on a more expanded dataset
that we generate by repeating instances form train-
ing1. We present descriptions of the expanded
training data and models, and show that our mod-
els outperform the baseline for the METEOR met-
ric, and score competitively on the qualitative met-
rics of quality and naturalness.

2 Related Work

The restaurant domain has long been a testbed for
conversational agents with considerable previous
work on NLG (Howcroft et al., 2013; Polifroni
et al., 1992; Whittaker et al., 2002; Stent et al.,
2004; Devillers et al., 2004; Gašic et al., 2008;

1More detail about this method is presented in a compan-
ion paper for our second E2E submission, “TNT-NLG, Sys-
tem 2”.



Mairesse et al., 2010). Until recently, NLG meth-
ods used a two step process of sentence planning
followed by surface realization (Reiter and Dale,
2000), with stylistic variations in utterances con-
trolled by the sentence planner (Stent et al., 2004).

The task of response generation for conversa-
tional agents has gradually evolved from a simple
retrieval based method using similarity metrics, to
a sequence to sequence generation problem (Ser-
ban et al., 2016; Vinyals and Le, 2015), and as
well as an ensemble of both (Song et al., 2016).
Retrieval based methods, while effective, are lim-
ited in their capacity because they only produce re-
sponses that have been seen before. Though an ad-
vantage of these models is that they do not produce
output that is syntactically incorrect. A generative
model on the other hand learns a language model,
which is a distribution on words in the vocabulary
conditioned on the previous ones, and is capable
of producing sentences not seen in the training set.

This is one of the main reasons why the state of
the art for machine translation cannot be directly
transfered to the task of coherent response gener-
ation. A particular utterance can map to multiple
coherent responses and the conventional loss func-
tions, such as cross entropy, are not well suited for
this task. Such loss functions make the model ex-
pect a particular response and penalize any others
even though they are coherent in terms of seman-
tics and context.

There has been focus on incorporating the con-
text of the conversation in order to generate re-
sponses (Dušek and Jurcicek, 2016a; Serban et al.,
2017). Sordoni et al. (2015) propose a simple ap-
proach for dialogue generation, where they incor-
porate the previous set of responses in a dialogue
as a bag of words model and use a feed forward
neural network to inject a fixed sized context vec-
tor into the LSTM cell of the encoder. Ghosh et
al. (2016) proposed a modified LSTM cell with
an additional gate that incorporates the previous
context as input during encoding. The weights of
the gate are learned exactly in the same way as the
weights for the input, and forget and output gates
are learned.

In this work, we propose a context model where
a recurrent neural network is used to encode out-
put from PERSONAGE as a prior, and decode with
attention (Bahdanau et al., 2015). It also has the
reranking classifier and ngram re-ranker based on
BLEU score similarity between the output of the

reranking classifier with input MRs, as proposed
by Dusek et al. (Dušek and Jurcicek, 2016a,b).

3 Data

In the past, E2E NLG datasets were small and
delexicalised, e.g BAGEL or RoboCup (Mairesse
et al., 2010; Kitano et al., 1998). The data
from the E2E NLG challenge consists of 50k
crowd-sourced phrases in the restaurant domain
(Novikova et al., 2016). This data is characterized
by an open vocabulary, complex syntactic struc-
tures and diverse discourse phenomena.

The input is in the form of meaning represen-
tation (MR), which include dialogue attribute and
value pairs. There are 8 different attributes, each
with at least 2 values. The MRs have on aver-
age 8.1 corresponding crowd-sourced natural lan-
guage realizations (references) (Novikova et al.,
2016). All the attributes and example values are
listed below:

• NAME=COCUM
• AREA=CITY CENTRE
• FOOD=ENGLISH
• EAT TYPE=COFFEE SHOP
• FAMILY FRIENDLY=YES
• NEAR=RAJA INDIAN CUISINE
• PRICE RANGE=£20-25
• RATING=HIGH

The dataset consists of a train, dev and test set.
The train set has 42k references and 4862 MRs,
the dev set has 4672 references and 547 MRs, and
the test set has 630 MRs.

3.1 Data Augmentation with Personage
We automatically generated sentences to augment
the data using PERSONAGE, an NLG engine that
performs content planning (Mairesse and Walker,
2008). PERSONAGE uses Deep Syntactic Struc-
tures (DSYNTS) which are syntactic-semantic rep-
resentations of entries in PERSONAGE (Mel’cuk,
1988; Lavoie and Rambow, 1997). PERSONAGE

controls the content size and structure of argu-
ments, using content planning operations that are
parameterized to make planning decisions includ-
ing aggregation and lexical choice. For each at-
tribute in the E2E data, we created a DSYNTS.
PERSONAGE that can then aggregate the DSYNTS

together to create restaurant descriptions using
multiple attributes. The DSYNTS were created by
hand, however we believe the effort justified be-
cause the amount of data that can be generated by



Attribute Type DSYNT Name Value Sentence
EATTYPE eattype coffee shop name var is a coffee shop.
FOOD cuisine Italian name var is an Italian [restaurant/place].

PRICERANGE

price cheap name var is cheap.
pricecost less than £20 name var costs less than £20.
pricerange £20-25 name var has a price range of £20-25.

CUSTOMER RATING rating 3 out of 5 name var has a 3 out of 5 rating.
AREA area city centre name var is in city centre.

FAMILYFRIENDLY
friendly yes name var is kid friendly.
notfriendly no name var isn’t family friendly.

NEAR The Portland Arms near name var is near The Portland Arms.

Table 1: PERSONAGE outputs for attribute types

a few small DSYNTS is very large. The DSYNTS

created to represent the attributes, along with ex-
ample delexicalized sentences, are in Table 1.

We take the MR for each sentence in the train-
ing data create a PERSONAGE textplan automat-
ically. A textplan contains the DSYNTS that we
will be used in the generated phrase and how these
DSYNTS will be aggregated. The PERSONAGE

outputs for a given MR were always unique, in-
troducing more variability into our data. However,
while PERSONAGE has a multitude of parameters
that can be inserted, to mimic the E2E data, we
did not include most of these parameters in our
data. The attributes are combined into a realiza-
tion using different aggregation operations. These
aggregation operations are:

• PERIOD
• “WITH” CUE WORD
• CONJUNCTION (X is Y and it is Z.)
• MERGE (X is Y and Z.)
• “ALSO” CUE WORD
• ELLIPSIS

The system will also insert words such as “well”
automatically to make the sentence sound more
natural and to create more varied the data. In or-
der to duplicate the exact number of sentences per
MR combination in the training data, we used ad-
ditional parameters to create a PERSONAGE “per-
sonality”, which uses pragmatic markers such as
“rather”, “somewhat”, and “actually”. We priori-
tized sentences without these additional pragmatic
markers when creating our dataset.

We also experiment with repeating instances in
the training data to further expand our dataset. We
repeat each instance three times, thus tripling the
size of our training data from around 40k instances

to around 120k. This method, as well as a varia-
tion of it where we compute permutations of the
MR to supplement our training data, is discussed
further in our companion submission to the chal-
lenge, “TNT-NLG, System 2”.

4 Model Description

For our seq2seq model, we build on sequence
to sequence TGEN (Dušek and Jurcicek, 2016b).
It utilizes a sequence of LSTMs (Hochreiter and
Schmidhuber, 1997) for the encoder and the de-
coder. We utilize an additional context encoder,
which is an RNN based encoder (Dušek and Jurci-
cek, 2016a), and takes in PERSONAGE generated
output for the same input MR as a prior input. The
decoder has an attention mechanism (Bahdanau
et al., 2015) which generates a weighted average
of the encoder states, including the input and the
context encoder states at all time steps. We use
beam search during decoding with a beam size of
10.

The beam outputs generated by the sequence
neural model is channeled to the reranking classi-
fier with an additional encoder framework and a
classification layer that identifies the different slot
names and dialogue acts that have been realized in
the output. The reranking classifier then outputs a
binary vector indicating the presence or absence
of dialogue act tags, attribute name and values
in the generated sentence. After decoding, the
input MR is also converted to a similar binary
vector and the reranking penalty is the weighted
Hamming distance between the classification
output of the reranking classifier with the input
MR sequence. Next, the sentences with the
highest scores are chosen and passed to a ngram
ranker which maximizes the BLEU score between



Figure 1: System Architecture

the outputs and the context input. The sentence
with the highest score is ultimately picked as the
output sentence. Figure 1 shows the structure of
our main model.

System 1, Primary System: The model de-
scribed above in Section 4, with input MRs
from the E2E challenge and with PERSONAGE

generated sentences as context.

System 1, Model 1: This is an additional augmen-
tation technique we perform on the above model
where we increase the size of our data by three
times by repeating the input E2E MRs.

4.1 Training Setup

We used the 42k training samples from the E2E
challenge for both model setups described in Sec-
tion 4. We experimented with TGen default pa-
rameter settings as well as other variations, finally
training for 20 epochs with 0.001 as the learning
rate for the reranking classifier and 0.0005 for the
decoder, with teacher forcing and 4000 validation
sentences. We used batches of 20 and cross en-
tropy as the loss function for training both the clas-
sifiers in all three setups. For Model 2, we trained
on 120k samples, which was the direct result of
the repeating of training data we performed.

We generated samples for the 630 MRs in the
E2E Challenge test set for the experiments de-
scribed in Section 5. During decoding, we used
a beam search with a beam size of 10, making use
of the ranking classifier to rank each of the beam
outputs.

5 Results

In this section, we present model outputs and show
evaluations of our system from the E2E Chal-
lenge, using automated metrics and qualitative hu-
man evaluation from CrowdFlower (Dušek et al.,
2018).

5.1 Sample Output
Table 2 shows system output for a single mean-
ing representation (MR) from each of our mod-
els. In Row 1, we see an example of a simple MR
with only 4 slots (NAME, EAT-TYPE, CUSTOMER-
RATING, and NEAR). For both of our model out-
puts, we see that the slots are realized in a single
sentence. While the primary system uses “with”
as an aggregation operator to combine the distinct
propositions, Model 1 demonstrates a more basic
sentence realization.

Row 2 shows an example of a more complex
MR with 7 slots. In this case, our primary sys-
tem realizes the output in two distinct sentences,
grouping NAME, FAMILY-FRIENDLY, EAT-TYPE,
FOOD, AND NEAR in the first sentence, and choos-
ing to leave the PRICE-RANGE slot for a sin-
gle, simple secondary sentence. We also see that
the primary system learns to express the PRICE-
RANGE as “high price range” from other training
examples from the E2E data. Model 1 aggregates
all slots into a single sentence.

5.2 Automatic Metrics
The E2E challenge evaluation included the use of
automated metrics for judging system output and
ranking competing systems. Here, we present the



# MR System Sample Output

1
NAME[COCUM]
EATTYPE[COFFEE SHOP]
CUSTOMER RATING[LOW]
NEAR[EXPRESS BY HOLIDAY
INN]

Primary With a low customer rating, Cocum is a coffee shop
near Express by Holiday Inn.

Model1 Cocum is a low rated coffee shop near Express by
Holiday Inn.

2
NAME[THE WRESTLERS]
EATTYPE[RESTAURANT]
FOOD[JAPANESE]
PRICERANGE[MORE THAN £30]
AREA[RIVERSIDE]
FAMILYFRIENDLY[YES]
NEAR[RAJA INDIAN CUISINE]

Primary The Wrestlers is a children friendly japanese restau-
rant in riverside near Raja Indian Cuisine. It has a
high price range.

Model1 The Wrestlers is a children friendly japanese restau-
rant in the riverside area near Raja Indian Cuisine
with a price range of more than £30.

Table 2: System output for the same MRs across each model

results of the automatic evaluation using the script
provided by the E2E NLG Challenge Evaluation
Metrics2. The script calculates scores for the fol-
lowing metrics:

• BLEU: n-gram precision
• NIST: weighted n-gram precision
• METEOR: n-gram with synonym recall
• ROUGE: n-gram recall
• CIDEr: weighted n-gram cosine similarity

Table 3 summarizes the results of the automated
metrics for our models on the test set of 630
MRs. We include the TGEN baseline results for
reference from the TGen system by Dusek et al.
(2016b), which is a seq2seq model with attention
(Bahdanau et al., 2015) and beam search, includ-
ing a reranker to penalize outputs to prevent stray-
ing from the input MR. Our results show that our
primary system and Model 1 score comparably to
the baseline for all metrics, and both score higher
for METEOR.

We also observe that our primary system scores
higher than Model 1 for all metrics, noting that
the primary system uses PERSONAGE for context,
but does not repeat training instances. Our best
METEOR score of 0.4517 comes from the pri-
mary model, which scores the 5th highest ME-
TEOR score in the competition, where the highest
score is 0.4571. This is likely due to the stylistic
variability of our outputs as compared to the refer-
ence texts for E2E, due to the variation introduced
by Personage, which we plan to explore in more
detail for future work.

2https://github.com/tuetschek/
e2e-metrics

5.3 Human Evaluation

Human evaluation for the competition was con-
ducted by the organizers, using CrowdFlower, on
the 19 primary systems and the baseline model
from Dusek et al. (2016b), for a total of 20 sys-
tems. The evaluation involved showing crowd
workers five randomly selected system outputs
and a matching human NL output for reference,
and asking them to rank the outputs from best to
worst (allowing ties).

The rankings were based on two separate met-
rics, quality and naturalness. Quality takes into
account overall quality metrics, such as grammat-
ical correctness, fluency, adequacy, which would
be considered the primary metrics for direct appli-
cation in a real NLG system. Crowd workers were
presented the MR along with the system outputs
when judging for quality. Naturalness considers
how likely it is that the output could have been
produced by a native speaker. The MRs were not
shown to crowd workers when judging for natural-
ness.

The competition evaluation results were then
computed using the TrueSkill algorithm from
Sakaguchi et al. (2014). For quality, 1,260
pairwise comparisons per system, or 25,200
comparisons in total, were made. For naturalness,
1,890 pairwise comparisons were made (37,800
total comparisons). Systems were then ranked by
their TrueSkill scores, and then clustered, such
that different systems within the same cluster
are considered tied. Clustering was done using
bootstrap resampling (p ≤ 0.05)3.

3More detail about the evaluations can be found on the
challenge homepage: http://www.macs.hw.ac.uk/
InteractionLab/E2E/

https://github.com/tuetschek/e2e-metrics
https://github.com/tuetschek/e2e-metrics
https://github.com/tuetschek/e2e-metrics
https://github.com/tuetschek/e2e-metrics
http://www.macs.hw.ac.uk/InteractionLab/E2E/
http://www.macs.hw.ac.uk/InteractionLab/E2E/


Model BLEU NIST METEOR ROUGE L CIDEr
Baseline 0.6593 8.6094 0.4483 0.6850 2.2338
Sys1-Primary 0.6561 8.5105 0.4517∗ 0.6839 2.2183
Sys1-Model1 0.6476 8.4301 0.4508∗ 0.6795 2.1233

Table 3: Test Evaluation Results: Automatic Metrics (Our best scores are in bold. An ∗ indicates scores
higher than the baseline.)

Quality: For our quality evaluation, our primary
system ranked in the second quality cluster. The
first quality cluster consisted of a single system.

Naturalness: For our naturalness evaluation, our
primary system ranked in the second quality clus-
ter. Again, only one system scored within the first
quality cluster.

6 Conclusions

In this paper, we present our first system submis-
sion to the E2E NLG challenge, showing how we
massively augment the training data size to sup-
ply our neural generation models with more ex-
amples to learn from. We demonstrate how we uti-
lize the PERSONAGE statistical language generator
to greatly expand the input data size by generat-
ing synthetic data for training, and how we further
augment the data by repeating instances in train-
ing. From our results, we find that we are able to
achieve scores that are competitive with the base-
line for all metrics, and higher than the baseline
for METEOR. Also, we score competitively in the
qualitative human annotation metrics.

Given the requirements of this task, the main
goal was to generate simple, coherent realizations
that closely mimic the trends in the data for input
MRs, avoiding any variations in realization that
might result in model penalization. However, we
note that most of the work to date in neural NLG
has focused on ensuring that the outputs faithfully
realize the content specified in the input MRs.
Earlier models for statistical natural language
generation, such as the PERSONAGE engine we
use for data augmentation, provide methods for
training the statistical model to generate stylistic
variations in responses. Thus, given that we have
demonstrated an ability to retain some semantic
fidelity in our realizations, we turn to the task
of generating stylistically varied realizations for
future work, focusing on the Big Five personality-
based variations that PERSONAGE can produce.
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