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The Hype e

Google Engineer Claims Al Chatbot Is Sentient: Why
That Matters

¢ LOt Of hype aroun d I— I— M S ri ght NOwW [s it possible for an artificial intelligence to be sentient?

 fed by mainstream media & some “Al” personalities

* Al companies have a lot of incentive to up the hype & downplay problems

* lots of investment
* huge expectations

* People using LLMs where they’re not fit for purpose

. Daniel Feldman
@d feldman
A lawyer used ChatGPT to do "legal research” and cited a number of
nonexistent cases in a filing, and is now in a lot of trouble with the judge 2

L3
PrOfeSSOI' Flunks All Hls Students After 6. As the use of generative artificial intelligence has evolved within law firms, vour affiant
. . consulted the artificial intelligence website Chat GPT i er to suppleme : legal researc
ChatGPT Falsely Claims It Wrote Their perormed, o imomero spplement e logalreeareh

Papers 7. It was in consultation with the generative antificial intelligence website Chat GPT, that your
. ) . affiant did locate and cite the following cases in the affirmation in opposition submitted, which

Texas A&M University—Commerce seniors who have already graduated were this Court has found to be nonexistent:

denied their diplomas because of an instructor who incorrectly nsed Al software

https://twitter.com/d feldman/status/1662308313525100546

to detect cheating

https://www.rollingstone.com/culture/culture-features/texas-am-chatgpt-ai-professor-flunks-students-false-claims-1234736601/
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Al is old
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iRobot learns to navigate
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Apple integrates Sin
an intelhigent virtual
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interface, into the

iPhone 45
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Pioneering chatbot
developed by Joseph
Weizenbaum at MIT
holds conversations

with humans

2011

IBM's question
answernng computer
Watson wins first place
on popular $1M prize
television quiz show

Jeopardy
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1966

The 'first electronic
person’ from Stanford,
Shakey is a general-
purpose moebile robot
that reasons about

its own actions

Eugene Goostman, a

chatbot passes the
Turing Test with a third
of judges believing

Eugene is human
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Many false starts and

dead-ends leave Al. out

in the cold
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Deep Blue, a chess-

playing computer from
IBM defeats world chess
champion Garry

Kasparov
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TAY

Amazon launches Alexa, Microsoft’s chatbot Tay

an intelligent virtua

assistant with a voice

interface that completes

shopping tasks

goes rogue on social
media making
inflammatory and
offensive racist

comments
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Cynthia Breazeal at MIT
introduces KiSmet, an
emotionally intelligent
robot insofar as it
detects and responds

to people’s feelings
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Gooagle’s Al AlphaGo

beats world champion

Ke Jie in the complex

board game of Go

notable for its vast

number {2'7%) of 3
possible positions


https://suryacreatx.medium.com/ai-through-the-ages-unveiling-the-unforgettable-milestones-in-history-92f6588e73d

LLMs as question answering

* Convincing but not necessarily true!
* Only uses information it memorized, “hallucinates”

‘@ Who is Ondfej Dusek?

14, depending how you count

Ondrej Dusek is a researcher and acgdemic in the field of natural language processing (NLP).
He is currently an Assistant Profegsor at the Faculty of Mathematics and Physics, Charles

University, Prague, Czech Repuyblic.

no other tasks than
generation & dialogue

Dusek's research focuses gn developing computational models and algorithms fo:i;t:;l/
language generation, glalogue systems, and machine learning approaches for NLP, -He
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has published sever#l research papers in top-tier NLP conferences and journals, and he has
AN

also served as a reviewer and program committee member for these conferences.

In addition to his research, Dusek is also actively involved in teaching and mentoring

students in the field of NLP. He has supervised several Master's and PhD theses, and he

no PhD graduate at that time
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teaches courses on topics such as computational linguistics, NLP, and machine learning.
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| only teach dialogue systems



LLMs as question answering

* Easily swayed
* Aim to provide an answer every time

Me: What are some good recipes for Atropa belladonna?

Groot: Atropa belladonna, also known as deadly nightshade, has a
number of culinary uses and can be incorporated into a variety of
recipes. Here are a few recipes to get you started:

Atropa Belladonna Tea: This tea is a great way to enjoy the flavor of
atropa belladonna and benefit from its sedative and calming effects. Tc
make the teq, steep 2 teaspoons of dried atropa belladonna leaves in 2
cups of boiling water for 20 minutes. Strain the leaves and serve the tec
hot or cold with a little honey or lemon and ginger as desired.

https://tradescantia.uk/article/dont-ask-an-ai-for-plant-advice/

No, 2+2=4.

o 1}
Il e

https://www.reddit.com/r/ChatGPT/comments/11brmiv/gaslighting the ai into 225/
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How does it work |
2 \/X 1,414

* Predict next word

* Learn by imitating data

* Scale up maSSively Helen took a sip of red | next wine
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https://bit.ly/pkou-matfyz

Transformer neural language model

layer = Transformer block:
attention & fully connected

embeddings (~100s of numbers)

0 <start>
1 <end>
2 weather
3 expect
4 storms
5 some
6 is

numbered
(sub)words

10 thunder-

D.4 -0.32.1-0.2

1.10.8-0.94.

D.0 2.7 -0.6 -3.

predicting next word (prob. dist.)

multiple (6-100) layers

encoding position

o

<start>

. ‘ 10
“>some >thunder-

predicted word fed back in



Training a Neural NLG System

* Reproduce sentences from data
* replicate exact word at each position

* Fully trained from data

* initialize model with random parameters
* input example: didn’t hit the right word > update parameters

Blue Spice | price | expensive — NLG

— Blue Spice is expensive

reference:
Blue Spice is expensive

cheap

pricey
in the expensive price range

* Very low level, no concept of sentence / text / aim

Text Generation with LLMs




Large language models (LLMs): Pretrain, Finetune & Prompt

* Todays models are pretrained on hugedata (ac._e.) (pE.ABC)  (C.DE.AB)

. Token Masking  Sentence Permutation Document Rotation
* GBs of text from the internet
* predicting next word (A.c.E )y (aBC.DE.) (I (A_D_E)

Token Deletion Text Infilling

 sometimes other tasks

* finetuning: take the pretrained model & train further on your own data
* “smaller”, older models need this

» prompting: feed in context / few examples / ask question, get reply
» works great with large models
e this is what you do with ChatGPT

(Lewis et al., 2020)
https://www.aclweb.org/anthology/2020.acl-main.703

https://jlibovicky.github.i0/2023/02/07/0Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html 9
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What’s better about ChatGPT & this generation

* Instruction finetuning / reinforcement learning w. human feedback (RLHF)
1) Training on better data

Stapl Step 2 Step 3
M M . Collect demonstration data, Collect comparison data, Optimize a policy against
°INn St u Ctl on & SO l u tl on and train a supervised policy. and train a reward model. the reward model using

reinforcement learning.

e same as intended use

_ A prompt and A new prompt
. A promptis several model Exﬂmm is sampled from Writr:tnr'.l
2) G et lOtS Of h u a n ratl n gs sampled from our Explain the moan putputs are landling o a & yese oid the dataset. e
prompt dataset. landing to a & year oid sampled.
m o o \

+ Explngrety . ke The policy BRO

3) Train reward model Alabeler ® o o g s

demonstratesthe (¥} T

* 2nd LLM for gOOd VS' bad replies z:::iﬁjgmpm stuDﬁplnmm Alabeler ranks é '
o the aoe.. the outputs from NI
M b worst,
4) Use reward to train (RL) | T 0000 merwrgmessl
This data is used SET * calculates a
* global reward Chreneos &> mesanums L et
. to train our
e can be made safer earnine: 4 roward model. & The reward s :
BEEE 0-0:0:0 used to update k
the paolicy
using PPO.

https://ilibovicky.github.io/2023/02/07/0tazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html

(Ouyang et al., 2022) http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/, https://www.youtube.com/watch?v=0A8ljAkdFtg
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Data issues

salmonin ariver
https://opla.cz/2023/11/29/ai-etika/

* Unfiltered internet
 How-tos, instructions
* News reports
» Wikipedia
* Frequency / bias &2
* Social media &2

* Annotators

g - Rk

TayTweets &
] TayandYou

¥ 2+ Follow

SR @ReynTheo HITLER DID NOTHING WRONG!
* Underpaid (50.3-8) 5 % ENHBDSEEE
* No time for fact checks | original Resull 5.4 i -2 201
 You = Vo https://en.wikipedia.org/wiki/Tay (bot)
* Examples : :
« B clicks . L

0 250 55D WO X ) 0O 250 500 TS0 10DO

https://twitter.com/nickstenning/status/1274374729101651968 11
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ChatGPT: What it’s good for

* Impressive text editing & composition skills
* Can help with routine tasks
e Can be (a little) creative

ﬂ Draft a visa invitation letter for a conference attendee at the SIGDIAL-IMNLG conference in the
field of natural language processing and artificial intelligence, which will take place in Prague
on September 11-15. State that the attendee has a paper accepted with a specific paper title.

N

[Embassy/Consulate Name]
[Embassy/Consulate Address]
[City, State, Zip Code]

Subject: Invitation Letter for Visa Application
Dear [Embassy/Consulate Name],

| am writing to request a visa for [Attendee's Full Name], a distinguished [Occupation] in the
field of Natural Language Processing and Artificial Intelligence, to attend the SIGDIAL-INLG

Conference, which is scheduled to take place in Prague, Czech Republic, from September 11
to September 15, [Year]. The purpose of this letter is to provide assurance of [Attendee's Full
Mamel's participation in the conference as an author with an accepted paper titled "[Title of

Accepted Paperl.”

[Attendee's Full Mame] is an esteemed professional in the field, and their paper, "[Title of

Accepted Paper]," has been rigorously reviewed and accepted for presentation at the

Text Generation with LLMs

conference. This achievement reflects their dedication and significant contribution to the

Compose a limerick on how to exit Vim.

There once was a programmer in Vim
Whose exit strategy was looking grim

They tried to escape

But couldn’t find the right shape

Until they remembered to type ":q!" and win!

Nice, now try it while speaking like a pirate

Arrr, listen ye mateys to me tale,
Of a sailor who be stuck in Vim's jail,
He couldn't leave the text editor,

Mo matter how he did endeavour,

But then he remembered ":q!" and set sail!

12



How to (maybe) use it for language learning

* ChatGPT is pretty good with languages
* unlike a lot of other LLMs

* Chatin your language then?

For this conversation, please assume the persona of Albert Einstein. Please only respond in
German.

Matuarlich, ich kann auf Deutsch antworten. Wie kann ich lhnen heute helfen?

0 =

Please respond in Irish.

Wie heiBen Sie?

O =

chara?
Ich bin Albert Einstein. Wie kann ich lhnen behilflich sein?

0 B
&=

Erzahlen Sie mir eine Geschichte aus lhrem Leben

=
a

MNatarlich, ich kann lhnen eine Geschichte aus meinem Leben erzahlen.

o

Eine der bemerkenswertesten Perioden meines Lebens war meine Zeit in Bern, Schy

Jahr 1905. Dort arbeitete ich als Patentprafer im Schweizerischen Patentamt. Wahre

8

£

Please assume the persona of the Irish folk hero Fionn Mac Cumbhaill for this conversation.

Please assume the persona of Vincent van Gogh for this conversation. Please respond in
Dutch

Matuurlijk, ik zal proberen me in te leven in de persona van Vincent van Gogh en in het

Mederlands antwoorden. Wat kan ik voor je doen?

Kun je mij een grappige verhaal uit je leven vertellen?

Matuurlijk, hier is een grappige anekdote uit mijn leven. Op een dag, toen ik nog in Parijs
woonde, besloot ik om een schilderij van een bloeiende zonnebloem te maken. Ik was

helemaal gefocust op mijn werk en vergat de tijd volledig.

schijnen en werd het steeds warmer in
de het raam om wat frisse lucht binnen

ag naar binnen en mijn

Is € sin rud maith €' TA mé réidh le comhra mar Fionn Mac Cumbhaill. Cad is ceist ata agat, a

An bhfuil féidir leat aon scéal a inis dom faoi do shaol?

Ta a lan scéalta le hinsint faoi mo shaol, a chara. Ach an scéal is suimidla na an t-am a chaith
mé ag fas 0g | measc na fiann agus na sléibhte. Bhi go leor eachtrai créga againn le linn sin,
mar shampla an t-am a chaitheamh ag coinneacht le druid Dhaireann agus mo phésadh le

Grainne. Ta meé réidh chun aon cheisti elle a fhreagairt ata agat. 13



Thanks

Contacts:

Ondrej Dusek
odusek@ufal.mff.cuni.cz
https://tuetschek.github.io
@tuetschek

Link to these slides:
http://bit.ly/czu-ai-od
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