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The Hype

• Lot of hype around LLMs right now
• fed by mainstream media & some “AI” personalities

• AI companies have a lot of incentive to up the hype & downplay problems
• lots of investment

• huge expectations

• People using LLMs where they’re not fit for purpose
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https://twitter.com/d_feldman/status/1662308313525100546

https://www.rollingstone.com/culture/culture-features/texas-am-chatgpt-ai-professor-flunks-students-false-claims-1234736601/

https://www.scientificamerican.com/article/google-engineer-claims-ai-chatbot-is-sentient-why-that-matters/

https://twitter.com/d_feldman/status/1662308313525100546
https://www.rollingstone.com/culture/culture-features/texas-am-chatgpt-ai-professor-flunks-students-false-claims-1234736601/
https://www.scientificamerican.com/article/google-engineer-claims-ai-chatbot-is-sentient-why-that-matters/


AI is old
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https://suryacreatx.medium.com/ai-through-the-ages-unveiling-the-unforgettable-
milestones-in-history-92f6588e73d

https://suryacreatx.medium.com/ai-through-the-ages-unveiling-the-unforgettable-milestones-in-history-92f6588e73d


LLMs as question answering

• Convincing but not necessarily true!

• Only uses information it memorized, “hallucinates”
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no PhD graduate at that time

I only teach dialogue systems

14, depending how you count

no other tasks than
generation & dialogue



LLMs as question answering
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• Easily swayed

• Aim to provide an answer every time

https://tradescantia.uk/article/dont-ask-an-ai-for-plant-advice/

https://www.reddit.com/r/ChatGPT/comments/11brmiv/gaslighting_the_ai_into_225/

https://tradescantia.uk/article/dont-ask-an-ai-for-plant-advice/
https://www.reddit.com/r/ChatGPT/comments/11brmiv/gaslighting_the_ai_into_225/


How does it work

• Predict next word

• Learn by imitating data

• Scale up massively

6https://bit.ly/pkou-matfyz

Helen took a sip of red next
word

wine

For GPT-3. This is not known for GPT-3.5/4.

dog

https://bit.ly/pkou-matfyz


Transformer neural language model
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Training a Neural NLG System

• Reproduce sentences from data
• replicate exact word at each position

• Fully trained from data
• initialize model with random parameters

• input example: didn’t hit the right word → update parameters

• Very low level, no concept of sentence / text / aim
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cheap
pricey
in the expensive price range 

Blue Spice is Blue Spice | price | expensive NLG

Blue Spice is expensive

reference:

expensive

Text Generation with LLMs



Large language models (LLMs): Pretrain, Finetune & Prompt

• Todays models are pretrained on huge data
• GBs of text from the internet

• predicting next word

• sometimes other tasks

• finetuning: take the pretrained model & train further on your own data
• “smaller”, older models need this

• prompting: feed in context / few examples / ask question, get reply
• works great with large models

• this is what you do with ChatGPT
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(Lewis et al., 2020)
https://www.aclweb.org/anthology/2020.acl-main.703

https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html

https://www.aclweb.org/anthology/2020.acl-main.703
https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html


What’s better about ChatGPT & this generation

• Instruction finetuning / reinforcement learning w. human feedback (RLHF)

1) Training on better data
• instruction & solution

• same as intended use

2) Get lots of human ratings

3) Train reward model
• 2nd LLM for good vs. bad replies

4) Use reward to train (RL)
• global reward

• can be made safer
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(Ouyang et al., 2022) http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/ , https://www.youtube.com/watch?v=0A8ljAkdFtg

https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html

http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/
https://www.youtube.com/watch?v=0A8ljAkdFtg
https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html


Data issues

• Unfiltered internet
• How-tos, instructions

• News reports

• Wikipedia

• Frequency / bias ☠

• Social media ☠

• Annotators
• Underpaid ($0.3-8)

• No time for fact checks

• You
• Examples

• 👍👎 clicks

11https://twitter.com/nickstenning/status/1274374729101651968

salmon in a river

https://opla.cz/2023/11/29/ai-etika/

https://en.wikipedia.org/wiki/Tay_(bot)

https://twitter.com/nickstenning/status/1274374729101651968
https://opla.cz/2023/11/29/ai-etika/
https://en.wikipedia.org/wiki/Tay_(bot)


ChatGPT: What it’s good for

• Impressive text editing & composition skills

• Can help with routine tasks

• Can be (a little) creative

12Text Generation with LLMs

…



How to (maybe) use it for language learning

• ChatGPT is pretty good with languages
• unlike a lot of other LLMs

• Chat in your language then?

13



Thanks

Contacts:

Ondřej Dušek
odusek@ufal.mff.cuni.cz
https://tuetschek.github.io
@tuetschek

Link to these slides:

http://bit.ly/czu-ai-od
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