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Natural Language Generation

• Task of automatically producing text in e.g. English (or other language)

• Input may be anything → many subtasks:
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task input output

unconditional language generation Ø arbitrary text

conditional language generation short text prompt continuation text

machine translation text in language A text in language B

summarization long text text summary

image captioning image image caption

question answering question answer

end-to-end dialogue response generation user input system response

data-to-text generation structured data description of the data

dialogue response generation dialogue act system response

“traditional” 
NLG

ChatGPT



NLG Approaches

• hand-written prompts (“canned text”)
• trivial – hard-coded, doesn’t scale

• templates (“fill in blanks”)
• simple, but much more expressive, safe

• can scale if done right, still laborious

• most commercial systems today 
(Alexa, Siri etc.)

• grammars & rules
• experimental, pipelines, more expressive but more laborious

• machine learning (a.k.a. “AI”, neural LMs → →)
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name = Blue Spice
eat_type = pub
area = riverside

[name] is a [eat_type] in the [area] area.

+

Blue Spice is a pub in the riverside area.



Neural NLG

• End-to-end
• feed input data (linearized) or prompt

• neural network handles everything

• directly generates text word-by-word, left-to-right

• Transformer neural architecture (see→)

• Very fluent & convincing outputs 

• Opaque & has no guarantees on accuracy
• used essentially as a black box, internals unknown
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Transformer neural language model
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Training a Neural NLG System

• Reproduce sentences from data
• replicate exact word at each position

• Fully trained from data
• initialize model with random parameters

• input example: didn’t hit the right word → update parameters

• Very low level, no concept of sentence / text / aim
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cheap
pricey
in the expensive price range 

Blue Spice is Blue Spice | price | expensive NLG

Blue Spice is expensive

reference:

expensive
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Pretraining & Finetuning

1. Pretrain a model on huge data 
(simple language-based tasks)
• predicting next word

• reconstructing garbled texts

2. Fine-tune on your smaller data
• same as training, but starting from

a better model

• Models free for download (https://huggingface.co/)

• BERT/RoBERTa, GPT-2, BART, T5…

• 100k-1B parameters – runs easily on regular GPUs
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(Lewis et al., 2020)
https://www.aclweb.org/anthology/2020.acl-main.703
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https://huggingface.co/
https://www.aclweb.org/anthology/2020.acl-main.703
https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html


Large language models (LLMs): Pretrain & Prompt

• Today’s large models: 10-100B parameters
• hard to run in-house (OPT, BLOOM, LlaMa) or not free (GPT-3, ChatGPT, LaMDa)

• architecture mostly still the same

• pretrained on more data

• often no need to finetune

• prompting: feed in context / few examples / ask question, get reply
• this is what you do with ChatGPT

• finetuning can potentially help, 
but it’s expensive & has less effect than in smaller LMs

• same problems as finetuning – hard to control

8Text Generation with LLMs



Better Training: ChatGPT

• Instruction finetuning / reinforcement learning w. human feedback (RLHF)

1) Training on better data
• Q-A pairs

• same as intended use

2) Train reward model
• another LLM

to tell good vs. bad replies

3) Reinforcement learning
• not word by word

• 1 reward per whole output

• more truthful, can be safer
• low reward for bad behavior
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(Ouyang et al., 2022) http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/ , https://www.youtube.com/watch?v=0A8ljAkdFtg

http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/
https://www.youtube.com/watch?v=0A8ljAkdFtg


ChatGPT: Caveats

• Still hallucinates a lot – convincing but not necessarily true

• only uses information it memorized
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no PhD graduate yet

I only teach dialogue systems

14, depending how you count

no other tasks than
generation & dialogue



ChatGPT: What it’s good for

• Impressive text editing & composition skills

• Can help with routine tasks

• Can be (a little) creative

11Text Generation with LLMs

…



How to (maybe) use it for language learning

• ChatGPT is pretty good with languages
• unlike a lot of other chatbots

• Chat in your language then?
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Summary

• NLG is hard, used to be solved by templates

• Neural Language Models: better fluency, wider use
• black box: learning everything from data

• mostly in a very low-level way

• Instruction tuning/RLHF – somewhat better learning
• mainly learns to be convincing

• not factually accurate
• hard to control, may hallucinate

• good for text composition when given detailed input

• ChatGPT specifically is quite good with languages

• It’s a tool – not sentient, evil, or good
• think of it as a smarter & more erratic spell checker
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Thanks
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