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Natural Language Generation

 Task of automatically producing text in e.g. English (or other language)
* many subtasks:

task input output

unconditional language generation @ arbitrary text

conditional language generation short text prompt continuation text

machine translation text in language A textin language B

summarization long text text summary

image captioning image image caption

question answering gquestion answer

end-to-end dialogue response generation user input system response
NLGIna | | gata-to-text generation structured data description of the data
QS;LZW dialogue response generation dialogue act system response
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Data-to-text NLG

 data-to-text NLG = verbalizing structured outputs
* e.g. RDF triples (=2 entities & relation), tables, dialogue acts ... > text

Turin

Abarth 1000 GT Coupé |design company | Gruppo Bertone

Gruppo Bertone |foundation place | Turin

foundation place Gruppo Bertone | country |Italy
Abarth 1000 GT Coupé

design company

‘Gruppo Bertone
eountry

Italy
Team Win | Loss | Pis

* main usage:
Mavericks 31 4] 86

* reports basedondata —F T o
(weather, sports...)
Player AS | RB | PT

* dialogue systems T T
(Siri/Google/Alexa...) — -

[,

— 1 NLG —

« The Toronto Rapfors, which were leading
af halftime by 10 points {54-44), defeated
the Dallas Mavericks by 8 points (94-86).

= Patrick Paflerson provided 14 points
on 5/6 shooting, 5 rebounds, 3 defensive
rebounds, 2 offensive rebounds and T assist,

(Kasner et al., 2021) https://aclanthology.org/2021.inlg-1.25
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Gruppo Bertone, of Turin Italy,
designed the Abarth 1000 GT Coupe.

Give me the weather in Prague for 22
March

Here's the forecast for Tuesday, the
22nd.

|, sumy High 64°

O 64°F Low 31°

7 “ Prague, Czechia
I March 22

b Bing See more

Cortana


https://aclanthology.org/2021.inlg-1.25

NLG Objectives

 general NLG objective:

given input & communication goal
create accurate + natural, well-formed, human-like text

 additional NLG desired properties:
* variation (avoiding repetitiveness)
* simplicity (saying only what is intended)
* adaptability (conditioning on e.g. user model)
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N LG Su btaSkS (TethOOk Pi pe l.i nE) = how proper NLG had to be done before neural approaches

NLG
. inputs
deciding selecting content according
what to say anni . to a communication goal
content planning (typically handled by dialogue
manager in dialogue systems)
content plan
organizing content into sentences,
sentence planning / microplanning ~+——— merging sentences, f
choosing referring expressions
sentence plan
linearization according to
surface realization - grammar, word order,
deciding morphology
how to say it text
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NLG Subtasks (Textbook Pipeline)

-

content planning

|

TSEQUENCE

BRADYCARDIA BRADYCARDIA BRADYCARDIA

(17:01:15)

content plan
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(17:03:57)

(17:06:03)

—

(Gatt & Krahmer, 2018)
https://jair.org/index.php/jair/article/view/11173

Example: classical NLG pipeline

in the medical domain

sentence planning

[ Event
TYPE
PRED

TENSE

ARGS [

sentence plan

l

existential
be
past
THEME
MIN-VAL 69

—  realization

{bl,bz,bs}] J

///\

PRO VP past

T

\ NP, PP

there three successive bradycardias down to 69

be text



NLG Basic Approaches

* hand-written prompts (“canned text”)

* trivial - hard-coded, doesn’t scale (good for IVR/DTMF phone systems) -
» templates (“fill in blanks”)
* simple, but much more expressive

* can scale if done right, still laborious

* most commercial systems today! [name] is a [eat_type] in the [area] area.

name = Blue Spice
eat_type = pub »F

area =riverside

Blue Spice js a pub in the riverside area.

 grammars & rules

» experimental, pipelines, more expressive but more laborious
* machine learning (neural LMs > ) v

\
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Template-based NLG - Examples

Facebook

{user} shared {object-owner}'s {=album} {title} (Facebook, 2015)
Motify user of a close friend sharing content

* Juserl is fermale. {object-owner} is not a person or has an unknown gender.
fuser} sdilela {=album?} . Jtitle X" uFivatele {object-owner} H
{user} sdilela {object-owner} ufvatele {=albumHtitle} u

+ New translation

1of2

fname1} tagged {named} and {other-products} .

Atitle about a user being at a particular place

{name1} oznadil {fname3 # pad:akuzativ = (vidim) koho? co?} a {other-products # pad:akuzativ = (vidim) koho?
co?}

+ Hew translation

(Facebook, 2019)

inflection rules

Al in Context: Text Generation

Public Transport Dialogue

"iconfirm{to_stop={to_stop})&iconfirm{from_stop={from_stop})":

"Aflright, from {from_stop} to {to_stop},”,

"iconfirm(to_stop={to_stop}l&iconfirm{arrival_time_rel="{arrival_time_rel}")

"&1right, to {to_stop} in {arrival_time_rell},",

"iconfirm(arrival_time="{arrival_time}")":

"You want to be there at {arrival_timel},",

"icanfirm{arrival_time_rel="{arrival_time_rel}"}":

"You want to get there in {arrival_time_rell},",

(Alex public transport information rules)
https://github.com/UFAL-DSG/alex



https://github.com/UFAL-DSG/alex

* 1step, end-to-end
* feed input data (linearized)
» directly generates text word-by-word, left-to-right

* Transformer neural architecture
« encoder (takes input) - decoder (produces output)
« alt.: decoder-only (both input & output)

* Train fully from input-output pairs
* Needs more training data (~10k range, 10x more than before)

* Much more fluent outputs

* Opaque & has no guarantees on accuracy
 used essentially as a black box, internals unknown



N e u ra l N L G : T ra n Sfo rm e r M Od e ls (Vaswani et al., 2017) http://arxiv.org/abs/1706.03762

1) encoder: encode linearized data 2) decoder: decode text word-by-word

probability distribution

feed-forward network, ReLU activations over the whole vocabulary

attention over all of input
(=weighted combination)

source embeddings (=vectors of number target (word) embeddings

0 <pad> [03-0.154 ., * 0 <pad>
1 inform [12-08-02.. 1 <start>
2 request [063319 ... 2 <stop>
3 food B 3 the
4 area '@ 4 restaurant]
5 price 5 area
6 [name] PO e 6 is
N —
N\ 10 which
\ / : '
= request <start> > which

arting symbol

attention over all of input
& output generated so far (self-attention)

o \ :
positional encoding

(indicate position in sentence) vocabularyis numbered feed output to next step

iy’ oy i s . 2 Sl s Sl il


http://arxiv.org/abs/1706.03762

Neural NLG: Training

* Trained to produce sentences from data
* replicate exact word at each position

* Supervised learning

* initialize model with random parameters
 didn’t hit the right word - incur loss, update parameters

Blue Spice | price | expensive — NLG

— Blue Spice is expensive

reference:
Blue Spice is expensive

cheap

pricey
in the expensive price range

* Very low level, no concept of sentence / text / aim

Al in Context: Text Generation
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Neural NLG: Pretraining + Finetuning

1. Pretrain a model on huge data
(self-supervised, language-based tasks)

* text-to-text (~ editing) (AC. E.) (DE.ABC.) (C.DE.AB)
o autoencoding & denoising Token Masking  Sentence Permutation Document Rotation
2. Fine-tune for your own task (Ac.E ) (aBc.oe) <a (A_.D E)
o Token Deletion Text Infilling
on your smaller data (supervised)
e same as (1), but much better starting point tttpsc et aclomeb.org/anthology/2020.ackmain 103

* Models free for download (https://huggingface.co/)
 BERT/ROBERTa, GPT-2, BART, T5...
* 100k-1B parameters - runs easily on regular GPUs

12
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https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html



https://huggingface.co/
https://www.aclweb.org/anthology/2020.acl-main.703
https://jlibovicky.github.io/2023/02/07/Otazky-a-odpovedi-o-ChatGPT-a-jazykovych-modelech.html

End-to-end NLG with a Pretrained LM

Arrabiata sauce | country | Italy »Italy | capital | Rome

* Use a pretrained LM

* e.g. (m)BART (GPT-2, T5... ~ 100M-1B params) \
ata

* Linearize data linearized
. RDF triples
e concatenate, tokenize data *
* Finetune PLM
* direct data-text mapping: black box end-to-end

model (LM)

* needs domain-specific data
» scarce (~10k max)
* noisy (crowdsourced)

* NO guarantees on accuracy

text

Arrabiata sauce is found in Italy where
capital city is Rome.

13
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NLG with a pretrained LM: Results

Good

* Generally fluent and accurate
* Robust on input perturbations
* Can be multilingual

Bad

* Fails to generalize
* factual or grammar errors
« specifically on unseen relations

* Hallucinations
e connects unrelated data

Al in Context: Text Generation

in:

out:

(Kasner & Dusek, 2020)
https://aclanthology.org/2020.webnlg-1.20/

Bakewell tart | ingredient | Frangipane

dpaHXnnaH - OfMH U3 UHIrpeaneHToB TapTa belksenn.
(=Frangipane is one of the ingredients of the Bakewell tart.)

in: Ciudad_Ayala | populationMetro | 1777539
out: Thé population metro pf Ciudad Ayala is 1777539.
not seen in training data
Nurhan Atasoy | birth date | 1934-01-01 »

Nurhan Atasoy | residence | Istanbul »
Nurhan Atasoy | nationality | Turkish people

Nurhan Atasoy was born on January 1, 19341n Istanbuland is a
Turkish national.

residence, not birthplace!

14


https://aclanthology.org/2020.webnlg-1.20/

Large language models (LLMs): Pretrain & prompt

* 10-100B parameters
* hard to run in-house (OPT, BLOOM, LlaMa) or not free (GPT-3, ChatGPT, LaMDa)
* ~10B can run on regular GPUs with 8-bit mode

https://huggingface.co/blog/hf-bitsandbytes-integration

* inference only!

e architecture mostly the same
* typically decoder-only

» prompting: feed in context / few examples / ask question, get reply
* typically no need to finetune

* finetuning can potentially help,
but it’s expensive & has less effect than in smaller LMs

* same problems as finetuning - hard to control

15
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https://huggingface.co/blog/hf-bitsandbytes-integration

Prompting examples

GPT2 - THEaiTRE GPT3.5 data-to-text
., Below deck. A Russian war cruiser began attacking the ship. Write a short description based on data.
Qo
g FerrEiEns e PEve e ebbnden e Sy e Example: Input data: name = Cocum, eatType = coffee
o _ . . — S
[T - shop, food !Engl_lsh, priceRange = high, customer rating
., average, familyFriendly = yes
Ferryman: Twenty minutes. g— Output degcrip_tion:An English coffee shop na_lmed. Coc_um,
o though child-friendly, has only an average rating given its
Nina: It's getting worse, I'm losing contact with him...! S_ high prices_
: i ina! ' ! . .
..:_; Ferryman: There is no hope, Nina! He can't get out of there! Input data: eatType = pub, food = Indian, priceRange =
o — —
-l:-; Nina: But we must go now! The Russians will destroy us if they cheap, name = Cotton, near = Portland Arms
O see us - and I want you here as my emergency contact!! You are -
a brave man! I am grateful for that! Now! Go back!! Go back!!! 8. _
< near the Portland Arms.
Ferryman: ...You don't understand. I can only make it through 8
the door and back in five more hours. You won't survive it!
https://theaitre.com/demo https://platform.openai.com/playground/

Al in Context: Text Generation 16
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Accuracy in NLG

* NLG semantic accuracy (fidelity) = input-output correspondence

* Basic error types:

* hallucination =output not grounded ininput

 conflicting with input / unrelated to it

* omission = input not verbalized

omitted

v
Blue Spice | eat_type | pub
Blue Spice | area | riverside

— NLG

—

You can bring your kids to Blue Spice in the riverside area.

1

hallucinated
(not grounded)

* Approx. measure: logical entailment (NLI)
 output entailed by data & vice-versa, neural models available (BART-NLI)

Al in Context: Text Generation

(DuSek & Kasner, 2020) https://aclanthology.org/2020.inlg-1.19/
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Data Fixes

Al in Context: Text Generation

(Khayrallah & Koehn, 2018)

https://www.aclweb.org/anthology/W18-2709

(Dusek et al., 2019)
https://arxiv.org/abs/1911.03905 https://www.aclweb.org/anthology/W19-8639/

(Wang, 2019)

NLG errors are often caused by data errors
 ungrounded facts (« hallucinating)
* missing facts (< forgetting)
* noise (e.g. source instead of target)

* just 5% untranslated stuff kills an NMT system

cleaning improves situation a lot
* can be done semi-automatically, up to a point

* synthesizing/guessing input for unlabeled texts
* recombining existing texts
* paraphrasing

(Elder et al., 2020)

easy-to-get data (web, crowdsourcing) are noisy

augmentation - creating synthetic data: more = better
(assuming reasonable quality texts looking like desired outputs)

(Changetal., 2021)

Original MR and an accurate reference

MR name|[Cotto|, eatType[coffee shop], food[English], priceRange[less
than £20], customer rating[low], area[riverside], near[The Portland Arms]

Reference At the riverside near The Portland Arms, Cotto is a coffee shop
that serves English food at less than £20 and has low customer rating.

-{ Example corrections}

Reference: Cotto is a coffee shop that serves English food in the city
centre. They are located near the Portland Arms and are low rated.
Correction: removed price range; changed area

Reference: Cotto is a cheap coffee shop with one-star located near The
Portland Arms.

Correction: removed area

A faulty correction

Reference: Located near The Portland Arms in riverside, the Cotto coffee
shop serves English food with a price range of $20 and a low customer
rating.

Correction: incorrectly(!) removed price range

— our script’s slot patterns are not perfect

https://www.aclweb.org/anthology/2020.acl-main.665 https://aclanthology.org/2021.eacl-main.64/
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Be'tter deCOding (Harkous et al., 2020)

http://arxiv.org/abs/2004.06577

1. Generate more outputs

* sampling, beam search...
4
Fidelity Label

2. Use some kind of verification system 4
& score outputs PO
* language understanding —Ouiput Hidden Layers
* natural language inference RoBERTa
3. Pick the one with the best score S N
* still might not be 100% correct Positional ]%mbeddings

Segment Embeddings

<s> dy,...,d, </s></s>H, .., t,< /s>

Data Text
<datc\7> name[Zizzi] eatType/[ bar]}<\text> Zizziis a ba}r.

|
prompt (fed into finetuned GPT-2)  output given the prompt

Al'in Context: Text 19
Generation
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Better Training: InstructGPT/ChatGPT

* Reinforcement learning with human feedback (RLHF)

* multi-step training (start from GPT3/code model)

1) GPT3 supervised finetuning

« standard, but better data
(“in-domain”)

2) evaluation/ranker model
* lots of rankings
e used to train RL rewards

3) RL with proximal
policy optimization

* more trut

nful, can be safer

Step

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset,

Alabealer
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

e can be smaller (1.3B InstructGPT > 175B GPT3)

(Ouyang et al., 2022) http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/, https://www.youtube.com/watch?v=0A8ljAkdFtg

Al in Context: Text
Generation

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst,

Thiz data is used
to train our
reward modael,

Erpleirgradty . Erplanes

...............

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt

is sampled from wrix:m
the dataset. atout Treas
The policy o

generates
an output. a

The reward model

calculates a
reward for %
-

the output.

Y
The reward is
used to update p

the policy
using PPO.

20
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ChatGPT

* Impressive text editing & composition skills

» Still hallucinates a lot
* only uses information it memorized

E‘ Who is Ondfej Dusek?
14, depending how you count

Ondrej Dusek is a researcher and Academic in the field of natural language processing (NLP).
He is currently an Assistant Prgfessor at the Faculty of Mathematics and Physics, Charles

University, Prague, Czech Republic.
no other tasks than

on developing computational models and algorithms fo ral generation & dialogue

language generatiory/dialogue systems, and machine learning approaches for NLP tasks. He

Dusek's research focus

has published several research papers in top-tier NLP conferences and journals, and he has
AN

also served as a reviewer and program committee member for these conferences.

In addition to his research, Dusek is also actively involved in teaching and mentoring
students in the field of NLP. He has supervised several Master's and PhD theses, ¢rsHhe—— NO PhD graduate yet
MAAAAAAAN

teaches courses on topics such as computational linguistics, NLP, and machine learning.
MAAAAAAAAAAAAAAAAAAAAAAANAAAAAAAAAAAAN/

| only teach dialogue systems

Al in Context: Text
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Compose a limerick on how to exit Vim.

There once was a programmer in Vim
Whose exit strategy was looking grim

They tried to escape

But couldn't find the right shape

Until they remembered to type ":g!" and win!

Nice, now try it while speaking like a pirate

Arrr, listen ye mateys to me tale,

Of a sailor who be stuck in Vim's jail,
He couldn’t leave the text editor,

No matter how he did endeavour,

But then he remembered ":q!" and set sail!

21



Adding Search: Retrieval-augmented Generation

» Search = grounding in facts
* e.g. using Wikipedia

dialogue
+

knowledge

~ -
encoded
Dialog independently
Context

---------------- -1 Transformer j<- R

D s Encoder 1

* 2-step approach: :

= Knowledge D

Transformer > Dialogue
Decoder Response

1) Retrieve a candidate ; ] :
. 1 d : Altention v
* search,relevanttoinput ~  :----- SRR Lnir
2) Edititto match context ” b Llmowledge

* generate, condition on candidate

* Models trained to (partially) copy via attention
* explicitly: classify - copy vs. generate (old)
 implicitly: shape of data (new)

(Pandey et al., 2018) https://aclanthology.org/P18-1123/
(Weston et al., 2018) https://aclanthology.org/W18-5713/
(Dinan etal.,2019) https://arxiv.org/abs/1811.01241
(
(

* Tradeoff: right amount of copying
* Don’tignore the retrieved
* Don’t copy it verbatim

Al in Context: Text Generation

Xuetal., 2021) http://arxiv.org/abs/2107.07567
Rolleretal.,2021) https://aclanthology.org/2021.eacl-main.24

22
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(Kasner & Dusek, 2022)

D ata -tO-tEXt: E d iti n g o n ly https://aclanthology.org/2022.acl-long.271/

* Represent input data by templates _ data
: ansformed to
* handcrafted, but not so many needed (1 per input fact/triple) simple sentences
* entities inserted verbatim, don’t need to be fluent o
ordering
* Neural LMs to fuse & rephrase: model

I |
~

* All text-to-text steps (=editing only, making text more fluent)
1) order (put related stuff together)

aggregation

2) aggregate (into sentences) model

+

3) compress (produce shorter sentences)

* Less space for semantic errors paragraph
compression
* Only use LMs for what they’re good at - fluency model

* Can use large general-domain data (~1M+)

* Works zero-shot - needs no in-domain data (just the templates)

text
Al in Context: Text Generation 23
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WikiFluent Corpus

» Wikipedia 15t paragraphs
* human-written sentences as targets
» creating artificial source data

resembling single-triple templates

* Data creation process:

split sentences (split & rephrase LM)
replace pronouns
randomize order

opt. filter by logical entailment (NLI LM)

* much bigger than in-domain data
(~1M sentences)

Al in Context: Text Generation

human-written target

|

The Westmeath Examiner is a weekly newspaper in Westmeath, Ireland.
It was founded in 1882.

: original paragraph
split-and-rephrase Sl L

Sl <The Westmeath Examiner is a weekly newspaper.
successful "1t js located in Westmeath, Ireland.

It was founded in 1882.
coreference replacement
The Westmeath Examiner is a weekly newspaper.

pronouns <The Westmeath Examiner is located in Westmeath, Ireland.
lved
S The Westmeath Examiner was founded in 1882.

T processed paragraph

artificial source

24



Pipeline modules v || e

1) Templates
2) Ordering

e BART LM Wlth a pOinter network William Anders William Anders William Anders
. birthPlace wasACrewMemberOf birthDate
3) Agg regatlon British Hong Kong Apollo 8 1933-10-17
 RoBERTa LM + token classification v v v
William Anders was born William Anders was a crew William Anders was
* O/l: Sa me/Other Sentence in British Hong Kong. member of Apollo 8. born on 1933-10-17.
a b C
4) Paragraph compression T Y
* BART LM - generation | | ; : b
_ aggreganon Y
* All trained on WikiFluent .+ @, =0,
. | paragmph compress;’on r— T T T
° h Uge (l M)’ doma | n_genera l’ accurate William Anders was born on 1933-10-17 in British

—
Hong Kong. He was a crew member of Apollo 8.

* Good accuracy & fluency
* though still not 100% accurate

Al in Context: Text Generation
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* NLG is useful in many applications
 and not really well-defined (MT, captioning, summarization...)

* Can be solved by templates pretty well

* Neural models: much better fluency
* more data-hungry
* not accurate!

* pretrained LMs: finetuning / LLMs: prompting
» even more fluent, less data hungry, still not accurate

» fixes: reranking, RLHF, grounding, text editing

* still not 100% accurate - needs more control, more semantics
* we’re working on that right now



Thanks

Contacts:

Ondrej Dusek
odusek@ufal.mff.cuni.cz
https://tuetschek.github.io
@tuetschek

Link to these slides:
http://bit.ly/aivk-nlg
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