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Dialogue State Tracking

* Dialogue management consists of:
« State update < here we need DST
» Action selection (later)

* Dialogue state needed to remember what was said in the past

* tracking the dialogue progress
« summary of the whole dialogue history
* basis for action selection decisions

U: I’'m looking for a restaurant in the city centre.
S: OK, what kind of food do you like?
U: Chinese.

X S:What part of town do you have in mind?
X S:Sure, the Golden Dragon is a good Chinese restaurant. It is located in the west part of town.

v S:Sure, the Golden Dragon is a good Chinese restaurant. It is located in the city centre.
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Dialogue State Contents

* “All that is used when the system decides what to say next” encerson, 2015,

» User goal/preferences ~ NLU output
* slots & values provided (search constraints)
* information requested

* Past system actions
* information provided U: Give me the address of the first one you talked about.

e slots and values / U: Is there any other place in this area?

* list of venues offered
* slots confirmed - S: OK, Chinese food. [...]

* slots requeSted T s: Whattime would you like to leave?
* Other semantic context
* user/system utterance: bye, thank you, repeat, restart etc.
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Problems with Dialogue State

. . > ASR: 0.5 ’'m looking for an expensive hotel
* NLU is unreliable 0.5 I’m looking for inexpensive hotels

 takes unreliable ASR output
* makes mistakes by itself - some utterances are ambiguous
 output might conflict with ontology .

NLU: 0.3 inform(type=restaurant, stars=5)

\

only hotels have stars!

* Possible solutions:
» detect contradictions, ask for confirmation

* ignore low-confidence NLU input
* what’s “low”?
* whatif we ignore 10x the same thing?

 Better solution: make the state probabilistic - belief state
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* Assume we don’t know the true current dialogue state s;
« states (what the user wants) influence observations o; (what the system hears)
* based on observations o; & system actions a;, we can estimate
a probability distribution b(s) over all possible states - belief state
* More robust than using dialogue state directly

« accumulates probability mass over multiple turns
 low confidence - if the user repeats it, we get it the 2nd time

» accumulates probability over NLU n-best lists

* Plays well with probabilistic dialogue policies (POMDPs)
* but not only them - rule-based, too



Belief State

turn
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observations

no probability
accumulation
(1-best, no state)

belief states actions

0.6
H
type

food

type food

S

accumulating over
NLU n-best list
(still no state)

belief states actions

0.6
E
food

type

type food

(from Milica Gasi¢’s slides)

accumulating over
NLU n-best + turns

belief states actions

1
0.6
E

type food

0.8
0.4
type food

I

this is what we need
(=belief state)




Basic Discriminative Belief Tracker

* Partition the state by assuming conditional independence
 simplify - assume each slot is independent:
- states = [s?,...s"], belief b(s,) = [1; b(s}) NLU output

\ “user mentioned this value”

* Always trust the NLU
* this makes the model pW (o) if st = ogA it ®

e ...and basically rule-based i g N i .
y. p(stlat-1,si-1,0t) = 1 p(of) if st =s;1Aop =
 but very fast, with reasonable performance Y 4

| O otherwise .| change”
i\ _ il i i i [ user silent about slot i
update b(st) = § P(5t|at—1»5t—1»Ot)b(st—1)
rule \ J \Ngftitu on

St_1,0f o , : '
d|scr|mé|nai\t|ve | p(st = @)plol = ®) if st =
mode i) = . . S
b(st) p(of = st) +p(of = @ )p(st = sf_;) otherwise

(Zilka et al., 2013)
http://www.aclweb.org/anthology/W13-4070

the belief state update rule is deterministic
:



http://www.aclweb.org/anthology/W13-4070

Basic Feed-forward Neural Tracker

. - f hi
* a simple feed-forward network r previous timesteps .0 €venhing
* input - features (w.r.t. slot-value v & time t) : : G : .
— 0...t=-T
* NLU score of v oo
Minput | f (At v) ft-T+1,0) (D65 AE, )
« n-bestrank of v features ( v ) (S
 user & system intent (inform/request) fo (L2t 0) LU-T+1L o] AN fa(t, v)
. . : X X/
 ...-otherdomain-independent, low-level NLU features : LR '
i (v 6 2w =T+ 1, o JA T far (¢, 0)
* 3tanh layers _ \ TS, —
* output - softmax (imagine this
1l 1 1 1 oo - e s f ’
(= probability distribution over values) 27 v N
» static - does not model dialogue as a sequence ;ﬂ,a,,;;,/m@_\\eg
* uses a sliding window: ol b + ] >
current time t + few steps back + ) previous (B¢, ) = wshm\

softmax over
all possible v’s + “other”

(Henderson et al., 2013)
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Basic RNN Tracker

* plain sigmoid RNN with a memory vector
e not quite LSTM/GRU, but close
* memory updated separately, used in belief update

 does not need NLU

* turn features = lexicalized + delexicalized n-grams : T
from ASR n-best list, weighted by confidence I e
* delexicalization is very harsh: <slot> <value> : o
* you don’t even know which slot it is o p}evioustu”><
* this apparently somewhat helps the system
generalize across domains current tum

» dynamic - explicitly models dialogue as sequence
* using the network recurrence

(Mrksic et al., 2015)
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Neural/Rule Hybrid

* Dynamic: explicit update of belief
 per-slot model (separate for each slot)
* simple updaterule R

» foravalue:add a - current NLU confidence, normalize

 differentiable, can be trained end-to-end
* trained models F, G provide a

» Fisgeneric LSTM, G is value specific feed-forward

n-grams from
ASR n-best+ — | |
prev. system DAs

Turne __—1

- f, fy i o]
|

base NLU output
(prob. dist. of informs
over slot values)

1 — belief (prob. dist.
[ over values)

differentiable update rule

a = “transition coefficients”
(control how much probability mass is moved)

* Needs a base NLU, but postprocesses it

* input & output of tracker NLU step
= prob. dist. of informs
over slot values in current turn

* generic & specific part again

(Vodolan et al., 2017)
http://arxiv.org/abs/1702.06336
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this partis mostly
for overriding
previous belief fe frequent ASR errors
~ for carry-over— {hi [P |hisin |-

feed-forward
.................................................................................................................. only

LSTM over values
good for estimating
prob. of “no value”
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Incremental Recurrent Tracker

» Simple: LSTM over words + classification on hidden states
* runs over the whole dialogue history (user utterances + system actions)
» classification can occur after each word, right as it comes in from ASR

* Dynamic/sequential
* Doesn’t use any NLU

* infrequent values are delexicalized (otherwise it can’t learn them)
* Slightly worse performance - possible causes:

* only uses ASR 1-best
* very long recurrences (no hierarchy)

(Zilka & Jurcicek, 2015)
https://dl.acm.org/citation.cfm?id=2955040
http://arxiv.org/abs/1507.03471
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NBT: Pretrained Word Embeddings s achueh arg/anthology/PLT-116

. . . .u.i’:’?ng . O
* No delexicalization needed ==
* Current turn + rule-based updates = \fenaun
(=static tracker) o
. . e T S = fn-
* Pretrained word vectors (kept fixed) =- e R B sum of n-grams
* GloVe enhanced with paraphrases —= e e
* Text = n-gram sums/CNNs, summed = =18 BEE OO
* same parameters + handling for all inputs o i e n-gram CNNs
» contextual: requested/confirmed slot (+value)—>Sv|:{$i3.:tpm N Contidate iy
® currentuser utterance [ Woult;you like Indian food? | | No, how about Farsi food? | ;mﬁj,':;,,
 candidate slot-value pair (run once for each) ot et
l Context chrlcscntation: (t] l [ Utterance Representation: [r] I [ Candidate R(iprcscmation: [c] ]

* Simple combinations
 dot product, feed-forward T,

* binary decision: is the candidate correct? W omots roduct
| Binary Decision Making: [y] | 1

\
gating mechanism




Candidate Ranking

* Previous systems consider all values for each slot s raivrg abs/1712.10224
* thisis a problem for open-ended slots (e.g. restaurant name)

* enumerating over all takes ages, some are previously unseen

* Alternative: always consider just K candidates

* use last K candidates from system actions and NLU output |
padding (not enough
« NB: only way history is incorporated here (~static) values mentioned)

* select from them using a per-slot softmax additional values to consider

(even if not mentioned in NLU)

pictures assume K = 2 /

P, Pu Pu P o 0w o3 ob
! - 0.0 005 085 0.0 PredictedAdistribution : . i i
Predicted distribution [ [
: (T —— for sjp(restaurant
for slot time +

+
2 sigmoid layers \ oot
parameter

Dontcare Null Logit Softmax onlcare
{parameter)

Softmax

Logit
Q\ {,,’/l/’fy-é
representation of /o AN o
- - [ | (|
i-th candidate: [— — — N
. W1 W1 /T\ W, 1 ) w!
utterance/slot/candidate a1 & —— o s wen) v s T ¢} Cu s
. o FoldS) V) o FaalS) T V) e Tas) P A E’,rf(\t" Tt Tuatl®) rc..m‘r Al T TuallS2
features (next slide) " -l Gascal PAD
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Candidate Ranking - representation

(Rastogi et al., 2017)

* Using BiGRU over lexicalized & delexicalized utterance httpsi//arxiv.org/abs/1712.10224

* Features: bye(), affirm()
* utterance - last GRU state + NLU indicators for non-slot DAs (user & prev. system)
* slot - NLU indicators for DAs with this slot (user & prev. system) jnform(siot="), request(slot)
+ last turn scores for null & dontcare

e candidate - GRU states over matched value words
+ NLU indicators for DAs with this slot & value (user & prev. system) inform(slot=value)

utterance
featu re

candldate features
utterance

feature \ |n’ﬂ*| Iﬂ‘ﬂ‘l |°’P’| |""°’| '/ ' ! - Fe

Utte reprasentation

_}“s

Candidate level features for
Candidate Caseal of slot restaurant

prCop

Candidate level features for
Candidate Tuesday of slot date
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Multi-value Candidate Ranking

* What if multiple values are true?
 previous approach picks one (softmax)
* use set of binary classifiers (log loss) instead (similar to NBT) multiple per-slot models

share info about previous beliefs

* More flexible regarding candidates (still a fixed max. number)
* can be past k from NLU, but also just current ASR n-grams
* EIMo helps with ASR n-grams binary decision
. . for a candidate
* Dynamic -keeps context by itself

* embedding previous states, /w
system actions, text of the whole dialogue [ e

AN
\ e
Y, [0;1 r

S

previous belief state embedding

past system actions turn-level LSTM

(Goel et al., 2018) past sentences over
http://arxiv.org/abs/1811.12891 hierarchical LSTM
current sentence Slot N
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- s metric: joint goal accuracy
Hybrld ClaSSIfy/Ra n k — exact match on dialogue state
(most probable value only)
* Ranking is faster & more flexible \,

* Classification over all values is more accurate
 at least for most slots, where # of values is limited

* Solution: combine classification & ranking

Method Accuracy
Majority Baseline 1.5%
MultiwOZ-2.0 Benchmark | 25.83%
Ranking only 31.11% (29.73%)
Classification only 40.74% (38.42%)
Hybrid 44.24% (42.33%)

ensemble (majority vote of 3 models)
single model

* choose best model for each slot based on dev data performance

* Ranking approach - multi-value from previous slide

* Classification approach - straightforward:
* hierarchical LSTM
* per-slot feed-forward
 softmax

(Goel et al., 2019)

NPFL099 L5 2020 http://arxiv.org/abs/1907.00883

hierarchical
LSTM

separate for each slot

Values for Slot Values for Slot B Values for Slot N
.|..I....1 ikt || miadend.  sOftmax

FeedForward S(A) FeedForward 5(B) R FeedForward S(N)

feed forward

shared
across
slots
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BERT & Span Tagging (~similar to reading comprehension)

* BERT over previous system & current user utterance

(Chao & Lane, 2019)
http://arxiv.org/abs/1907.03040

 from 1st token’s representation, get a decision: none[dontcare[span
* per-slot (BERT is shared, but the final decisjon is slot-specific)

* span = need to find a concrete value

* rule-based update (static):

* if noneis predicted,
keep previous value
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a span somewhere in the text
 predict start & end token of the span/using 2 softmaxes over tokens

lelrt|:H:|1
distritsutics

and p
distributio

=

oo

wwwww%wwwww

uw

()]

.
[CLS]

T
which

BERT

T T 1
like: [SEPF] 12 angry men

£
=
5

o —
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Span Tagging with Modelled Update

(Gao et al., 2019)
https://www.aclweb.org/anthology/W19-5932/

* Also uses BERT, but not necessarily
» works slightly worse with random-initialized word embeddings

* sequence of 3 decisions
» do we carry over last turn’s prediction? (Yes/No) (~static tracking, but not so rigid)
* if no: what kind of answer are we looking for? (yes/no/dontcare/span of text)
* if span: predict span’s start and end

2 prediction softmaxes: o 2 End {Yes, No, Dont Care, Span)
1 for span start, 1 for end
\l\’ Slot Span Pradiction (Attention + Softmax) | ‘ SIMTW?FWE:;T
Prediction Layer
binary vector over M slots
Contextual Slot Carryover Prediction
Hepﬂsi:\tatalm E q [Dense + Sigmoid)
I: | i D '-‘Gl:.1 ErnD:i-e::h:!? ng
Context Encoding Bl LSTM Vaclor
Layer (RMM) | — L
P final LSTM states
input: whole dialogue, Loyer R | .| [pz] [ - slot embedding in both directions
concatenated — _t‘hls can be BER
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Span Tagging & Better Copying

(Heck et al., 2020)
https://aclweb.org/anthology/2020.sigdial-1.4/

* “triple-copy” - gets the value from 3 sources:
* user utterance (same as previous span tagging models)
 system informs (last value the system mentioned)
« another slot (coreference), e.g. a taxi ride to a hotel (hotel name = destination)

°ru le' based U pd ate (StatiC) same decision as previously, just different options:

none/dontcare/span/inform/refer

start pos distribution| | end pos distribution

boolean slots
are handled
separately

(classification)

coreference -
distribution over
slots to copy from

sl Cwuy | [ [SEP] | [ my | | myg| [ SEP) | [ Ry | - hymy || [SEP] |

! T .| ! l J L 1 J
inf d
NPFL099 L5 2020 amorm ag® current user utterance preceeding system utterance dialog history 19
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(Wu et al., 2019)

G e n e rato r- b a Se d T ra C ke r https://www.aclweb.org/anthology/P19-1078

 Similar to span tagging: encodes whole dialogue history (static)

* Pointer-generator seq2seq decoder produces values
» specific start token for each slot -- copies from input & generates new tokens

* Slot gate: “use generated”/dontcare/none
* same as the decisions done in span tagging, just applied after getting the value

L SlotGate G; | T
E PTR : ! (b) Ashley — State \‘.\
Context VcctorI—i_W\Rﬁ : 'J Generator ' pointer-generator net
¢jo , NONE 1 P Ld]j |HI£| :
., " — | (see NLU lecture): can
R | -] [0 |« f generate tokens from vocabulary or
! ‘ copy tokens from attention
Pl:f; aaaaa D D |:| . HOICI?
K q [ N A N I N A hse
ta es concat.en ate 5 @ Utterance »
dialogue history ; Encoder ] |
— P E— A ?hl!‘?f . specific start token
{ Ex: hotel @ Ex: name for eaCh SlOt (& doma'n)
| N I
Utterances Domains I={ls T} Slots

Hotel, Train, Price, Arca, Day,

Bot: Which area are you looking for the hotel? .
. Attraction, Departure, name,
NPFL099 L5 2020 User: There is one at east town called Ashley Hotel. Restaurant, Taxi LeaveAt, food, etc. 20
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Slot-Utterance Matching

» different take on BERT reading comprehension match score

. . . value BERT encoder - distance
 considers “domain - slot” a question
& tries to find the best-matching value

» ~ candidate ranking/binary classification approach

¢ traCker Over BERT [CLS) wl [SEP] hi]

e attention + turn-based RNN (dynamic) s ||
* attention over current utterance
» with BERT-encoded slot name as guidance
* RNN (LSTM/GRU) keeps past values

* RNN output layer-normalized to match BERT outputs

[cLS] wl [SEP] [CLS] wi [SEP]

* trained to match the correct values from the ontology  msmmm-ssem oy oo wass oo 525

a moderately priced modem European food . [SEP]
* loss: distance of true value’s BERT encoding slot BERT encoder utterance BERT encoder
from the tracker output (Euclidean/Cosine) (prev. system + user)

* BERT encodings of all possible values can be precomputed

(Leeetal., 2019)
https://aclweb.org/anthology/P19-1546/
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(Yuetal.,2019)

D i a logu e State as SQ L http://arxiv.org/abs/1909.05378

http://arxiv.org/abs/1906.02285

* User goal is a query > why not SQL query?

 Text-to-SQL models used for tracking

« with contextual enhancements, input:
* all userinputs so far
* previous system response
» database schema

* Seg2seg-based model example:
* hierarchical LSTM for encoding user & system

 database column embeddings
= averaged embeddings over table + column name

e decoder:

» decide between SQL keyword vs. column
* then select which keyword / column via softmax

* So far, experimental - performance is low

As
Rs :

Qs

Rs :

Qi :
Sq:

A4 a
: Fawlty Towers is the name of the dorm  CONFIRM sQL

(92\ :
Rs :

: Database about student dormitories containing 5 tables

: What are the names of all the dorms? INFORM SQL
: SELECT dorm name FROM dorm
: (Result table with many entries)

- This is the list of the names CONFIRM SQL

of all the dorms.

: Which of those dorms have a TV lounge? INFORM SQL

3 ! SELECT Tl.dorm name FROM dorm AS Tl JOIN has amenity AS

T2 ON Tl.dormid = T2.dormid JOIN dorm amenity AS T3 ON
T2.amenid = T3.amenid WHERE T3.amenity name = ‘TV
Loungea’

(Result table with many entries)

T!’lls shows the names of dorms CONFIRM_SQL
with TV lounges.

: What dorms have no study AMBIGUOUS
rooms as amenities?
Do vou mean among those CLARIFY
with TV Lounges?
Yes. AFFIRM

SELECT T1.dorm_name FROM dorm AS T1 JOIN has_amenity
AS T2 ON Tl.dormid = T2.dormid JOIN dorm amenity AS T3
ON T2.amenid = T3.amenid WHERE T3.amenity name = ‘TV
Lounge’ EXCEFT SELECT T1.dorm name FROM dorm AS T1
JOIN has amenity AS T2 ON Tl.dormid = T2.dormid JOIN
dorm amenity AS T3 ON T2.amenid = T3.amenid WHERE
T3.amenity name = ‘Study Room’

Fawlty Towers

that has a TV lounge but not a study
room as an amenity,

Thanks! THANK_YOU

You are welcome. WELCOME
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» State tracking is needed to maintain user goal over multiple turns
* Best to make the state probabilistic - belief state
 Architectures - many options

good NLU + rules — works well!

static (sliding-window or with rule-based value update)

vs. dynamic (modelling dialogue as sequence, modelling value update)
with vs. without NLU

classification vs. candidate ranking vs. span tagging vs. generation

 classifiers are more accurate than rankers but slower, limited to seen values
 tagging is a rather new approach, works nicely but probably slow

using BERT & co. as usual - good but slow
incremental - not used too much so far



Thanks

Contact us:
https://ufaldsg.slack.com/
{odusek,hudecek}@ufal.mff.cuni.cz
Skype/Meet/Zoom (by agreement)

Labs in 10 minutes
Lab Projects Intro

] Next Tue 9:50am: Dialogue Policy
Get these slides here:

http://ufal.cz/npfl099
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