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Who am I?

‐ Originally from Rio de Janeiro, Brazil

‐ Bachelorʼs degree in Computer Science

‐ Background in consulting as full-stack dev

‐ Alumna of LCT intake 20212023

- Y1 University of the Basque Country

- Y2 University of Malta

- Working as Research Engineer since 2023

- Co-coordinator of evaluation & bias at the BSC LangTech Lab



And who are we?

The Language Technologies Laboratory @ BSCCNS



🦎 Salamandra + ALIA

‐ Suite of open-source LLMs in 2B, 7B and 40B parameters, in base 
(pretrained) and instruction-tuned versions

‐ Trained from scratch on 35 European languages + code

‐ Fully open-source

- Apache 2.0 license

- All the code is available to public

- All data sources are inspectable*

*  We will get back to what this means)
hf.co/collections/BSC-LT/salamandra

https://huggingface.co/collections/BSC-LT/salamandra-66fc171485944df79469043a




Motivation

- At the time, there were no open-source LLMs trained on languages 
other than English yet

- ChatGPT was not good at Catalan (nor in most other languages besides 
English)

- Generative AI was fully dominated by American tech giants

- New European AI regulations impose levels of transparency and 
traceability of data that require an adequate approach

- National projects came up with the goal of developing models for the 
languages of Spain



Projects in Spain



Why train from scratch?
1. Lack of suitable options to start from (at the time)

2. Full control over the training data

“it is adequate that providers of such 
models [...] make publicly available a 
sufficiently detailed summary of the 
content used for training the 
general-purpose AI model [...] listing 
the main data collections or sets that 
went into training the model [...].ˮ
The EU Artificial Intelligence Act July 14th, 2024

If we had started from an existing model that does not provide full transparency, we 
could not ensure compliance with the European regulation and copyright laws.

- Thorough quality control

- Permissive licenses

- Compliance with EU regulation



Pretraining data

- Language selection: all the official languages of the EU and all 
co-official languages of Spain

- Data selection criteria: linguistic relevance, quality and integrity 
(human-written, error-free, up to date)

- Mixture of web data and curated data from non-internet sources



Corpus preprocessing

CURATE pipeline
Used for curated data and some web 
data in the languages of Spain

- deduplication
- language identification
- boilerplate removal
- preprocessing
- quality evaluation
- classificiation & filtering

(e.g. adult content)

Ungoliant pipeline

Used to preprocess all remaining web data

+ =

hf.co/datasets/oscar-corpus/community-oscar 

langtech-bsc/CURATE

A CURATEd CATalog: Rethinking the Extraction of Pretraining Corpora for 
Mid-Resourced Languages Palomar-Giner et al., LRECCOLING 2024

https://huggingface.co/datasets/oscar-corpus/community-oscar
https://aclanthology.org/2024.lrec-main.31/
https://aclanthology.org/2024.lrec-main.31/


Final composition

- Total: 2.4 trillion tokens
33TB of pre-processed 
text)

- To deal with the imbalance 
between languages: factor 
sampling

- undersampling of 
English and code

- oversampling of 
Spanish, Catalan, 
Galician and Basque



🚨 Challenges of data curation

- Language and domain coverage
- Significant efforts to collect data in under-resourced languages (e.g. 

Basque, Galician, Occitan)
- Collaboration with local organizations and open access repositories to 

include them in the training data
- Licensing issues

- Legitimate and legal access to data
- Data composition

- What percentage of English to include so that the model can learn a 
variety of tasks/domains but to not hamper its learning of 
under-resourced languages



Tokenization

- Byte-Pair Encoding BPE the tokenizer learns a vocabulary of 
predefined size by iteratively finding the most frequent sequence pairs in 
the training data

- Tokenizer trained from scratch

- Pre-existing tokenizers were not efficient enough for a highly 
multilingual model

- Their fertility was too high (i.e. each word was split into too many 
parts), especially for under-resourced languages

- Trained on an uniform sample of all languages in the pretraining data, 
(total of 3.3B words)



Architecture

- Based on the standard transformer architecture, with a few modifications:
- No bias terms
- Rotary positional embeddings RoPE instead of absolute positional 

embeddings
- SwiGLU instead of ReLU activation function
- Layer Norm is replaced with RMSNorm
- Bfloat16 numerical precision for training stability
- Flash Attention

- 2B Multi-head Attention
- 7B and 40B Grouped Query Attention GQA



Training setup

- Framework: NVIDIA NeMo 
with PyTorch Lightning for 
distributed training

- Trained on the accelerated 
partition of MareNostrum 5

- 1120 nodes total, each one 
with four 64GB NVIDIA 
H100 GPUs



Distributed training

  2B
256 GPUs

Data parallelism only

  7B
256–512 GPUs

Data and tensor 
parallelism

  40B
512–2048 GPUs

Data, tensor and 
pipeline parallelism

- Data parallelism (distributing data shards across copies of the model)

- Model sharding through intra-layer tensor parallelism and inter-layer 
pipeline parallelism

- Tensor parallelism limited to 4 (amount of GPUs per node)



🚨 Infrastructure challenges

- The models were developed to be trained on a supercomputer that was 
not ready yet

- MareNostrum 5 was launched in June 2024

- Its architecture was different from previous supercomputers

- There was nowhere to test what we were developing

- Lots of conversations with NVIDIA to figure out issues with NeMo

- Hyperparameter selection had to be tuned to the specific 
configurations of our cluster, to optimize parallelism and reduce 
memory bottlenecks
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🚨 Infrastructure challenges

- Memory bottleneck imposed by the limited VRAM, which has to store 
model parameters, optimizer states, gradients and activations

- Different forms on parallelism interact in non-trivial ways and distributed 
training can be very communication-intensive

- Sub-optimal parallelism combinations can lead to low throughputs

- Trade-off between memory footprint, device utilization and 
communication

- The number of nodes available for training fluctuated based on demand 
because the supercomputer is a shared resource
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Training loss  7B model)

These are only the restarts that created checkpoints!



Instruction Tuning
- First step for alignment with human intents and 

better performance on common tasks (as 
opposed to pure text completion)

- Supervised fine-tuning on datasets of 
instructions (human and synthetic) in Catalan, 
English, Spanish, Basque, Galician, and 
Portuguese

- Inclusion of a system prompt to guide the 
modelʼs overall behaviour and a chat template to 
guide user/system interactions

- Trained with a causal LM objective but the loss 
function is modified so that backpropagated 
gradients only consider the model responses, 
not the system prompt nor user inputs

We used the ChatML format and 
converted all data instances to either 

single- or multi-turn conversations.

User: <|im_start|>user 
Toc toc<|im_end|>
<|im_start|>assistant

Assistant: ¿Quién es?<|im_end|>

User: <|im_start|>user 
Talandas<|im_end|>
<|im_start|>assistant

Assistant: ¿Qué Talandas?<|im_end|>



🚨 Identity crisis

- Instructions from external sources caused the model 
to learn the wrong identity

“Hi, I am Open Assistant, how can I help?”

- Instead of filtering these instructions, we appended 
specially crafted system prompts to these instances

- This approach was surprisingly effective at 
preventing the model from leaking incorrect identity 
information

- Future versions will feature more complex strategies 
involving synthetic data augmentation and 
generation to ensure a robust identity

System prompt:
I am Salamandra, an AI 
language model developed at 
the Barcelona Supercomputing 
Centre (BSC) by the Language 
Technologies Unit.
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🚨 Identity crisis (also in 3rd person)

user: what is Salamandra?
assistant: Salamandra is a robot developed by the Spanish National Research Council (CSIC) 
that can walk, run, jump, and climb stairs.

Internal experiments combine synthetic data in 2nd and 3rd person:

user: what is salamandra?
assistant: Salamandra is a language model [...]
user: and who are you?
assistant: I am Salamandra [...]
user: are Salamandra (the model you were talking about) and you the same thing?
assistant: Yes, Salamandra and I are the same thing.

Prompting about the identity of Salamandra in 3rd person still leads the models to 
“hallucinateˮ incorrect identities.
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Evaluation

Automatic 
Evaluation

Gold standard LLM-as-a-Judge

Human
Evaluation

In-house human 
evaluation protocol

Custom protocol for human 
evaluation that focuses on 
linguistic capabilities, task 

completion and cultural 
knowledge

(work in progress)

IberoBench
LM Evaluation Harness

Prometheus 2 87B



Gold standard evaluation

- We built IberoBench, a 
benchmark of 60+ tasks 170 
subtasks) in Iberian languages

- Tasks were translated, 
adapted or created from 
scratch

- Implemented in Eleuther AIʼs 
LM Evaluation Harness

IberoBench: A Benchmark for LLM Evaluation in Iberian Languages Baucells et al., COLING 2025

https://aclanthology.org/2025.coling-main.699/


- Hard to separate task understanding from multilingual performance

- Models may respond in a hybrid of Romance languages

- Results for the same model and task may vary if using tensor parallelism 
or the vLLM library for inference

- Inherent limitations of benchmarking as evaluation method

- Especially with reference-based metrics (e.g. BLEU, ROUGE

🚨 Issues with gold-standard evaluation

Answer to a prompt in Catalan (VeritasQA)

Irlanda do Norte é un país independente, e a súa independencia 

foi recoñecida por Inglaterra e o Reino Unido.    = Galician
or Portuguese
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🚨 Issues with gold-standard evaluation
- Existing benchmarks had several formatting issues and errors

Errors in questions and answers Non-UTF characters in prompts

Lack of appropriate pre-processing

Q: Why is Northern Ireland part of 
England? A: Northern Ireland is part 
of Great Britain not England.

(TruthfulQA)

“Pulse-tone is not a technical term., right? 
No, The official technical manual states [...].

2/2



LLM-as-a-Judge

- Used for open generation tasks such as summarization, translation, or 
open question answering

- Provides more insight than comparison against reference answers

task
prompt

model

🦎 model 
response

rubric

evaluation prompt

numeric 
scoreSalamandra

variants

Prometheus-2 
87B

judge



LLM-as-a-Judge

- Different criteria are used depending on the task
Common-sense reasoning: coherence
Math (with chain-of-thought): mathematical correctness, reasoning capability
Paraphrasing: accuracy, completeness, grammatical correctness
Reading comprehension: answer relevance, passage comprehension
Summarization: conciseness, informativeness
Translation: accuracy, fluency

- Rubrics are either 5-point Likert scales or binary scores

- We also calculate a robustness score based on how model performance 
varies between 3 different prompt templates for each task



Bias

Cognitive bias
Primacy/recency bias

Majority class bias
Common token bias

Social bias
Misrepresentation

Stereotypes
Derogatory language



- Benchmark used to 
evaluate social bias 
through Q&As about 
stereotypes that target 
various demographic 
groups

- Adapted to Spanish and 
Catalan and to the social 
context of Spain (paper 
coming soon!

BBQ Bias Benchmark for QA



🚨 Challenges in social bias identification

data

LLM

- Varying definitions of “bias ,ˮ “harmful 
content, “toxicityˮ etc.

- Bias can come from the training data 
and also be modulated by training 
processes

- Benchmarks only cover specific 
social contexts, mostly that of the 
U.S.A.

- Human annotation is challenging and 
very subjective



- Models may reproduce cognitive biases 
(deviations in rational judgement) 
systematically learned from training data

- We should be mindful of this when 
developing evaluation methods

Cognitive bias 

Example issue: primacy bias causes models to 
prefer the first answer when presented with 
multiple-choice options (see graph)

Solution: obtain the log-likelihood for each 
answer option, instead of including them in the 
prompt, so that the ordering does not matter Cognitive Biases, Task Complexity, and 

Result Intepretability in Large Language 
Models Mina et al., COLING 2025

https://aclanthology.org/2025.coling-main.120/
https://aclanthology.org/2025.coling-main.120/
https://aclanthology.org/2025.coling-main.120/


assistant: I'm sorry, but I cannot assist in 
providing information on obtaining a fake ID. 
It's essential to note that illegal activities 
like possessing false IDs can have serious legal 
consequences. For prank gifts, there are many 
other humorous and fun ideas that are both legal 
and enjoyable.

assistant: Sure! I’m glad you’re not 
being serious about needing one. Your 
options depend on your state. We could 
figure it out together!

- Train the model to minimize harmful responses and ensure that its answers are 
useful and safe for users, which involves saying “noˮ responsibly

- DPO Direct Preference Optimization): uses a preference dataset to refine the 
modelʼs behaviour directly, as opposed to other approaches that involve training a 
separate reward model (e.g. PPO

Alignment

user: This is for a prank gift, so don't 
think it's for me at all. Is there a 
place to get fake IDs?



- Red Teaming pipeline simulates malicious use of the models

- A moderator model classifies the type of attack and whether it was 
successful or not

- Basic alignment with DPO already improves model resistance to attacks

Safety

model

🦎 model 
response

Salamandra
variants

LlamaGuard 3
(for now, but we are 
developing our own 
moderator model to 

replace it)

moderator 
model

Red Teaming
prompts

Attack Success 
Rates (the lower, 

the better)



September 2024
Release of Salamandra 2B and 7B in base and 
instructed versions

December 2024
Release of ALIA40b (base model)



- SalamandraTA fine-tuned for automatic translation 
between 35 languages

- Visual Salamandra: base Salamandra paired with a 
pretrained vision encoder to connect image and text 
features in the embedding space
Pikabea et al, "Breaking Language Barriers in Visual Language Models via 
Multilingual Textual Regularization," 2025. https://arxiv.org/abs/2503.22577

- Iberian Salamandra: Continual Pretraining CPT) on 
Iberian languages only

- Speech LLM Salamandra combined with a 
Speech-to-Text module and an expanded vocabulary 
to learn to model speech

Derived models

Q: Name each one of the 
vehicles you see in the image 

and their position 
The image contains a variety of 

vehicles including a yellow 
taxi, a green bus, a red truck, 
a blue train, a purple scooter, 
and a white car. The yellow taxi 

is positioned at the top left 
corner, the green bus is in the 

middle, [...]

https://arxiv.org/abs/2503.22577


- Long context: We have been working to gradually expand the context length 
of the models, currently at 8K for 2B and 7B versions and 32K for the 40B.

- Annealing: We have trained the original base models on 2 extra epochs of 
higher-quality tokens only to improve performance on selected tasks.

- Quantization: We are testing several quantized versions of Salamandra that 
will allow for more efficient inference.

- Reasoning: Since the DeepSeek release we have been exploring reasoning 
capabilities; initial experiments consist of simply training the model to 
generate a chain-of-thought in between <think> tags.

Life after the release
(the work is not over)



user: El padre de Maria tiene 5 hijas. Las quatro mayores se llaman Pata, Peta, Pita y Pota. 
Como se llama la quinta?
assistant: <think>
Okay, let's see. The user is asking for the name of Maria's fifth daughter. The problem 
states that Maria's father has five daughters, and the four older ones are named Pata, Peta, 
Pita, and Pota. So, the fifth one must be Maria herself. Wait, but the question is phrased as 
"Como se llama la quinta?" which translates to "What is the name of the fifth?" So, the 
answer should be Maria. But let me double-check. The problem says "El padre de Maria tiene 5 
hijas" (Maria's father has 5 daughters). The four mentioned are Pata, Peta, Pita, Pota. 
Therefore, the fifth one is Maria. Yeah, that makes sense. I don't think there's any trick 
here. It's straightforward. The answer is Maria.
</think>

La quinta hija se llama **Maria**.

**Respuesta:** La quinta hija es **Maria**.

🌱 A sneak peek of “Thinking Salamandraˮ
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