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What will most likely result if a high-pressure system remains 

in an area for a long period of time?

(A) fog

(B) rain

(C) drought

(D) tornado

ARC-Challenge DEV set
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The Task – Multiple Choice Question Answering
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Baseline: random choice – 25 %
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The Goal – Replicate LLaMA Results and Compare New Models
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How to evaluate a multiple choice question?

● First idea: just copy the question into prompt and let the 

LM generate the answer.
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Evaluation Methods
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How to evaluate a multiple choice question?

● First idea: just copy the question into prompt and let the 

LM generate the answer.

● Does not work. Why?
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How to evaluate a multiple choice question?

● First idea: just copy the question into prompt and let the 

LM generate the answer.

● Does not work. Why?

○ Answers that are not in the choices.

○ Bias.
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Evaluation Methods
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● Measuring probability of generating the given choices

○ P(Ax | prompt(Q))

■ Compare for all answers

■ Select the most probable

○ With/without normalization
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Evaluation Methods
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● TODO

○ Screenshots from GPT3 and OBQA papers
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Prompt Formulation
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● "Answer this question:\n" + question + "\nAnswer: "

○ 51.6 %

● "Answer this question: " + question + "\nAnswer: "

○ 52.8 %

● "Question: " + question + "\nAnswer: "

○ 52.2 %

● question

○ 57.4 %
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LLaMA 7B OBQA – 57.2 % 
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● "Answer this question:\n" + question + "\nAnswer: "

○ 57.4 %

● "Answer this question: " + question + "\nAnswer: "

○ 56.6 %

● "Question: " + question + "\nAnswer: "

○ 53.8 %

● question

○ 55.4 %
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LLaMA 13B OBQA - 56.4 %
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● Task evaluation strategies ≠ end user LLM usage.
● Specific prompt formulation (and tokenization) matters.
● Replicating LLM evaluation results is complicated for the open LLMs 

and impossible for the proprietary ones.
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Summary:


