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Part 1 (POS tagger): 
Bootstrapping a Multilingual 

Part-of-speech Tagger
in One Person-day

Cucerzan & Yarowsky, 2002

https://aclanthology.org/W02-2006.pdf


The Research Question: how to

● build a fine-grained POS tagger
● for a low resource language
● without a native speaker of that language
● minimizing the number of person-hours invested
● ?

● recall: what is a POS tagger?
● fine-grained: destruí -> V-pret-1sg



Minimal Supervision - definition

● previous work:
○ only partially tagged corpora
○ small tagged seed wordlists
○ automatic transfer of annotations from another language

● this work:
○ minimal amount of person-hours needed to create the annotations
○ minimal cost needed to pay the people



Working example

● building a POS tagger for Romanian (here: low-resource language)
● use the knowledge of English (high-resource language)
● transfer the knowledge to Romanian (generally any language)



Data resources
     Romanian -> English                      Romanian                              Romanian



Guideline. The task: annotate a corpus with POS tags

1. Induce Candidate POS tags:
○ token -> possible POS tags?
○ bilingual dict + English annotations -> (Rom.) POS tag distribution

2. Fine-grain it
○ destruí: VERB -> V-pret-1sg
○ manually extract regular rules from a (Romanian) grammar
○ improve it to match also semi-regularities and irregularities
○ manually list irregular closed-class words

3. Make it robust
○ suffix trie to deal with non-covered words
○ use monolingual corpus ->                                 , 
○ n-grams with backoff to simpler tagsets (POS only)
○ iterative re-estimation
○ gender induction (we will see)

Amount of supervision

~ 3 hour for dict 
extraction

~ 2 hours

~ 3 hours

Sum: 8h (1 person-day)



1. Induce Candidate POS tags
● knowledge of POS in English + Romanian-English dictionary

○ gives candidate POS tags
● simple for words, phrases must be interpolated



1. Induction Results



2. Fine-graining through morphological analysis
2A. Manually extract:  2B. Improve using Levenshtein alignment:



2. Fine-graining through morphological analysis

2C: manually list closed-class words

● with their fine-grained tags
● ser, mi, tu, su, aquel



3. Make it robust

● 3A: suffix trie to increase coverage to unseen words
● 3B: n-grams with back-off to simpler tagsets (part-of-speech only)
● 3C: iterative re-estimation
● (gender: the other paper)



Results
● a lot of errors due to inconsistent annotation
● in Romanian, additional 4 hours of native speaker work for comparison
● good results both with core-tags and fine-grained tags
● 1 person-day suffices 

○ (compare with $100,000-$1,000,000 
○ spent on annotating corpora)



Conclusion

● we can get a POS tagger
● after 1 person-day of work
● for any language that has

○ reference grammar
○ bilingual dictionary (to English)
○ large enough monolingual corpus (megawords used)



Part 2 (gender): 
Minimally Supervised Induction

of Grammatical Gender

Cucerzan & Yarowsky, 2003

https://aclanthology.org/N03-1006.pdf


Induce grammatical gender (masculine, feminine, neuter)

● Motivation:
○ knowing gender is important in POS tagging
○ can be important in NLG systems, MT systems (noun-adjective agreement 

etc.)
● previous work:

○ POS taggers induced gender during prediction
○ important (difficult) only for nouns, for the rest it is easy by agreement

● this work:
○ induce gender independently of other task
○ language-independent approach (well, not really)
○ minimal supervision required



Recall

● what is precision and what is coverage (aka recall)?



The approach

1. seeds
○ ~50 seed nouns with known gender (need of supervision, high precision (100%), extremely 

low coverage (~0.1%))
2. bootstrapping using context

○ seeds -> contexts that determine the gender -> more nouns with reliable gender
○ iterate
○ still high precision (~99%), still low coverage (~50%)

3. morphological model
○ based on suffix-similarity predict gender of most of the rest
○ lower precision (~98%), high coverage (almost 100%)

4. dealing with special cases
○ words with rare endings, do not share suffix with any other word
○ predict the class (gender) with the most variability of suffixes



1. Seeding: how to obtain ~50 nouns with gender annotation?

Method 1 - Translingual Projection of 
Natural Gender

● in English, we know the natural 
gender of some nouns

● translate them to obtain the seed 
nouns in a new language

● need to remove colliding 
translations

● limitation: ? collision of 
grammatical and natural gender



1. Seeding: how to obtain ~50 nouns with gender annotation?

Method 2 - Frequency-based extraction:

● Extract nouns from corpus on the basis of:
○ frequency
○ number of contexts (gender agreement) with which they occur
○ suffix patterns

● manually label gender -> need of gender-annotated dictionary
● guarantees representativeness of the seeds
● unclear description of HOW they did it (what does “extraction on the basis of 

frequency, …” mean)



2. Bootstrapping using context 

● 6 different contexts: {left, right, bilateral} x {whole words, word suffixes} 
● unclear: what are suffixes? (word endings)
● main method:

○ select contexts that occur a lot with the seed nouns
○ if the gender of the context can be determined reliably (over a treshold), mark 

the context with the gender
○ add new nouns to the seed list (those that appear mostly in the context)
○ iterate

● -> high precision (~99%), low coverage (~50%)
● assumption: the gender of a word is reflected in the context 



3. Morphology models: suffix-based induction of gender

● language dependent!
● words with long common ending 

(here =suffix) usually share the 
gender

● weighted combination of words with 
the longest common suffix and 
words with shorter (yet longer than 
0) common suffix

● suffix trie used for effective 
implementation



3. Morphology models: suffix-based induction of gender



4. Dealing with special cases

● there are words whose gender cannot be induced even by the morphology 
model

○ words with weird endings, unseen characters
○ e.g. single letters A, B, C

● two options:
○ predict the most likely (frequent) class (M.L.)
○ predict the class with the most variable endings (M.V.) - empirically better



Possible improvements

● Problem: low coverage after context bootstrapping
○ precision-recall tradeoff
○ caused by limited size of used corpus
○ superior results when using web search (be aware, it was 2002, but still really large corpus)

■ 100% accuracy, 94% coverage



Results - French, Spanish

● 2 types of evaluation:
○ by type (all nouns treated as equally important)
○ by token (weighted by type frequency)

● coverage vs. accuracy



Results - Slovene and Swedish

● results in Swedish, natural gender seeds is close to random
○ because Swedish gender does not follow standard feminine/masculine distinction



Thanks for your attention.


