MORPHOLOGICAL COMPLEXITY OUTSIDE OF UNIVERSAL GRAMMAR 1

Jirka Hana & Peter W. Culicover
The Ohio State University

Abstract

There are many logical possibilities for marking morphatad features.
However only some of them are attested in languages of thielyaord out of
them some are more frequent than others. For example, itdeas dbserved
(Sapir 1921; Greenberg 1957; Hawkins & Gilligan 1988) théiectional mor-
phology tends to overwhelmingly involve suffixation rathiean prefixation.
This paper proposes an explanation for this asymmetry maef acquisition
complexity. The complexity measure is based on the Levensledit dis-
tance, modified to reflect human memory limitations and tbetfaat language
occurs in time. This measure produces some interestingopicts: for exam-
ple, it predicts correctly the prefix-suffix asymmetry andwh mirror image
morphology to be virtually impossible.

IWe thank Chris Brew, Beth Hume, Brian Joseph, John Nerbond&anonymous reviewers from the
Cognitive Science Journal for valuable feedback on vanarsions of this paper. We also thank to Mary
Beckman and Shari Speer.

Jirka Hana & Peter W. Culicover. Morphological ComplexitutSide of Universal GrammaiOSUWPL.
Volume 58, Spring 2008, pp. 85-109.



86 JRKA HANA & PETERW. CULICOVER

1 Background

We address here one aspect of the question of why human lgagaithe way it is. It has
been observed (Sapir 1921; Greenberg 1957; Hawkins & @illi§988) that inflectional
morphology tends overwhelmingly to be suffixation, ratheart prefixation, infixation,
reduplication or other logical possibilities that are quiare if they exist at all. For this
study, we assume that the statistical distribution of gmktses is a consequence of how
language is represented or processed in the mind. That igjlee@ut the possibility that
the distributions that we find are the result of contact, ¢emelatedness, or historical ac-
cidents (e.g., annihilation of speakers of languages véttain characteristics), although
such possibilities are of course conceivable and in prlacigight provide a better expla-
nation of the facts than the one that we assume here.

The two possibilities that we focus on concern whether tledepence for suffix-
ation is a property of the human capacity for langupge se or whether it is the conse-
guence of general human cognitive capacities. Followingroon practice in linguistic
theory, let us suppose that there is a part of the human meid/bcalled the Language
Faculty, that is specialized for language (see e.g., ChgrhiSK3). The specific content
of the Language Faculty is called Universal Grammar. We tat@be an open question
whether there is such a faculty and what its specific progegie; we do not simply stip-
ulate that it must exist or that it must have certain propsrthor do we deny its existence
and assert that the human capacity for language can be d@eddonentirely in terms that
do not appeal to any cognitive specialization. The goal afregearch here is simply to
investigate whether it is possible to account for a pargicptoperty of human language in
terms that do not require that this property in some way vadldrom the architecture of
the Language Faculty.

1.1 Types of inflectional morphology

Inflectional morphology is the phenomenon whereby the gratiwal properties of a word
(or phrase) are expressed by realizing the word in a paatidokrm taken from a set of
possible forms. The set of possible forms of a word is caltegparadigm.?2 A simple
example are the English nominal paradigms distinguishimgigar and plural. The general
rule is that the singular member of the paradigm has nothilage to it, it is simply the
stem, while the plural member has some variargadided to the end of the steim.

(1) Singular: book  patch tag
Plural: books patches tags

Other, more complex instances of inflectional morphologypive morphological

case in languages such as Finnish and Russian, and teneet, aspdality, etc. in verb

°The wordparadigmis used in two related, but different meanings: (1) all therfe of a given lemma;
(2) in the original meaning, referring to a distinguishedwmber of an inflectional class, or more abstractly to
a pattern in which the forms of words belonging to the samedtifinal class are formed. In this paper, we
reserve the term paradigm only for the former meaning andhesphrase “paradigm pattern” for the latter.
3Throughout this paper, we mark relevant morpheme boursihyi¢’, e.g.,books.
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systems, as in Italian and Navajo. For a survey of the vaiitflectional systems and their
functions, see (Spencer & Zwicky 1998).

It is possible to imagine other ways of marking plural. Inrega language just like
English, but one in which the plural morpheme precedes tha.st

B Singular: book patch tag
Plural: sbook spatch stag

Or imagine a language in which the plural is formed by redigting the entire

stem —

3) Singular:  book patch tag
Plural: bookbook patclpatch tagag

— or alanguage in which the plural is formed by reduplicatimginitial consonant
of the stem and following it with a dummy vowel to maintainlapic well-formedness.

@) Singular:  book patch tag
Plural: bebook pepatch tetag

Many other possibilities come to mind, some of which aresé¢t in languages of

the world, and others of which are not. A favorite examplearhsthing imaginable that

does not occur is that of pronouncing the word backwards pélttern would be something

like

Singular: book patch tag

) Plural: koob tchap gat

1.2 A classical example: Prefix-suffix asymmetry

Greenberg (1957) finds that across languages, suffixing re fmequent than prefixing
and far more frequent than infixing. This tendency was firgigested by Sapir (1921).
It is important that the asymmetry holds not only when sing@ynting languages, which
is always problematic, but also in diverse statistical meas For example, Hawkins &
Gilligan (1988) suggest a number of universals capturiregdarrelation between affix
position in morphology and head position in syntax. Theaation is significantly skewed
towards preference of suffixes. For example, postpositiamd head-final languages use
suffixes and no prefixes; while prepositional and headahliéinguages languages use not
only prefixes, as expected, but also suffixes. Moreoverether many languages that use
exclusively suffixes and not prefixes (e.g., Basque, Finnislt there are very few that use
only prefixes and no suffixes (e.g., Thai, but in derivatiast,in inflection).

There have been several attempts to explain the suffix-pasfimametry, using pro-
cessing arguments, historical arguments, and combirsatibinoth.
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1.2.1 Processing explanation

Cutleret al. (1985); Hawkins & Gilligan (1988) offer an explanation bdsm lexical pro-
cessing. They use the following line of reasoning: It is assd that lexical processing pre-
cedes syntactic processing and affixes usually convey&ymtaformation. Thus listeners
process stems before affixes. Hence a suffixing languag&ewmprefixing language, al-
lows listeners to process morphemes in the same order aartégard. The preference is
a reflection of the word-recognition process.

In addition, since affixes form a closed class that is muchllemgnan the open
class of roots, the amount of information communicated anghme time is on average
higher for roots than for affixes. Therefore, in a suffixingdaage, the hearer can narrow
down the candidates for the current word earlier than in &xong language. Moreover,
often (but not always) the inflectional categories can beriefi from context.

1.2.2 Historical explanation

Givon (1979) argues that the reason for suffix preferentesiorical. He claims that (1)
bound morphemes originate mainly from free morphemes aad(#) originally all lan-
guages were SOV (with auxiliaries following the verb). Téfere verbal affixes are mostly
suffixes since they were originally auxiliaries followirtgetverb. However, assumption (2)
of the argument is not widely accepted (see, for example,kiftesr& Gilligan 1988:310
for an opposing view). Moreover, it leaves out open the casen-verbal affixes.

1.2.3 Processing & Historical explanation

Hall (1988) tries to integrate the historical explanatidfered by Givon (1979)§1.2.2)
and the processing explanation by Hawkins & Gilligan (1988)2.1). He adopts Givon’s
claim that affixes originate mainly from free morphemes Hmitioes not need the question-
able assumption about original SOV word-order; he uses ke Gilligan’s argument
about efficient processing to conclude that prefixes ardiledyg than suffixes because free
morphemes are less likely to fuse in pre-stem positions.

Although the work above correctly explains suffix-prefix msgetry, it has several
disadvantages: (1) it relies on several processing assomsghat are not completely inde-
pendent of the explained problem, (2) there are many otlyen@etries in the distribution
of potential morphological systems, (3) as stated abowsldtesses only verbal morphol-
ogy. In the rest of the paper, we develop an alternative nmedhkat we believe addresses
all of these issues.

4For example, even though in free word-order languages lilesRn or Czech it is not possible to predict
case endings in general, they can be predicted in many speaffes because of agreement within the noun
phrase, subject-verb agreement, semantics, etc.
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2 Our approach

As noted, the question of why some possibilities are morguieat than others and why
some do not exist has two types of answers, one narrowly istigiand one more gen-
eral. The linguistic answer is that the Language Facultyrisctured in such a way as to
allow some possibilities and not others, and the prefeetitemselves are a property of
Universal Grammar. This is in fact the standard view in Ma@asm Generative Grammat,
where the fact that rules of grammar are constrained inquaiati ways is taken to reflect
the architecture of the Language Faculty; the constramgpart of Universal Grammar
(Chomsky 1973; Wexler & Culicover 1980) and prevent leagrissm formulating certain
invalid hypotheses about the grammars that they are trgiagdquire.

The alternative, which we are exploring in our work, is tHa possibilities and
their relative frequencies are a consequence of relatiwgpotational complexity for the
learner of the language. On this view, morphological systémat are inherently more
complex are not impossible, but less preferred. Relatisler preference produces a bias
against a particular hypothesis in the face of preferredpsimg hypotheses. This bias
yields a distribution in which the preferred option is mor&lely adopted, other things
being equal. See (Culicover & Nowak 2002) for a model of sustate of affairs.

If we simply observe the relative frequencies of the varipassibilities we will
not be able to confirm the view that we have just outlined, bseat relies on a notion of
relative complexity that remains undefined. We run the riskrcularity if we try to argue
that the more complex is less preferred, and that we know islmbre complex by seeing
what is less preferred, however relative preference is mreds Therefore, the problem
that we focus on in this paper is that of developing a measiuceraplexity that will cor-
rectly predict the clear cases of relative preference,Hattwill also be independent of the
phenomenon. Such a measure should not take into accounvatises about preference
per se but rather formal properties of the systems under coraiiter. On this approach, if
a system of Type | is measurably more complex than a systeiypaf IT, we would predict
that Type | systems would be more commonly found than Typgdiesns.

2.1 Complexity

We see basically two types of measures as the most plausiteiats of relative morpho-
logical complexity, learning and real-time processingnflifying somewhat, inflectional
morphology involves adding a morpheme to another form, s sFrom the perspective
of learning, it may be more difficult to sort out the stem frdme inflectional morpheme if
the latter is prefixed than if it is suffixed. The other pod#ipis a processing one: once
all of the forms have been learned, it is more difficult to gguae forms and distinguish
them from one another when the morphological system workarticplar way, e.g., uses
inflectional prefixes.

We do not rule out the possibility of a processing explamaitigprinciple, although
we do not believe that the proposals that have been advaseed1(2) are particularly
compelling or comprehensive. The types of measures thakplere here (seé4) are of
the learning type.
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2.2 Acquisition complexity — the dynamical component

We assume that the key determinant of complexity is the paemicy or opacity of the
morphological system to the learner. If we look at a colmtdf data without considera-
tion of the task of acquisition, but just consider the overahsparency of the data, there
is no apparent distinction between suffixation, prefixgtimma number of other morpho-
logical devices that can be imagined. However, languagehsrently temporal, in the
sense that expressions are encountered and processee.irAtithe beginning of an un-
known word, it is generally hard for a naive learner to peethe entire form of the word.
Given this, our question about relative complexity may benidated somewhat more pre-
cisely as follows: Assuming the sequential processing atd&ohow do different formal
morphological devices contribute to the complexity of adqg the language?

The intuition of many researchers is that it is the tempaotraicture of language
that produces the observed preference for suffixation. Vi@ptatthis insight and make it
precise. In particular, we compute for all words in a lexi¢beir relative similarity to
one another as determined by a sequential algorithm. Whoatsate identical except for
a single difference are closer to one another if the diffeeefialls towards the end of the
words than if it comes at the beginning, a reflection of thenigorocessing cost to the
learner of keeping early differences in memory versus tivetgrocessing cost of simply
checking that early identities are not problematic. We dbesche algorithm in detail i§4
and justify some of the particular choices that we make imfdating it.

An important consequence of the complexity measure is titatiectly yields the
desired result, i.e. that inflectional suffixation is lesstfyoto a system than is inflectional
prefixation. Given this measure, we are then able to apptycéases for which it was not
originally devised, e.g., infixation, various types of rptication, and templatic morphol-

0ogy.

3 Relevant studies in acquisition and processing

In this section, we review several relevant studies.

3.1 Lexical Processing

A large amount of psycholinguistics literature suggest thxical access is generally
achieved on the basis of the initial part of the word:

¢ the beginning is the most effective cue for recall or recogniof a word, cf. (Noote-
boom 1981) (Dutch)

¢ word-final distortions often go undetected, cf. (Marslenisdh & Welsh 1978; Cole
1973; Cole & Jakimik 1978; Cole & Jakimik 1980)

e speakers usually avoid word-initial distortion, cf. (Ceo Paccia-Cooper 1980)
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An example of a model based on these facts is the cohort mbslen-Wilson
& Tyler (1980). It assumes that when an acoustic signal ischedl words consistent with
it are activated; as more input is being heard, fewer woralg attivated, until only one
remains activated. This model also allows easy incorpmmatf constraints and preferences
imposed by other levels of grammar or real-world knowledge.

Similarly, as (Conninet al. 1993; Marslen-Wilson 1993) show, changes involving
non-adjacent segments are generally more disruptive tal weognition than changes
involving adjacent segments.

3.2 External Cues for Morphology Acquisition

Language contains many cues on different levels that a speak exploit when processing
or acquiring morphology. None of these cues is 100% relialblis questionable whether
they are available to their full extent during the developtakstage when morphology is
acquired.

1. Phonotactics. It is often the case that a certain segnoenbioation is impossible
(or rare) within a morpheme but does occur across the morpleundary. Saffran
et al. (1996) showed that hearers are sensitive to phonotactisiti@n probabilities
across word boundaries. The results in (Hawpl. 2003) suggest that this sensitivity
extends to morpheme boundaries. Their study found thateckisnfrequent in a
given language tend to be perceived as being separated byph@noe boundary.

2. Syntactic cues. In some cases, it is possible to partiallyompletely predict in-
flectional characteristics of a word based on its syntaditext. For example in
English, knowing what the subject is makes it possible tonkmdether or not the
main verb will have the 3rd person singular form.

3. Semantic cues. Inflectionally related words (i) shareag@semantic properties (e.qg.
bothwalk andwalkedrefer to the same action), (ii) occur in similar contexdat@nd
ate occur with the same type of objects, whéat anddrink occur with a different
type of objects). Similarly, words belonging to the same photogical category of-
ten share certain semantic features (e.g., referring topreiéntities). Note however,
that the opposite implication is not true: two words shasage semantic properties,
and occurring in similar contexts do not necessary have toftectionally related
(cf. walk andrun).

4. Distributional cues. According to Baroni (2000), distrional cues are one of the
most important cues in morphology acquisition. Morphenmresgntagmatically in-
dependent units — if a substring of a word is a morpheme thehauld occur in
other words. A learner should look for substrings which @gowa high number of
different words (that can be exhaustively parsed into memnpds). He also claims

5The study explores the perception of nonsense words camgamasal-obstruent clusters. Words con-
taining clusters rare in English (e.g., /np/) were rated @emtial words more likely when the context al-
lowed placing a morpheme boundary in the middle of the ctustg.,zanplirshdomwas rated better than
zanplirshdom
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that distributional cues play a primary role in the earligsiges of morpheme dis-
covery. Distributional properties suggest that certaimgs are morphemes, making
it easier to notice the systematic semantic patterns doguwith certain of those
words. Longer words are more likely to be morphologicallyngdex.

3.3 Computational acquisition of paradigms

Several algorithms exploit the fact that forms of the sanmentef are likely to be simi-
lar in multiple ways. For example (Yarowsky & Wicentowski®Y) assume that forms
belonging to the same lexeme are likely to have similar @taphy and contextual prop-
erties, and that the distribution of forms will be similar fall lexemes. In addition they
combine these similarity measures with iteratively trdipeobabilistic grammar generat-
ing the word forms. Similarly Baronet al. (2002) successfully use orthographical and
semantic similarity.

Formal similarity.  The usual tool for discovering similarity of strings is theu-
enshtein edit distance (Levenshtein 1966). The advansapat it is extremely simple and
is applicable to concatenative as well as nonconcatenairphology. Some authors (Ba-
roni et al. 2002) use the standard edit distance, where all editingatipes (insert, delete,
substitute) have a cost of 1. Yarowsky & Wicentowski (2006¢ @ more elaborated ap-
proach. Their edit operations have different costs foreddht segments and the costs are
iteratively re-estimated; initial values can be basedeeitin phonetic similarity or a related
language.

Semantic similarity. In most of the applications, semantics cannot be accessed
directly and therefore must be derived from other accessbbperties of words. For ex-
ample, Jacquemin (1997) exploits the fact that semangisatiilar words occur in similar
contexts.

Distributional properties. Yarowsky & Wicentowski (2000) acquire morphol-
ogy of English irregular verbs by comparing the distribnsmf their forms with regular
verbs, assuming they are distributed equalljhey also note that forms of the same lemma

5The term lemma is used with several different meanings. Irusage, every set of forms belonging to
the sameénflectionalparadigm is assigned a lemma, a particular form chosen byection (e.g., nominative
singular for nouns, infinitive for verbs) to represent thett 3 he termsitation form canonical formare used
with the same meaning. For example, the fobresak breaks broke broken breakinghave the same lemma
break Note that in this usage, only forms related by inflectiorrsihe same lemma, thus for example, the
nounsongsand the verlsingsdo not have the same lemmas.

"Obviously, this approach would have to be significantly rfiedifor classes other than verbs and/or for
highly inflective languages. Let’s consider for example@eeouns. Not all nouns have the same distribution
of forms. For example, many numeral constructions reqhieecobunted object to be in genitive. Therefore,
currency names are more likely to occur in genitive than, gayper names. Proper nouns occur in vocative
far more often than inanimate objects, words denoting untadle substances (e.gugal) occur much more
often in singular than in plural, etc. Therefore, we woulddn@o assume that there is not just a single
distribution of forms shared by all the noun lemmas, but sehdistributions. The forms of currency names,



MORPHOLOGICAL COMPLEXITY OUTSIDE OFUNIVERSAL GRAMMAR 93

have similar selectional preferences. For example, kaebs tend to occur with simi-
lar subjects and objects. The selectional preferencessaialy even more similar across
different forms of the same lemma than across synonyms. Hi®icase, they manually
specify regular expressions that (roughly) capture padtef possible selectional frames.

4 The complexity model

We turn next to our approach to the issue. For the compari@taguisition complex-
ity of different morphological systems, we assume that rholpgy acquisition has three
consecutive stages as follofs:

1. forms are learned as suppletives,

2. paradigms (i.e., groups of forms sharing the same lemneajiacovered and forms
are grouped into paradigms,

3. regularities in paradigms are discovered and morpheneeslentified (if there are
any).

The first stage is uninteresting for our purpose; the conifyl@t morphological
acquisition is determined by the complexity of the second third stages. To simplify
the task, we focus on the second stage. This means that weaéstine complexity of
morphology acquisition in terms of the complexity of clustg words into paradigms: the
easier it is to cluster words into paradigms, the easier,ssarae, it will be to acquire their
morphology?

We assume that this clustering is performed on the basiseo$¢imantic and for-
mal similarity of words; words that are formally and semeally similar are put into the
same paradigm and words that are different are put intondispiaradigms. For now, we
employ several simplifications: we ignore most irreguiasit we assume that there is no
homonymy and no synonymy of morphemes and we also disredpnubpogical alterna-
tions. Obviously, a higher incidence of any of these makesatiguisition task harder.

proper names and uncountable substances would probablyga@l different distributions.

The algorithm in Yarowsky & Wicentowski (2000) is given céahates for verbal paradigms and it discards
those whose forms do not fit into the required uniform distiitm. The algorithm for discovering Czech
nouns could use the same technique, but (i) there would ngidteone distribution but several, (ii) the
algorithm would need to discover what those distributiams a

8A more realistic model would allow iterative repetition diese stages. Even after establishing a basic
morphological competence, new forms that are opaque foeistil learned as suppletives. The output of
Stage 3 can be used to improve the clustering in Stage 2.

90f course, it is possible to imagine languages where Stagee2sy and Stage 3 is very hard. For
instance, in a language where plural is formed by some cotmgbiange of the last vowel, Stage 2 is quite
simple (words that differ only in that vowel go into the sanagadigm), while Stage 3 (discovering the rule
that governs the vowel change) is hard.
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4.1 Semantic similarity

Our model simplifies the acquisition task further by assuntivat the semantics is avail-
able for every word. We believe that this is not an unreaslenatsumption since infants
are exposed to language in context. If they have limitedsecte context, their language
development is very different, as Peters & Menn (1993) shotheéir comparison of mor-

phological acquisition in a normal and a visually impairdila. Moreover, as computa-
tional studies show, words can be clustered into semaragsek using their distributional
properties (Yarowsky & Wicentowski 2000).

4.2 Similarity of forms

As noted earlier, we assume that ease of morphological sitigui correlates with ease
of clustering forms into paradigms using their formal samiy as a cue. We propose a
measure called paradigm similarity index (PSI) to quarttily ease of such clustering. A
low PSI means that (in general) words belonging to the samagan are similar to each

other, while they are different from other words. The lowse tndex, the easier it is to

correctly cluster the forms into paradigms.

If L denotes the set of words (types, not tokens) in a langliaged prdgm (w) is
a set of words belonging to the same paradigm as the wotden we can define PSI as:

(6) PSK(L) = avg{ipd(w)/epd(w) | w € L}

whereepd is the average distance between a word and all other words:

(7)  epd(w) = avg{ed(w,u) | u € L}

andipd is the average distance between a word and all words of the paradigm:
(8) ipd(w) = avg{ed(w, u) | u € prdgm(w)}

Finally, ed is a function measuring the similarity of two words (simitarof their
forms, i.e., sounds, not of their content). In the subsegueels, we use various variants
of the Levenshtein distance (LD), proposed by Levensht€64), as thed function.

4.3 Model 0 — Standard Levenshtein distance

The Levenshtein distance defines the distance between twesees; ands, as the min-
imal number of edit operations (substitution, insertiordeletion) necessary to modify
into s,. For an extensive discussion of the original measure andrdoauof modifications
and applications, see (Sankoff & Kruskal 1983).

The algorithm of the Model O variant of tled function is in Fig. 1. The pseudocode
is very similar to functional programming languages likeskigl or ML. The function
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ed :: String, String -> |nteger

| [1. [1 =0

| u, T[] = length u /! DELETE u

| [1, Vv = length v /! 1 NSERT Vv

| urus, vivs = mn | /1 the m ni mum of
(if u==vthen O else 1) + ed(us, vs), [/ MaTCH/ SUBST
1 + ed(us, v:vs), /1 DELETE u
1 + ed(u:us, vs) ] /1 | NSERT V

Figure 1: Edit Distance Algorithm of Model O (Levenshtein)

ed accepts two strings and returns a natural number — thalistiince of those strings.
The function is followed by several templates introduced|Byselecting the proper code
depending on the content of the arguments. The edit distaince

e two empty strings is O,

e a string from an empty string is equal to the length of thahgtr the number of
DELETES OrINSERTS hecessary to turn one into the other.

e two nonempty strings is equal to the cost of the cheapestediflowing three pos-
sibilities:

— cost of MATCH or SUBSTITUTE on the current characters plus the edit distance
between the remaining characters.

— the cost ofDELETINg the first character of the first string (u), i.e., 1, plus th
edit distance between the remaining characters (us) arstosnd string (v:vs)

— the cost oiNSERTING the first character of the second string (v) at the begpni
of the first string, i.e., 1, plus the edit distance betweefitist string (u:us) and
the remaining characters of the second string (vs)

The standard Levenshtein distance is a simple and elegaagureethat is very
useful in many areas of sequence processing. However, fogphology and especially
acquisition, it is an extremely rough approximation. It sla®t reflect many constraints
of the physical and cognitive context the acquisition osaar For example, the fact that
some mutations are more common than others is not takendgotuat.

What is most crucial, however is that the standard LD doesaeftect the fact that
words are perceived and produced in time. The distance isetkfis the minimum cost
over all possible string modifications. This may be desedbl many applications and
is even computable by a very effective dynamic programmiggriahm (Cf. Sankoff &
Kruskal 1983). However the limitations of human memory makeh a computational
model highly unrealistic. In the subsequent models, we fgdte standard Levenshtein
distance measure in such a way that it reflects more intlytthe physical and cognitive
reality of morphology acquisition. Some of the modificaBare similar to edit distance
variants proposed by others, while some we believe arenaligi
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4.3.1 Suffix vs. prefix

Unsurprisingly, our Model 0 (based on the standard Levemslalistance) treats suffixing
and prefixing languages as equally complex. Consider thelamguages” in Table 1, or
more formally in (9), differing only in the position of thefed.

(9) L={kutinoreby...}, A={ve ba}, Lp =A-L, Ls=L-A.

For both languages, the cheapest way to modify any singafan fo the corre-
sponding plural form is to apply two substitution operaian the two segments of the
affix. Therefore, the edit cost is 2 in both cases, as Table®&shThe same is true in the
opposite direction (Plural> Singular). Therefore the complexity index is the same for
both languages. Similarly, the result for languages witfecent length of affixesye kuti
vs. ubakuti) or languages where one of the forms is a bare sterti(s. ba-kuti) would be
the same for both affix types — see Table 3. Of course, thistifeaesult we are seeking.

Mirrorimage  Obviously, the model (but also the standard Levenshtetawi®) predicts
that reversal as a hypothetical morphological operati@xigemely complicated to acquire
— itis unable to find any formal similarity between two fornetated by reversal.

4.4 Model 1 — matching strings in time

In this and subsequent models, we modify the standard estardie to better reflect the
linguistic and psychological reality of morphological acgjtion — especially the fact that
language occurs in time, and that human computational ressare limited.

Model 1 uses an incremental algorithm to compute similaigyance of two strings.

Unlike Model 0, Model 1 calculates only one edit operatiogusnce. At each position, it
selects a single edit operation. The most preferred oper&iMATCH. If MATCH is not
possible, another operatioBBSTITUTE, DELETE Or INSERT) is selected random#y. The
edit distance computed by this algorithm is larger or eqodhe edit distance computed
by Model 0 algorithm (Fig. 1). It cannot be smaller, becaused® 0 computes the opti-
mal distance. It can be larger because the operation selestdomly does not have to be
optimal.

The algorithm for computing such edit distance is spelledioérig. 2. The code
for the first three cases (two empty strings, or a nonempiggsand an empty string) is
the same as in the Model 1 algorithm. The algorithms diffethia last two cases cov-
ering nonempty stringsMATCH is performed if possible, a random operation is selected
otherwise.

10A more realistic model could (1) adjust the preference indperation selection by experience; (2)
employ a limited look-ahead window. For the sake of simpliave ignore these options.



MORPHOLOGICAL COMPLEXITY OUTSIDE OFUNIVERSAL GRAMMAR

Prefixing language &)

Suffixing language (&)

Singular
Plural
Singular
Plural

ve-kuti
bakuti
ve-norebu
banorebu

kuti-ve
kuti-ba
norebuve
norebuba

Table 1: Sample prefixing and suffixing languages

Prefixing languagel(p)

Suffixing languagels)

operation| cost operation| cost
v | b | substitute 1| k| k| match 0
e | a | substitute 1|{u|u| match 0
k | k | match O|t |t | match 0
u | u| match O[1i |i | match 0
t |t | match 0| v | b | substitute 1
i |1 | match 0| e | a | substitute 1
Total cost 2 | Total cost 2

Table 2: Comparing prefixed and suffixed words in Model O

Prefixing language (L)

Suffixing language (L)

operation| cost operation| cost

u | insert 1| k| k| match 0

v | b | substitute 1| u|u| match 0
e | a | substitute 1|t |t | match 0
k | k | match O|i |i | match 0
u | u| match O | v | u | substitute 1
t |t | match 0 | e | b | substitute 1
i |1 | match 0 a | insert 1
Total cost 3 | Total cost 3

Table 3: Comparing prefixed and suffixed words in Model 0

97
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ed :: String, String -> |nteger

| [1. [1 =0

| u, T[] = length u /1 DELETE u

| [1, Vv = length v /'l 1 NSERT V

| u:us, u:vs = ed(us, vs) /1l MATCH

| urus, vivs =1 + random| /'l one of:
ed(us, vs), [/ SUBSTI TUTE
ed(us, v:vs), /1 DELETE
ed(u:us, vs) ] /1 | NSERT

Figure 2: Edit Distance Algorithm of Model 1

4.4.1 Prefixes vs. Suffixes.

Other things being equal, Model 1 considers it easier to iaeguaradigms of a language
with suffixes than of a language with prefixes. Intuitivelye treason for the higher com-
plexity of prefixation is as follows: When a non-optimal ogion is selected, it negatively
influences the matching of the rest of the string. In a prefixanguage, the forms of
the same lemma differ at the beginning and therefore a ntimapoperation can be se-
lected earlier than in a suffixing language. Thus the sulgstwihose matching is negatively
influenced is longer.

Let Ly be a prefixing languagé,s the analogous suffixing language, w L » and
ws the analogous word Lg.** Obviously, it is more probable thapd(w,) > ipd(w;)
than not. Asymptotically, for infinite languages, thed(w,) = epd(w;). Therefore, for
such languageBSI(Lp) > PSI(Lg). We cannot assume infinite languages, but we assume
that the languages are large enough to avoid pathologicahalies.

Consider Fig. 3. It shows all the possible sequences of guitations for two
forms of a lemma from both prefixing (A) and suffixing (B) larsgesLr and Ls. The
best sequences are on the diagoialBhe best sequences{MMMM, or 2 SUBSTITUTES
followed by 4 MATCHes, for L andMMMMSS for Lg) are of course the same as those
calculated by the standard Levenshtein Distance. And ttuaits are the same for both
languages. However, the paradigm similarity index PSI isdedined in terms of the best
match, but in terms of the average cost of all possible sempseof edit operations — see
(6). The average costs are different; they are much higtref. fothan for Lg. For Lg,
the cost is dependent only on the cost of matching the twoxesftfiThe stems are always
matched by the optimal sequenceMATCH operations. Therefore a deviation from the
optimal sequence can occur only in the suffix. Ilp, however, the uncertainty occurs
at the beginning of the word and a deviation from the optinegjlugnce there introduces
uncertainty later that cause further deviations from thenogd sequence of operations. The
worst sequences fdrs contain 4MATCHes, 2DELETES and 2NSERTS; the costis 4. The

Hf S is a set of stems4 a set of affixes, thel,p = A- S andLg = S - A. If s € S anda € A, then
wp = a - s andws = s - a. The symbol denotes both language concatenation and string conciatenat

12Note that this is not the general case, e.g., for words oeuifit length there is no diagonal at all —
cf. Fig.3 C or D.
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worst sequences fdrp contain 6DELETES and 6INSERTS; the cost is 12.

ve k

§ F_’F"F"F"F"F_’I §

'&*%***%33@A?#€?€€

% 3?3¢*45
a Lol

A A préfixihg Ianguagé in M1 B, A sufflxmg Ianguage in Ml

———

C. Zero prefixes in M1 D. Zero suffixes in M1

N

Match Substitute Delete Insert

Figure 3: Comparing words in in Model 1

In case of languages using zero affixes, the difference is eare apparent, as C
& D in Fig. 3 show. Model 1 allows only one sequence of edit afiens for wordskuti
andkuti-veof the suffixing language}—mmmmin .22 The cost is equal to 2 and since there
are no other possibilities, the average cost of matchinggiiwo words is trivially optimal.
The optimal sequence for wordsiti andvekuti of the prefixing languaged. (1MMMM )
costs also 2. However, there are many other nonoptimal segaeThe worst ones contain
6 INSERTs and 4DELETES and have a cost of 0.

13Note thatDELETE or INSERT operations cannot be appliedTCH is possible.
14In a model using a look-ahead window, the prefixing languagalavbe still more complex, but the
difference would be smaller.
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Number of languages 100
Alphabet size 25
Number of stems in a language 50
Shortest stem 1
Longest stem 6
Number of affixes in a language 3
Shortest affix 0
Longest affix 3

Table 4: Experiment: Parameters

mean 1.29
standard deviation 0.17
Q1 1.16
median 1.27
Q3 1.33

Table 5: Experiment: Results

4.4.2 Evaluation

We randomly generate pairs of languages in various ways. nidrabers of the pair are
identical except for the position of the affix. There is no lmmymy in the languages. For
each such pair we calculated the following ratio:

PSI(Lp)

(10) SufPref = m

If sufPref > 1 Model 1 considers the suffixing language easier to acquire than
the prefixing languagé p.

We generated 100 such pairs of languages with the paransetarsarized in Table
4, calculating statistics farufPref. The alphabet can be thought of as a set of segments,
syllables or other units. Before discarding homonyms, @flritbutions are uniform. As
can be seen from Table 5, Model 1 really considers the gestesalffixing languages much
simpler than the prefixing ones.

4.4.3 Other processes

Infixes. Model 1 makes an interesting prediction about the compjefitnfixes. It con-
siders infixing languages to be more complex than suffiximguages, but less complex
than prefixing languages. The reason is simple — the unogriaiintroduced later than in
case of a prefix, therefore the possibly the string whose mragacan be influenced by a
non-optimal operation selection is shorter.

This prediction contradicts the fact that infixes are mucbkrrghan prefixess(l.2).
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Note, however that the prediction concerns simplicity ofstéring word forms into para-
digms. According to the model, it is easier to cluster forrham infixing language into
paradigms than those of a prefixing language. It may well kectise that infixing lan-
guages are more complex from another point of view, thatertification of morphemes:
other things being equal, a discontinuous stem is probadoiydr to identify than a contin-
uous one.

Metathesis. The model prefers metathesis occurring later in a stringhf®same reasons
as it prefers suffixes over prefixes. This prediction is inoadavith data (se€B.2). How-
ever, the model also considers metathesis (of two adjaegntants) to have the same cost
as an affix consisting of two segments and even cheaper thaffiawith more segments.
This definitely does not reflect the reality. In 4.5.2, we segidiow to rectify this.

Mirror image  Similarly as Model 0, this model considers mirror image teekremely
complicated to acquire.

Templatic morphology. As we note in AppendiXB.1, templatic morphology does not
have to be harder to acquire than morphology using contmaffixes. Following Fowler
(1983), it can be claimed that consonants of the root and o@fehe inflection are per-
ceptually in different “dimensions” — consonants are matkd on the basic vowel contour
of syllables — and therefore clearly separable.

4.5 Possible further extensions

4.5.1 Model 2 — morpheme boundaries and backtracking

In this section we suggest extending Model 1 by a notion ofab@bilistic morpheme
boundary to capture the fact that, other things being egxakptions and high number of
paradigm patterns make a language harder to acquire. Thistia proposal; we leave a
proper evaluation for a future paper.

Intuitively, a morphological system with a small number afgdigmatic patterns
should be easier to acquire than a system with large humbparafdigms (or a lot of
irregularities). However the measure in previous modessristly local. The cost depends
only on the matched pair of words, not on global distribugiioproperties. This means
that words related by a rare pattern can have the same scomdsrelated by a frequent
pattern. For example, Model 1 considdist [fut] / feet[fit] to be equally similar aslog
[dag] / dogs[dagz], or even more similar thamench[bentf] / benchegbentfis]. Thus
a language with one paradigmatic pattern is assigned the samplexity as a language
where every lemma has its own paradigm (assuming the laeguag otherwise equal,
i.e., they are of the same morphological type and morphemnastine same length).

Model 2 partially addresses this drawback by enhancing Mbdéth probabilistic
morpheme boundaries and backtracking. Probabilistic e boundaries are depen-
dent on global distributional properties, namely syllgimedictability. Which syllable will
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follow is less predictable across morphemes than morphatamally. This was first ob-
served by Harris (1955), and is usually exploited in comfpemal linguistics in unsuper-
vised acquisition of concatenative morphology. Severaliss (Johnson & Jusczyk 2001;
Saffranet al. 1996) show that the degree of syllable predictability is ohthe cues used
in word segmentation. Since acquisition of word segmematccurs before morphology
acquisition, it is reasonable to assume that this strategyailable in the case of morpho-
logical acquisition as well. Hagt al. (2003) suggest that this is in fact the case. They found
that clusters that are infrequent in a given language tebé fzerceived as being separated
by a morpheme boundary. The transitional probabilitiesvénious syllable® are more
distinct in a language with few regular paradigms. Thus ichsa language morpheme
boundaries are easier to determine than in a highly irredatguage.

In Model 2, the similarity distance between two words is caiteg using a stack
and backtracking. Each time when there is a choice of operdtie., anytimevATCH
operation cannot be applied), a choice point is remembeandtestack. This means that
Model 2 makes it possible to correct apparent mistakes ichirag that Model 1 was not
able to do. The new total similarity distance between twodsds a function of (1) the
usual cost of edit operations, (2) the size of the stack istalbs (3) the cost of possible
backtracking. Each of them is adding to the memory load arsiidwving processing.

Matching morpheme boundaries increases the probabildyttie two words are
being matched the “right” way (i.e., that the match is notidectal). This means that
it is more likely that the choices of edit operations madehie past were correct, and
therefore backtracking is less likely to occur. In such cagedel 2 flushes the stack.
Similarly, the stack can be flushed if a certain number of hegaoccurs in a row, but a
morpheme boundary contributes more to the certainty ofigig analysis. In general, we
introduce a notion onchor, that is, a sequence of matches of certain weight when the
stack is flushed. This can be further enhanced by assignifegetit weights to matching
of different segments (consonants are less volatile thavel). Morpheme boundaries
would then have higher weight than any segment. Moreovergmmbable boundaries
would have higher weights than less probable ones.

Thus in general, a regular language with more predictablgph®ne boundaries
needs a smaller stack for clustering words according te thenal similarity.

Suffix vs. prefix. Itis evident that Model 2 also considers prefixing languagess com-
plex than suffixing languages for two reasons. First, thiy eaucertainty of a prefixing lan-
guage leads to more deviations from the minimal sequencdibbperations in the same
way as in Model 1. Second, the stack is filled early and thermé&tion must be kept there
for a longer time, therefore the memory load is higher.

Infixes. Our intuitions tell us that Model 2, unlike Model 1, would der an infixing
language more complex than a prefixing language. The reasbatipredicting morpheme
boundaries using statistics is harder in an infixing languhgn in the corresponding pre-
fixing language. However we have not worked out the formaditieof this.

15t is probable that learners extract similar probabilibesother levels as well — segments, feet, etc.
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4.5.2 Other possibilities

Variable atomic distances. A still more realistic model would need to take into consid-
eration the fact that certain sounds are more likely to bestsuibed for one another than
other sounds. The model would reflect this by using diffesygSTITUTE costs for dif-
ferent sound pairs. For example, substituting [p] for [bhjet are the same sounds except
voicing, would be cheaper than substituting [p] for [i], whidiffer in practically all fea-
tures. This would reflect (i) language-independent soumdlaiities related to perception
or production (e.g., substituting a vowel by a vowel wouldcheaper than replacing it by a
consonant), (i) sound similarities specific to a particléeaguage and gradually acquired
by the learner (e.g., [s] and][are allophones, and are therefore often substituted ane fo
the other, in Korean, but not in Czech). An iterative acdiasiof these similarities was
successfully used by (Yarowsky & Wicentowski 2000) (§8€3).

More realistic INSERT. The model could also employ more realiSlsSERT operations,
one referring to a lexicon of acquired items and one refgrtinthe word to be matched.
The formerINSERT would allow the insertion of units recognized as morphenmethe
previous iterations of the second (paradigm discovery)thimd stages (pattern discovery)
of the acquisition process. ThisSERT is much cheaper than the norniasERT. A model
containing suchNseRT would consider metathesis much more complex than, for elgmp
concatenative morphology. The latt&iseRT would work like a copy operation — it would
allow inserting material occurring at another place in tloedv ThisINSERT would make
reduplication very simple.

5 Conclusion

In this paper, we showed that it is possible to model the peeca& of various morpho-
logical systems in terms of their acquisition complexityr@omplexity measure is based
on the Levenshtein edit distance modified to reflect extezaastraints — human memory
limitations and the fact that language occurs in time. Sueteasure produces some inter-
esting predictions; for example it predicts correctly thefix-suffix asymmetry and shows
mirror image morphology to be virtually impossible.

A Morphology acquisition by neural networks

Most of the research on using neural or connectionist ndtsvimr morphological acquisi-
tion is devoted to finding models that are able to learn bd#srand exceptions (Cf. Rumel-
hart & McClelland 1986; Plunkett & Marchman 1991; PrasadaidkBr 1993, etc.). Since
we are interested in comparing morphological systems mgef their typological prop-
erties, this research is not directly relevant.

However, there is also research comparing the acquisifidifferent morpholog-
ical types. Gasser (1994) shows that a simple modular retuconnectionist model is
able to acquire various inflectional processes and tharéifit processes have a different
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level of acquisition complexity. His model takes phonesg(aha time) as input and out-
puts the corresponding stems and inflections. During theitigh process, the model is
exposed to both forms and the corresponding stem-inflepi@ns. This is similar (with
enough simplification) to our idealization of a child beingpesed to both forms and their
meanings.

Many of the results are in accord with the preferences atleist real languages
(seetl.2) — it was easier to identify roots in a suffixing langudgantin a prefixing one,
the templates were relatively easy and infixes were relgtivard1® In a similar experi-
ment Gasser & Lee (1991) showed that the model does not liegundtically implausible
languages — Pig Latin or language mirror image language(f9gerhe model was unable
to learn any form of syllable reduplication. A model enhaheath modules for syllable
processing was able to learn a very simple form of reduptinat reduplicating onset or
rime of a single syllable. It is necessary to stress that thblpm addressed by Gasser
was much simpler than real acquisition: (1) at most two itifdeal categories were used,
each with only two values, (2) each form belonged only to caragigm, (3) there were no
irregularities, (4) only the relevant forms with their fuloms were presented (no context,
no noise).

B Templatic morphology, Metathesis
B.1 Templatic morphology

In templatic morphology, both the roots and affixes are difooous. Only Semitic lan-
guages belong to this category. Semitic roots are disceotis consonantal sequences
formed by 3 or 4 consonants (I-m-d — ‘learn’). To form a word thot must be interleaved
with a (mostly) vocalic pattern.

lomed ‘learfpsc’ shatak ‘be-quigf es. nasc’
(11) lamad ‘learntasc. sg. 3rd’ shatak ‘was-quighsc. sg. 3rd’
limed ‘taughtasc. sg. 3rd’ shitek ‘made-sb-to-be-quigksc. sg. 3rd’

lumad ‘was-taughtsc. sq.3rd’  Shutak ‘was-made-to-be-quigtc. sg. 3rd’

Phonological alternations are possible — e.g., stopsnaltieig with fricatives. Se-
mitic morphology is not exclusively templatic some pro@ssare also concatenative.

Processing Template morphology. From the processing point of view, template mor-
phology may seem complicated. However, if we assume thaar@nts of the root and
vowels of the inflection are perceptionally in differentrftgnsions” and therefore clearly
separable, it would not be more complicated than morpholesgigg continuous affixes

8The accuracy of root identification was best in the case dixasf templates and umlaut (ca 75%);
in the case of prefixes, infixes and deletion it was lower (c®B@&ll above the chance baseline (ca 3%)
The accuracy of the inflection identification showed a défdrpattern — the best were prefix and circumfix
(95+%), slightly harder were deletion, template and sufiix#{%), and the hardest were umlaut and infix (ca
75%); all above the chance baseline (50%).
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or suprasegmentals. Fowler (1983) convincingly argueshametic grounds for such as-
sumption — consonants are modulated on the basic vowelwootsyllables.

Ravid’s (2003) study also suggests that template morplakbbgot more difficult
to acquire than a concatenative one. She finds that in caseno$ falternatively produced
by template and concatenative processes, children teradjtora the template option first.
She also claims that young Israeli children rely on tricorasdal roots as the least marked
option when forming certain verbs. Three-year-old chitdege able to extract the root
from a word — they are able to interpret novel root-based saoun

B.2 Metathesis

In morphological metathesis, the relative order of two segi® encodes a morphological
distinction. For example, in Rotuman (Austronesian fapnéjated to Fijian), words distin-
guish two forms, called the complete and incomplete pHaseChurchward (1940), and
in many cases these are distinguished by metathesis (examhpé to Hoeksema & Janda
(1988:228))8

Complete phase Incomplete phase

aire ajér fish

(12) pare puér ‘rule, decide’ (Rotuman)
tiko tisk ‘flesh’
séma s¢am ‘left-handed’

Although phonological metathesis is not rare, it is far lessimon than other pro-
cesses like assimilation. As a morphological marker (net,induced by phonotactics as
a consequence of other changes) it is extremely rare — fausdrme Oceanic (incl. the
above mentioned Rotuman) and North American Pacific Norshiaaguages (e.g., Sierra
Miwok, Mutsun) (Becker 2000). According to Janda (1984)siprobable that in such
cases of metathesis, originally, some other means markeahd¢inphological category and
metathesis was only a consequence of phonotactic cortstramd only later it became the
primary marker.

Mielke & Hume (2001) examined 54 languages involving metait and found
that it is very rare word/root-initially or with non-adjatesegments. They found only
one language (Fur) with a fully productive root-initial ma#tesis involving wide variety of
sounds. Apparent cases of non adjacent metathesis canddby/asalyzed as two separate
metathesis, each motivated by an independent phonolagioatraint.

Processing Metathesis. Mielke & Hume (2001) suggest that the reasons for the redativ
infrequency of metathesis are related to word recognitioretathesis impedes word recog-
nition more than other frequent processes, like assimilatiVord recognition (se§3.1)

7According to Hoeksema & Janda (1988), the complete phaseaites definiteness or emphasis for
nouns and perfective aspect or emphasis for verbs and @dcivhile the incomplete phase marks words
as indefinite/imperfective and nonemphatic.

18In many cases, subtractiorako vs. rak ‘to imitate’), subtraction with umlauthti vs. hot ‘to embark’)
or identity (1 vs. r1 ‘house’) is used instead. See (McCarthy 2000) for more dision.
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can also explain the fact that it is even rarer (or perhapgxistent) word/root-initially
or with non-adjacent segments: since (i) lexical acceseieglly achieved on the basis
of the initial part of the word and (ii) since phonologicalatiyes involving non-adjacent
segments are generally more disruptive to word recognition
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