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Abstract
In the present work we study semi-automatic evaluation techniques of machine translation

(MT) systems. These techniques are based on a comparison of the MT system’s output to human
translations of the same text. Various metrics were proposed in the recent years, ranging from
metrics using only a unigram comparison to metrics that try to take advantage of additional
syntactic or semantic information. The main goal of this article is to compare these metrics
with respect to their correlation with human judgments for Czech as the target language and
to propose the best ones that can be used for an evaluation of MT systems translating into Czech
language.

1. Introduction

In recent years a lot of research has been devoted to the field of MT evaluation.
Since 2002, almost every year new MT metrics emerged that tried to establish them-
selves as the MT evaluation standard.

So far, the BLEU metric is considered as the golden standard in various competi-
tions and workshops. However, some researchers have noted that BLEU is not very
reliable in scoring translations on the sentence level. This can be a significant problem
because MT systems usually translate source text sentence by sentence. Moreover, it
is easier to collect human judgments on the sentence level because people can judge
the quality of translations on the sentence level more easily than for the whole text.

In this article we examine MT metrics with respect to their correlation with hu-
man judgments on the level of the sentence and the translation system as a whole.
We restrict our experiments only on Czech as target language because results for En-
glish are already available in (Callison-Callison-Burch et al., 2008) and (Callison-Calli
son-Burch et al., 2007). Because Czech belongs to a typologically different group of
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languages, namely the Slavic ones with rich inflection, there can be some differences
in the correlation. Some of the metrics can be more suitable for English and some of
them more suitable for Czech, e.g. because of the fixed word order in English and
relatively free word order in Czech.

2. Metrics

We compared the most common metrics that are used in MT systems evaluation.
We used our own implementation of the metrics to compute the ratings. This was
especially necessary for metrics that take advantage of syntactic or semantic informa-
tion because original evaluation tools are available mostly only for English or other
widespread languages like French or Spanish.

The following metrics were evaluated:
• F-measure is defined as the harmonic mean of precision (p) and recall (r): p+r

2∗p∗r
where precision is the number of words that co-occur in the candidate and the
reference sentence divided by the size of the candidate sentence, and recall is
the number of words that co-occur in the candidate and the reference sentence
divided by the size of the reference sentence.

• BLEU (Papineni et al., 2002) is based on the geometric mean of n-gram precision
(n = 1 . . . 4). Candidate translations that are shorter than human references are
penalized by the brevity penalty which is a single value over the whole test set.

• NIST (Doddington, 2002) also uses n-gram precision (n = 1 . . . 5), differing from
BLEU in that an arithmetic mean is used, weights are used to emphasize infor-
mative word sequences and the formula for brevity penalty is different.

• WER (Su and Wu, 1992) is defined as the minimum number of edit operations
required to transform one sentence into another normalized by the length of the
reference translation

WER(si, ri) =
min (I(si, ri) +D(si, ri) + S(si, ri))

|ri|

where I(si, ri),D(si, ri) and S(si, ri) are the number of insertions, deletions and
substitutions, respectively, and |ri| is the length of the reference. The numerator
of the equation above is also known as the Levenshtein distance.

• TER (Snover et al., 2006) is also based on the number of operations needed to
transform the candidate sentence into the reference sentence. However, it al-
lows one additional operation: the block shift. Hence, possible operations in-
clude insertion, deletion, and substitution of single words as well as shifts of
word sequences.

• PER (Tillmann et al., 1997) is similar to WER except that word order is not taken
into account. Both sentences are treated as bags of words and the set difference
is judged.

2



K. Kos, O. Bojar Evaluation of MT Metrics for Czech (1–11)

• GTM (Turian, Shen, and Melamed, 2003) is inspired by the plain F-measure
trying to eliminate (one of) its major drawbacks. Since F-measure is based only
on unigram matching, two sentences containing the same words always get the
same F-measure rating regardless of the correct order of the words in the sen-
tence. GTM rewards contiguous sequences of correctly translated words. The
reward is controlled by parameter e. For e = 1 the GTM score is the same as the
plain F-measure. For 0 < e < 1 contiguous sequences of words are rewarded
and for e > 1 they are penalized.

• Meteor (Banerjee and Lavie, 2005) incrementally constructs an alignment be-
tween the candidate and the reference sentence using several modules that de-
fine which words can be matched. The modules are exact, porter stem and Word-
Net (WN) synonymy. Exact module matches two words if they have the same
surface representation (e.g. dog matches dog but not dogs). Porter stem mod-
ule matches two words if they have the same stem according to Porter stemmer
(Porter, 2001) (e.g. dogs matches dog) and WN synonymy module matches two
words if they are synonyms. Our modification of the metric replaces the porter
stem module with lemma module which matches two words, if they have the
same lemma. The WN synonymy module uses the Czech WordNet (Pala and
Smrž, 2004). The alignment is then used to compute precision and recall, simi-
larly to F-measure, only that the weight of precision is bigger than the weight of
recall. Moreover, penalty is used to penalize translations with words in wrong
order.
In (Lavie and Agarwal, 2007), the authors optimized the parameters that are
used by Meteor. We use the parameters that were obtained for English because
they did not consider Czech. The new parameters put more weight on recall
than before and use different coefficients in the penalty formula. We denote the
original version of Meteor as orig and the new version without any attributes.

• Semantic POS Overlapping (SemPOS) metric is inspired by a set of metrics
using various linguistic features on syntactic and semantic level introduced by
Giménez and Márquez (2007). One of their best performing metrics was seman-
tic role overlapping. Since we did not find a tool that would assign semantic roles
as defined in (Giménez and Márquez, 2007) to words in a Czech sentence, we
decided to use a slightly different metric. The TectoMT framework (Žabokrt-
ský, Ptáček, and Pajas, 2008) can assign a semantic part of speech (semantic
POS) to words. We compute overlapping for this linguistic feature as defined in
(Giménez and Márquez, 2007). Moreover, we do not use the surface represen-
tation of the words but their t-lemma obtained from the TectoMT framework
for the computation of the overlapping. As an approximation, we can say that
our application of SemPOS evaluates the lexical choice of autosemantic words,
taking the (semantic) part of speech into account.
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Total
Judgments per sentence 1 2 3 4 5 6 7 Sents. Judgs.
Articles: # of sents. 119 24 8 3 5 3 3 165 267
Editorials: # of sents. 109 26 9 8 1 3 0 156 243

Table 1. Number of sentences with 1 to 7 human ratings in the test sets.

3. Test Data

The test data and human judgments were taken from the data collected at the Third
Workshop on Statistical Machine Translation (Callison-Callison-Burch et al., 2007).
We have chosen only systems and human judgments which had Czech as the target
language. We used the human rankings of whole sentences. The judgments about
syntactic constituents were not taken into account.

The output of the following systems was considered:
• BOJAR - Charles University, Bojar (Bojar and Hajič, 2008),
• TMT - Charles University, TectoMT (Žabokrtský, Ptáček, and Pajas, 2008),
• UEDIN - University of Edinburgh (Koehn, Arun, and Hoang, 2008),
• PCT - PC Translator (a commercial MT provider from the Czech Republic).
The test data consisted of two test sets. The first one contained a total of 90 ar-

ticles which were selected from a variety of Czech, English, French, German, Hun-
garian and Spanish news sites. The other test set was drawn from Czech-English
news editorials. The Articles test set contained 2050 sentences and the Editorials test
set contained 2028 sentences. The reference translations contained only one human
translation for each sentence.

The human judgments contained 243 system scores of 156 unique sentences for
the Editorials test set and 267 system scores of 165 unique sentences for the Articles
test set with up to 7 judgments of a single sentence. Table 1 gives the details of judg-
ment distribution. The human judgments contained scores of the translation quality
on the scale 1 to 5, one being the best. It was possible that several translations ob-
tained the same score. The scores for the translations were only on the sentence level.
We considered human scores of the same sentence as independent of each other and
included all of them in the ratings.

4. Correlation with Human Judgments

To measure the correlation of the metric ratings with the human judgments we
used the Pearson correlation coefficient on ranks. This coefficient captures the extent
to which two different rankings correlate with each other. We used the following
equation:

ρ =
n (

∑
xiyi) − (

∑
xi) (

∑
yi)√

n (
∑
x2i ) − (

∑
xi)
2
√
n (

∑
y2i ) − (

∑
yi)
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Human score Metric score Human rank Metric rank
1 0.62 1.5 1
3 0.54 3 3
1 0.54 1.5 3
5 0.54 4 3

Table 2. Conversion of scores to rankings.

In the formula, n denotes the number of evaluated systems and xi, yi are the posi-
tions of the ith system in the human and metric rank. The possible values of ρ range
between 1 (all systems are ranked in the same order) and -1 (systems are ranked in the
reverse order). Thus, an evaluation metric with a higher value of ρ reflects the human
judgments better than a metric with a lower ρ.

4.1. Sentence-Level Correlation

To measure the sentence-level correlation we transformed the human scores to
ranks for each sentence. If several systems obtained the same score, we used the aver-
age position for each of them. In the case that all systems had the same score, we did
not use the human judgment. For automatic metrics, we computed the metric scores
on the sentence level and converted the scores to rankings in the same manner as for
human judgments. Table 2 illustrates how we created the rankings.

4.2. System-Level Correlation

Because no human judgments were available on the system level we had to synthe-
size them from sentence level judgments. We used the same method as in (Callison-Calli
son-Burch et al., 2007) in order to make the results comparable. We created the system
rankings based on the

• percent of cases in which the sentences (produced by the system) were judged to be better
than or equal to the translations of any other system.

Since we had only two test sets to measure the correlation coefficients on the sys-
tem level, we used bootstrapping to estimate their variance. On the system level, we
obtained no ties in rankings. Then, the Pearson correlation coefficient is equivalent to
the Spearman’s rank correlation coefficient defined as:

ρsp = 1−
6

∑
d2i

n(n2 − 1)

where di is the difference between the ranks for systemi and n is the number of
systems.
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Metric Articles Editorials Average
NIST 0.22±0.60 (7) 0.26±0.62 (1) 0.24
F-measure/GTM(e=1) 0.24±0.58 (1) 0.23±0.63 (4) 0.23
GTM(e=0.5) 0.24±0.58 (2) 0.23±0.63 (6) 0.23
GTM(e=2) 0.24±0.58 (3) 0.22±0.63 (10) 0.23
Meteor 0.23±0.57 (4) 0.24±0.62 (2) 0.23
GTM(e=0.1) 0.23±0.58 (5) 0.23±0.63 (5) 0.23
Meteor(orig) 0.23±0.57 (6) 0.23±0.62 (7) 0.23
PER 0.22±0.60 (8) 0.24±0.63 (3) 0.23
TER 0.21±0.60 (9) 0.23±0.62 (8) 0.22
WER 0.21±0.60 (10) 0.23±0.62 (9) 0.22
SemPOS 0.21±0.57 (11) 0.19±0.61 (11) 0.20
BLEU 0.03±0.63 (12) 0.02±0.62 (12) 0.03

Numbers in brackets indicate the relative position of the metric.

Table 3. Average sentence-level correlations for the metrics including
standard deviation.

5. Results and Discussion

In the present section, we discuss various aspects of the estimated correlations to
human judgments. For complete listing of results, please see Tables 7 and 8 at the end
of our article.

5.1. BLEU Not Suitable for Sentence-Level Evaluation

The results of the sentence-level correlation are given in Table 3. They indicate
that the correlation of the automatic metrics with human judgments is not very high
(around 0.2). Perhaps more importantly, the huge variance of the correlation discards
any differences between the metrics. In fact, all results lie within the error bars of the
best performing metrics (NIST for the Editorials dataset and F-measure/GTM(e=1)
for the Articles dataset).

The only outstanding result is the extremely low correlation for BLEU. The BLEU
metric cannot predict the human judgments on the sentence level at all which makes
it unsuitable for evaluation of the quality of separate sentences.

5.2. Sentence-Level Correlation Difficult for Humans

The low coefficients observed in Table 3 are, however, influenced by the quality
of human judgments. The inter-human correlation coefficients are given in Table 4.
They suggest that it is difficult even for human annotators to agree which sentence
translations are good. For an illustration of two sentences see Figures 1 and 2 at the
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Articles Editorials
Judgment pairs 224 156

ρ 0.56±0.48 0.56±0.50

Table 4. Number of human judgment pairs of the same sentence and the
average inter-human correlations with standard deviation.

end of the paper.
The inter-human correlation coefficients were computed as follows: we took the

human scores for sentences for which there were given at least two human judgments
and computed the Pearson’s correlation coefficient for them. If there were more than
two ratings of the same sentence, we considered all possible combinations. For the
Editorials test set, we obtained 156 pairs of human judgments and for the Articles test
set 224 pairs.

5.3. SemPOS Best for System-Level Comparison

Table 5 presents average Pearson correlation coefficients for both test sets on the
system level. We used bootstrapping to estimate the confidence intervals. We can
see that the Semantic POS Overlapping metric clearly has the highest correlation, fol-
lowed by the Meteor metric. The next metrics are GTM(e=0.5) and BLEU. Metrics
with the lowest correlation were the distance metrics PER, WER and TER.

It is interesting that NIST, the best metric on the sentence level, finished in the
second half of the chart on the system level. On the contrary, BLEU can evaluate the
quality of translation much better on the system level than on the sentence level, even
if it is only slightly better than the average metrics on the system level.

Note that the Semantic POS Overlapping extensively takes advantage of the auto-
matic annotation tools. The MT output must be preprocessed first to obtain the se-
mantic POS and t-lemma for the words of the translation. Hence, the performance of
Semantic POS Overlapping metric can be influenced by the quality of the annotation
tools.

5.4. Effects of Lemmatization

Table 6 illustrates the effects of lemmatizing both the reference and the hypothesis
of the system for selected metrics. By lemmatizing, we deliberately ignore differences
in word forms. The systems are therefore not judged on the basis of morphological
coherence of the output.

The column “lemma” shows correlations for texts lemmatized while preserving
the number of tokens. The column “t-lemma” shows correlations for linearized tec-
togrammatical trees where the number of tokens has been reduced (auxiliary words
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Metric Articles Editorials Average
SemPOS 0.81±0.18 (1) 0.75±0.23 (1) 0.78
Meteor 0.43±0.18 (2) 0.60±0.28 (2) 0.52
Meteor(orig) 0.43±0.18 (3) 0.52±0.32 (3) 0.47
GTM(e=0.1) 0.24±0.34 (9) 0.48±0.34 (4) 0.36
GTM(e=0.5) 0.40±0.22 (5) 0.28±0.33 (5) 0.34
BLEU 0.40±0.23 (6) 0.25±0.33 (6) 0.33
F-measure/GTM(e=1) 0.41±0.21 (4) 0.21±0.31 (7) 0.31
GTM(e=2) 0.31±0.34 (7) 0.18±0.31 (9) 0.24
NIST 0.25±0.34 (8) 0.21±0.31 (8) 0.23
PER 0.01±0.38 (10) 0.16±0.32 (12) 0.09
TER -0.17±0.41 (11) 0.18±0.32 (10) 0.00
WER -0.17±0.41 (12) 0.18±0.32 (11) 0.00

Results covered in the error bounds of the best result are in bold. Results covering the best result in their
error bounds are in italics. Numbers in brackets indicate the relative position of the metric.

Table 5. Average system-level correlations with standard deviations for the
metrics computed from bootstrapped samples (N=10000).

are removed, the reflexive particle becomes part of the verb t-lemma).
The results are not very pronounced, the error bars always cover the differences.

In general, lemmatization tends to improve the correlation but for some metrics and
some datasets, the correlation can significantly drop.

As can be seen in Table 8 at the end of the paper, SemPOS remains the best per-
forming metric for the system-level comparison. For the sentence-level comparison,
lemmatization puts the very simple PER metric higher on the scale, see Table 7.

5.5. Comparison with English

If we compare our results with the correlation coefficients on the system level that
were published in (Callison-Callison-Burch et al., 2008) and (Callison-Callison-Burch
et al., 2007), we can see that the results for Czech and English as the target language
are similar. Meteor and SemPOS (which is similar to Semantic Roles Overlapping
(SR) metric from (Callison-Callison-Burch et al., 2007)) correlate the best with human
judgments, while TER (mTER in (Callison-Callison-Burch et al., 2007)) has one of the
lowest correlation coefficients. However, almost all metrics, except for SemPOS, show
correlation coefficients of only 0.3 to 0.4 for Czech compared to 0.6 to 0.8 for English.
We have documented that the distance metrics PER, WER and TER are completely
unsuitable for system-level evaluation for Czech. We explain this by the morpholog-
ical richness of Czech—various paraphrases with the same meaning can often differ
in every word form due to e.g. a different case.
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Metric Dataset word form lemma t-lemma
BLEU Articles 0.40±0.23 ↘0.36±0.30 ↘0.14±0.46

Editorials 0.25±0.33 ↗0.43±0.35 ↗0.50±0.32
F-measure/GTM(e=1) Articles 0.41±0.21 ↗0.49±0.21 ↗0.56±0.24

Editorials 0.21±0.31 ↗0.29±0.34 ↗0.41±0.35
GTM(e=0.1) Articles 0.24±0.34 ↘-0.19±0.35 ↘0.01±0.41

Editorials 0.48±0.34 ↘0.44±0.35 ↗0.66±0.23
GTM(e=0.5) Articles 0.40±0.22 ↘0.39±0.23 ↗0.47±0.26

Editorials 0.28±0.33 ↗0.48±0.33 ↗0.62±0.25
GTM(e=2) Articles 0.31±0.34 ↗0.64±0.26 ↗0.56±0.28

Editorials 0.18±0.31 Ã0.18±0.32 ↗0.21±0.32
NIST Articles 0.25±0.34 ↗0.50±0.32 ↗0.32±0.36

Editorials 0.21±0.31 ↗0.32±0.35 ↗0.33±0.35
PER Articles 0.01±0.38 ↗0.21±0.42 ↘-0.09±0.35

Editorials 0.16±0.32 ↗0.20±0.33 ↗0.19±0.33

Table 6. Effects of lemmatization on system-level correlation.

6. Future Work

More accurate results about the quality of MT metrics for Czech as the target lan-
guage can be obtained if the experiments we have performed on the system level
would be repeated on more data. We had only 2 test sets of 156 and 165 unique
sentences. Since the synthesized system-level human judgments from sentence-level
scores are possible sources of errors, it would be useful to collect human judgments
for whole test sets. However, people are better at scoring shorter fragments of text
and they even have problems when evaluating longer sentences. We suggest to use
a task-based evaluation instead of scoring the whole text. Human judgments can be
collected on the basis of a set of questions after the translations are read by the anno-
tators, like in comprehension tests in foreign language exams.

Other metrics that emerged recently can be implemented and evaluated. This con-
cerns especially metrics that were published in (Giménez and Márquez, 2007). Sev-
eral of them show high correlation with human judgments for English. The TectoMT
framework can provide most of the required features to compute these metrics for
Czech sentences.

7. Conclusion

This work has examined the most common MT system evaluation metrics that are
currently used. The experiments have demonstrated that the most suitable metrics
for evaluation of MT systems on the system level with Czech as the target language
are Semantic POS Overlapping and Meteor, followed by GTM, BLEU and NIST. These
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results are consistent with data that were published for systems with English as the
target language even though the correlation coefficients with human judgments are
lower for Czech.

The evaluation of MT quality on the sentence level proved to be unsuitable because
of a relatively low correlation with human judgments for all considered metrics. Due
to the variance of the correlations, none of the metrics was identified as the best one.
We only found out that BLEU does not correlate with human judgments on the sen-
tence level. However, the results were influenced by the quality of human judgments
which had only a moderate inter-human correlation.
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Src Berlusconi’s lack of experience in politics doomed his first government to collapse
after only six months.

Ref Berlusconiho nedostatečné zkušenosti v politice odsoudily jeho první vládu po
pouhých šesti měsících k pádu.
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Figure 1. Example sentence 1 with human scores

Src The former police chief has been cooperating fully with the prosecutors
investigating the case, Morvai added.

Ref Attila Morvai se zmínil taktéž o tom, že bývalý policejní kapitán od začátku
spolupracoval se státními zástupci vykonávajícími vyšetřování.

Human scores
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Figure 2. Example sentence 2 with human scores
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K. Kos, O. Bojar Evaluation of MT Metrics for Czech (1–11)

Preprocessing Metric Articles Editorials Average
lemma PER 0.24±0.57 (1) 0.28±0.61 (2) 0.26

t-lemma PER 0.21±0.56 (17) 0.30±0.59 (1) 0.26
lemma F-measure/GTM(e=1) 0.24±0.58 (2) 0.24±0.60 (14) 0.24

t-lemma NIST 0.24±0.56 (3) 0.24±0.58 (15) 0.24
– NIST 0.22±0.60 (11) 0.26±0.62 (3) 0.24

t-lemma F-measure/GTM(e=1) 0.22±0.57 (12) 0.26±0.59 (6) 0.24
t-lemma GTM(e=0.1) 0.22±0.57 (13) 0.26±0.59 (7) 0.24
t-lemma GTM(e=0.5) 0.22±0.57 (14) 0.26±0.59 (8) 0.24

– F-measure/GTM(e=1) 0.24±0.58 (4) 0.23±0.63 (16) 0.23
– GTM(e=0.5) 0.24±0.58 (5) 0.23±0.63 (18) 0.23
– GTM(e=2) 0.24±0.58 (6) 0.22±0.63 (24) 0.23
– Meteor 0.23±0.57 (7) 0.24±0.62 (12) 0.23
– GTM(e=0.1) 0.23±0.58 (8) 0.23±0.63 (17) 0.23
– Meteor(orig) 0.23±0.57 (9) 0.23±0.62 (19) 0.23

lemma GTM(e=2) 0.23±0.59 (10) 0.23±0.62 (23) 0.23
– PER 0.22±0.60 (15) 0.24±0.63 (13) 0.23

lemma GTM(e=0.5) 0.22±0.59 (16) 0.23±0.60 (22) 0.23
t-lemma GTM(e=2) 0.21±0.57 (18) 0.26±0.59 (9) 0.23
lemma TER 0.19±0.57 (24) 0.26±0.61 (4) 0.23
lemma WER 0.19±0.57 (25) 0.26±0.61 (5) 0.23

– TER 0.21±0.60 (19) 0.23±0.62 (20) 0.22
– WER 0.21±0.60 (20) 0.23±0.62 (21) 0.22

lemma GTM(e=0.1) 0.21±0.60 (21) 0.22±0.59 (25) 0.21
lemma NIST 0.21±0.59 (22) 0.22±0.61 (26) 0.21

– SemPOS 0.21±0.57 (23) 0.19±0.61 (27) 0.20
t-lemma TER 0.13±0.61 (26) 0.25±0.62 (10) 0.19
t-lemma WER 0.13±0.61 (27) 0.25±0.62 (11) 0.19
lemma BLEU 0.09±0.60 (28) 0.02±0.64 (30) 0.06

t-lemma BLEU 0.02±0.58 (30) 0.06±0.63 (28) 0.04
– BLEU 0.03±0.63 (29) 0.02±0.62 (29) 0.03

Results covered in the error bounds of the best result in bold.

Table 7. Sentence-level correlations with human judgments.

Preprocessing Metric Articles Editorials Average
– SemPOS 0.81±0.18 (1) 0.75±0.23 (1) 0.78

t-lemma GTM(e=0.5) 0.47±0.26 (7) 0.62±0.25 (3) 0.54
– Meteor 0.43±0.18 (8) 0.60±0.28 (4) 0.52

t-lemma F-measure/GTM(e=1) 0.56±0.24 (3) 0.41±0.35 (11) 0.48
– Meteor(orig) 0.43±0.18 (9) 0.52±0.32 (5) 0.47

lemma GTM(e=0.5) 0.39±0.23 (13) 0.48±0.33 (8) 0.43
lemma GTM(e=2) 0.64±0.26 (2) 0.18±0.32 (25) 0.41
lemma NIST 0.50±0.32 (5) 0.32±0.35 (13) 0.41
lemma BLEU 0.36±0.30 (14) 0.43±0.35 (10) 0.40

t-lemma GTM(e=2) 0.56±0.28 (4) 0.21±0.32 (19) 0.39
lemma F-measure/GTM(e=1) 0.49±0.21 (6) 0.29±0.34 (14) 0.39

– GTM(e=0.1) 0.24±0.34 (18) 0.48±0.34 (7) 0.36
– GTM(e=0.5) 0.40±0.22 (11) 0.28±0.33 (15) 0.34

t-lemma GTM(e=0.1) 0.01±0.41 (21) 0.66±0.23 (2) 0.34
– BLEU 0.40±0.23 (12) 0.25±0.33 (16) 0.33

t-lemma NIST 0.32±0.36 (15) 0.33±0.35 (12) 0.33
t-lemma BLEU 0.14±0.46 (20) 0.50±0.32 (6) 0.32

– F-measure/GTM(e=1) 0.41±0.21 (10) 0.21±0.31 (17) 0.31
– GTM(e=2) 0.31±0.34 (16) 0.18±0.31 (22) 0.24
– NIST 0.25±0.34 (17) 0.21±0.31 (18) 0.23

lemma PER 0.21±0.42 (19) 0.20±0.33 (20) 0.21
lemma GTM(e=0.1) -0.19±0.35 (30) 0.44±0.35 (9) 0.12

– PER 0.01±0.38 (22) 0.16±0.32 (28) 0.09
lemma TER -0.01±0.36 (23) 0.18±0.32 (26) 0.08
lemma WER -0.01±0.36 (24) 0.17±0.32 (27) 0.08

t-lemma PER -0.09±0.35 (25) 0.19±0.33 (21) 0.05
– TER -0.17±0.41 (28) 0.18±0.32 (23) 0.00
– WER -0.17±0.41 (29) 0.18±0.32 (24) 0.00

t-lemma TER -0.16±0.32 (26) 0.12±0.33 (29) -0.02
t-lemma WER -0.16±0.32 (27) 0.12±0.33 (30) -0.02

Results covered in the error bounds of the best result in bold.
Results covering the best result in their error bounds in italics.

Table 8. System-level correlations with human judgments.
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