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Word Sense Disambiguation (WSD)
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Human language is inherently ambiguous!
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Word Sense: One of the meanings a word may have depending on the context:

• The man cashed a check at the bank.

• He sat on the bank of the river and watched the currents.

WSD: The process of automatically finding the correct sense of the 

polysemous words in a given text.
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An example: Buffalo buffalo Buffalo buffalo buffalo buffalo Buffalo buffalo.
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WSD applications:

• Machine Translation

• Information Retrieval

• Word processing

• Information extraction and text mining

• Content and sentiment analysis
8



WSD approaches:

• Supervised

• Unsupervised

• Knowledge based approaches

• Semi-supervised

• Hybrid approaches
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Most Frequent Sense (MFS): A baseline

• Among senses of a given word one sense is occurred more than others.

• MFS Identifies the most often used meaning and uses this meaning by 
default.

• The MFS baseline is often hard to beat for any WSD system and it is 
considered as the strongest baseline in WSD.

• For example Consider word “شیر” in Persian:

Translations= {“milk”, “lion”, “faucet”, …}

MFS (“شیر”) is the Milk translation in English
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Lesk Algorithm (unsupervised)

• Identify senses of words in context using definition overlap.

• Consider two words 𝑊1 and 𝑊2
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Agirre, Eneko, and Philip Edmonds, eds. Word sense disambiguation: 
Algorithms and applications. Vol. 33. Springer Science & Business Media, 2007.



Lesk algorithm (example): Consider two words Pine and Cone
• Pine:

1. seven kinds of evergreen tree with needle-shaped leaves 

2. pine 

3. waste away through sorrow or illness 

4. pine for something, pine to do something 

• Cone:
1. solid body which narrows to a point 

2. something of this shape, whether solid or hollow 

3. fruit of certain evergreen trees (fir, pine)
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Lesk algorithm (example): Consider two words Pine and Cone
• Pine:

1. seven kinds of evergreen tree with needle-shaped leaves

2. pine 

3. waste away through sorrow or illness 

4. pine for something, pine to do something

• Cone:
1. solid body which narrows to a point 

2. something of this shape, whether solid or hollow 

3. fruit of certain evergreen trees (fir, pine) 

Overlap(pine1, cone3) = {“evergreen”, ”tree” , “pine”}
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Graph-based methods (Agirre et al., 2014)

A WSD algorithm based on 

random walks over large 

Lexical Knowledge Bases (LKB)

Best results when they used

WordNet and eXtended WordNet
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Graph-based methods (Agirre et al., 2014), cont.

• Uses random walk (page-rank)

• Uses WordNet to create graph
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Word Representations
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Word representations – one-hot vectors

Each word in vocabulary is represented with one bit in a huge vector.
• Ex:  Hello is [00000010000000] in a vocabulary of size 15.

• No contexts information

17https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/



Word representations – word embeddings

Each word is represented as a point in a space with fixed number of 
dimensions

• Ex: Hello can be like [0.4, -0.11, 0.55, 1, …..]
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vector[Queen] =  vector[King]  - vector[Man] + vector[Woman]
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word

embeddings

word2vec
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word2vec: Skip-Gram

Predict surrounding words 

using given word
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word2vec: CBOW

Predict current word

given the context 
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Unsupervised Approach
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Unsupervised Word Sense Disambiguation using Word Embeddings

To Disambiguate words from the first language (i.e. Persian) by 
deploying the trained word embeddings model of the second language 
(i.e. English) using only a bilingual dictionary

Each translation of the polysemous word is compared against word 
embeddings of translated surrounding words 

Most similar word to vectors of translated surrounding words is 
selected as the correct translation 24
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Definitions

C = { c1, c2, … , cT}, context words of w

S = {s1, s2, … , sN}, possible senses of word w

• Using D as the bilingual dictionary:

𝐶′={𝑡1
1, … , 𝑡1

𝑁𝑐1 , 𝑡2
1, … , 𝑡2

𝑁𝑐2 , … , 𝑡𝑇
1 , … , 𝑡𝑇

𝑁𝑐𝑇 }, 

𝑡𝑗
𝑖 represents the i-th candidate translation of 𝑐𝑗 and 𝑁𝑐𝑗 is the possible 

number of translations of word 𝑐𝑗 . 26



Definitions (cont.)

• For simplicity assume that M= 𝑘=1
𝑇 𝑁𝑐𝑘. Hence, another 

representation for 𝐶′ is

𝐶′ = {𝑐1
′ , 𝑐2

′ , … , 𝑐𝑀
′ }

• using 𝛽 (word to vector function) 

𝛽(S) = {𝛽(𝑠1), 𝛽(𝑠2), …, 𝛽(𝑠𝑁)} 

𝛽(𝐶′) = {𝛽(𝑐1
′), 𝛽 𝑐2

′ , … , 𝛽(𝑐𝑀
′ )}
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Sum-Vec Strategy (SVS) – first strategy

• Sum vector of vectors within set 𝛽(𝐶′) will be computed (named R)

• 𝐹𝑖= f(𝛽(𝑠𝑖), R) represents similarity between i-th candidate translation 
and R.  Thus the set F= {𝐹1, 𝐹2,  … , 𝐹𝑁 } is provided

s* =𝑎𝑟𝑔𝑚𝑎𝑥𝑠∊𝑆F.
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Each-Vec Strategy (EVS) – second strategy

• Each vector within 𝛽(S) is compared against each vector within 𝛽(𝐶′)

• 𝐹𝑖= {𝑓𝑖1, 𝑓𝑖2, … . 𝑓𝑖𝑀}, where 𝑓𝑖𝑗= f(𝛽(𝑠𝑖), 𝛽(𝑐𝑗
′))

• G= {𝐺1, 𝐺2, … , 𝐺𝑁} where 𝐺𝑖 =
1

𝑀
 𝑗=1
𝑀 𝑓𝑖𝑗 (average value for Fi)

s* =𝑎𝑟𝑔𝑚𝑎𝑥𝑠∊𝑆G.
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Data

• Data for this study were collected from Persian Wikipedia articles 
containing ambiguous words. Despite the difficulty of creating new 
test dataset, the producing of data was done manually.

• The dictionary used in this study is a word by word bilingual Persian-
English dictionary including about 85K entries of Persian words
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We use python implementation 

of word2vec embedded in Gensim.

In this experiment eight configurations

are selected which are seen here



Best results:
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Comparison:
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https://iasbs.ac.ir/~ansari/nlp/wsdw2vec.html
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Supervised Approach
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Supervised Word Sense Disambiguation Using New Features Based on 
Word Embeddings

Four improvements to existing state-of-the-art WSD methods

• A new model for assigning vector coefficients

• We applied a PCA dimensionality reduction process

• A new weighting scheme is suggested to tackle the problem of 
unbalanced data

• A novel voting idea is presented to combine word embedding 
features extracted from different independent corpora 37



IMS (Zhong and Ng, 2010)

38



Iacobacci et al., 2016

• Iacobacci et al. introduced a new method for using word embeddings 
as features to a WSD system.

We modified this work, proposing four novel ideas which will be 
discussed in more details in the next section.
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Iacobacci et al., 2016 (cont.)

Concatenation

Average
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Iacobacci et al., 2016 (cont.)

Fractional Decay

Exponential Decay
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Idea 1 of 4 – Part 1

Using New Coeffs in Exponential Decay Strategy (distance)
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Idea 1 of 4 – Part 2

Using New Coeffs in Exponential Decay Strategy (count)
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Idea 2 of 4 – Using PCA

Inspired by the work

of Raunak (2017)

Even dimension changing

Leads us better results
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Idea 3 of 4: New Weighting Scheme

Data is imbalance
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Idea 3 of 4: New Weighting Scheme (cont.)

A possible hyper-plane can be represented by:

Where W, is the weight vector normal to the hyperplane and Φ(x) is the 
mapping function that transforms data points to a higher dimensional 
space.
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Idea 3 of 4: New Weighting Scheme (cont.)

The maximum margin hyper-plane can be found by solving the 
following optimization problem
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Idea 3 of 4: New Weighting Scheme (cont.)

Akbani et al. argued that by setting C−/C+ equal to the minority to 
majority class ratio, an optimal solution is obtained.

In a multi-label classification task using SVM, the C parameter of each 
class is computed as follows:

Ci = max(S) / count(i)
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• Idea 4 of 4 – Voting as a Word Embeddings Aggregation Method

Extracted from Wikipedia Extracted from Google News
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• Idea 4 of 4 – Voting (cont.)

where n is the total number of embedding types
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Experiments:

52



53



54



55



Results of using the voting scheme:
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Conclusion

• Word embeddings information can be used in WSD task

• We reviewed A novel and simple unsupervised method to 
disambiguate words by deploying the trained word embeddings 
model of another language using only a bilingual dictionary.

• The main idea of this work is to use information provided by English-
translated surrounding words to disambiguate Persian words using 
trained English word2vec model.
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Conclusion (cont.)

• In the second part, we introduced four improvements to existing 
state-of-the-art supervised WSD approaches:
• A new model for assigning vector coefficients

• Applying a PCA dimensionality reduction process to find a better 
transformation of feature matrices

• A new weighting scheme

• A voting strategy to combine word embedding features extracted from 
different independent corpora.
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