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1. Introduction 

1.1. W.D. Hagamen and his system 
Our title is a play on another title, “Anatomy of Meaning”, the title of a manuscript of 

W.D. Hagamen, the creator of the system we are speaking about. We think that the system 
is very interesting. Unfortunately, the author’s description exists only in manuscripts 
(Hagamen 1998). Moreover it was not initially linked to existing systems and methods. So 
our goal is to introduce to linguists this system and the fragment of English it uses and to 
show how the system deals with it. We are working on this project together with Hagamen 
(Hagamen et al. In progress). 

It is well known that students studying anatomy should consume and digest a lot of 
anatomical data: all the bones, muscles, nerves and other “objects” of a human body, their 
functions and relations -- what muscles flex what, which nerves and arteries supply which 
muscles, etc. Students learn this taking lectures, dissecting cadavers, studying anatomy 
texts and anatomical atlases. And sometimes, before exams, cramming a lot of facts.  

Bill Hagamen is a retired professor of Anatomy of Cornell University. All his life he 
taught anatomy to his students. He always tried to show to his students that anatomy is not 
a pile of anatomical facts but a systematic representation of the structure of the human 
body. 

Some time ago he had the idea that a computer dialog system can help students to get 
such a representation. And he created such a system.  

Students can interact with the system in plain English, for example with questions like: 
(1) What muscle arising from the humerus that inserts on the radius flexes the forearm 

and is innervated by the superficial radial nerve?  
And the system answers: 

(2)   The brachioradialis   
Moreover, if we substitute some words in this question by xxx or other unrecognized 

words as in (3), it gives the same answer, which as Hagamen notes any first-year student 
should be able to produce. To the non-anatomist, the question in (3) is greatly 
underdetermined, but to the anatomist the potential indeterminacy is resolved by domain 
knowledge.  
(3) What muscle xxxing from the humerus and flexing the xxx is xxxed by the radial 

nerve? 
One more example:  

(4)  What nerves innervate the muscles which flex the forearm? 
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There exist several muscles flexing the forearm and four nerves innervating them and 
different nerves innervate different sets of muscles. The system answers listing these 
nerves:  
(5)  The median, muscolocutaneous, superficial radial and ulnar nerves. 

It is possible to ask the system so-called Why-questions: 

(6)  Why does the pronator teres flex the forearm? 
The system understands this question as the instruction: try to find some rule such that 

it implies this fact. Ant it will try to find such a rule. In this case it answers:  
(7) All muscles that originate from the medial epicondyle of the humerus flex the 

forearm. All muscles that are anterior to the elbow joint flex the forearm. 

The system does not just answer these kinds of questions. It can also comment how it 
answers them. And it also can put questions to students and check how they answer them. 

So in a way Hagamen’s system is a database one can communicate with in English. 
These “linguistic abilities” of this system and fragment of English it uses are the most 
interesting of its features for us. 

The fragment of English which the system uses is really “natural”. The users of the 
system don’t notice its restrictions. On the other hand it is a rather primitive layer of 
natural language closely linked to the concrete fragment of the world – the World of 
Anatomy. It uses the “knowledge” about this world and its structure.  

So this fragment of English, its structure and its implementation in the system seems to 
us very interesting. And this is the main point of these two lectures here. But it is better to 
begin with a description of the system. 

1.2. Main parts and function of the system  
First of all we should note that we describe the system not always in the author’s terms 

but as we understand it, in the system of notions which seems to us suitable. And we are 
not going to do it in detail. Our goal is to show to what class of systems it belongs from 
our point of view. 

We can functionally divide it into two main parts: 
(1) (a)  Its “core”: a representation of the World of Anatomy, basic functions and 

operations, standard questions it answers. 
(b) some extensions: types, mereology, some AI-like-elements (Why-questions).  

(2)  The natural language interface, the part of system dealing with English in the process 
of dialog.  

2. The World of Anatomy 
The World of Anatomy consists of objects and relations linking these objects. Objects 

are divided into types: bones, muscles, veins, arteries, nerves, etc.   
Objects have canonical names “fixed” in anatomy, a historically formed mixture of 

English and Latin: ACROMION, BRACHIALIS, DEEP BRACHIAL ARTERY, etc. But 
in anatomical texts and in practice “noncanonical” names are also used, which may be 
shortened canonical ones (the radial) or alternative names like little finger or pinky. (There 
are about ten names for the little finger, including digitus quintus, digitus minimus, fifth 
digit, fifth finger, little finger, pinky.) All these names can be used in questions and 
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answers. But for “inner” representation all the objects are numbered and we can say that 
objects are represented in the system by their numbers (see Appendix).  

Only binary relations are used. Relations are also divided into types: attachments, 
actions, parts, etc. Some examples. There are only two attachments: Originate from and 
Insert on. Every muscle originates from some object, usually from a bone, and inserts on 
some other object, also usually on some bone or on some region of skin. For example, the 
muscle BRACHIORADIALIS mentioned above is linked by the relation Originate from 
with the bone HUMERUS, and by relation Insert on with the bone RADIUS. (In plain 
words, it originates from the humerus and inserts on the radius). It is natural to call such 
data atomic anatomical facts. Every relation is a set of (homogeneous) atomic facts.  

There are a lot of actions. Muscles flex, adduct, abduct, etc something, mostly bones 
(so they participate in relations Flex, Adduct, Abduct, etc), nerves innervate (Innervate), 
arteries supply (Supply) etc. For example, the brachioradialis flexes the forearm and is 
innervated by the superficial radial nerve. 

Two relations belong to the type “parts”: Is part of and Is a branch of. The first one is 
defined on bones and muscles and the second one is defined on nerves, arteries and veins.  

There are some other types of relations. 
For relations there are also fixed canonical names (we use bold for them). In questions 

and answers noncanonical names are also used in practice (for example, in the question (1) 
noncanonical arising from is used instead of canonical originating from).  

Relations are also numbered and represented in the system by their numbers. (See 
Appendix.) 

The author gave us a full description of the upper limb. It consists of 381 objects 
which are divided into 15 types; there are 25 different relations and 1130 atomic facts.  

Scheme of the World of Anatomy 
Let us summarize. Creating his system, Hagamen schematized some fragment of 

reality, the World of Anatomy, represented it in his system and implemented a language 
to interact with the system. So he deals with three different aspects (or three sides) of the 
World of Anatomy:  
• Formal scheme of the World of Anatomy 

Working in the tradition of anatomical science and practice he fixed the Scheme of the 
World of Anatomy. He considered two kinds of anatomical entities: anatomical objects 
and binary relations on these objects. The relations are understood as sets of 
homogeneous atomic anatomical facts.  
Objects and relations are classified into types; every entity belongs to one type. 

 The scheme of the World of Anatomy can be considered as a mathematical object. 

• Representation of the World of Anatomy in the System 
The system is built to solve a concrete task; it is a query-answering system for 
Anatomy. So the World of Anatomy, its objects and relations should be represented in 
the system, in its “memory”. The representation on the one hand should mirror the 
formal scheme and on the other hand be effective in solving the tasks of the system.  
To answer queries the system carries out some operations on the data. Of particular 
interest for us are operations on relations. 

 The representation of the fragment of reality and realization of needed operations 
on data can be considered as a task of system design. 
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• The Language of Anatomy and interaction with the system. 
To interact with the system, put queries to it and get answers, one needs a language. In 
this case it is a fragment of English. 
First of all anatomical entities have canonical and noncanonical names. Every object 
and relation can have many names normally used in anatomical science and practice. 
Moreover the same name can be used for different entities, and the concrete context 
helps to resolve the homonymy.  
Names are basic units for constructing queries and answers. We deal with linguistic 
issues in the next lecture.   

 The linguistic interface of the system can be studied either from the perspective of 
computational linguistics as an applied problem, or from the perspective of the 
study of grammars and language processing, to investigate the properties of a 
small robust fragment used extensively in real life against the background of the 
highly structured domain of anatomy.                                                                                                    

3. The Relational Database 

3.1. Why databases? 
Really, why? Hagamen doesn’t use databases. He represents data in a reasonable but 

specific way using programming language APL.  
But the World of Anatomy is ideally suitable for representing in a relational database. 

And relational databases are well known systems based on a sound mathematical 
foundation (logic and algebra). And it is a rather transparent representation, with relations 
represented by tables.  

So we have translated Hagamen’s representation of data into the form of a relational 
database. In the Appendix we give the reverse translation: we describe Hagamen’s 
representation of data and show that it can be considered as a coding of a relational 
database (Borschev and Partee 2003, Borschev In Press). 

3.2. The World of Anatomy as a Relational Database 
Databases are computer systems used to represent fragments of reality. We are not 

going to give definitions here. We just show with examples how the World of Anatomy 
can be represented as a Relational Database.  

First of all we note that in our case we have some simplification. Usually databases use 
the notion of state: every state in a database represents the state of a given fragment of 
reality at some moment of time. But the World of Anatomy does not change over time1. 
So in our database we have just one state representing this world. 

In relational databases relations are pictured as tables. Examples are given below. 

                                                 
1 This is a slight idealization. Bill Hagamen has often emphasized to us that real human bodies are not 

all identical, and sometimes change over time, and that his system can handle dialogues about such 
situations as well.   
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T1   

Originate from 
what where from 

FLEXOR POLLICIS LONGUS ANTERIOR SURFACE OF THE 
RADIUS 

LATERAL PART OF THE 
DELTOID 

ACROMION 

…  
BRACHIORADIALIS HUMERUS 
…  

T2 

Insert on 
what where to 

TRAPEZIUS ACROMION 
PRONATOR QUADRATUS ANTERIOR SURFACE OF THE 

RADIUS 
…  
BRACHIORADIALIS RADIUS 
…  

T3   

Innervate 
what “whom” 

…  
SUPERFICIAL RADIAL NERVE BRACHIORADIALIS 
…  

T5   

Flex 
what “whom” 

…  
BRACHIORADIALIS FOREARM 
…  

Lines of relations correspond to atomic anatomical facts. For example, lines of the 
tables above containing the entry BRACHIORADIALIS represent atomic facts concerning 
the muscle brachioradialis, that it:  

originates from the humerus,  
inserts on the radius,  
is innervated by the superficial radial nerve and  
flexes the forearm.   

Types 
Classification of objects into types can be represented by unary relations: 
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TT1 
Muscle 

ABDUCTOR DIGITI MINIMI 
ABDUCTOR POLLICIS BREVIS 
… 
BRACHIORADIALIS 
… 

TT2 
Bone 

ACROMION 
ANTERIOR SURFACE OF THE  

RADIUS 
… 
HUMERUS 
… 

Types are used in the system in many ways; they are a very important feature. 

3.3. Database as a query-answering system 
Databases are built not only to store data but to answer questions (or queries, the term 

used in databases). In relational databases the answer to a Wh-question is a new relation 
produced from “basic” relations stored in the database by “cutting and pasting” them: 
formally, by applying some operations to them. These operations of course should 
correspond to a given question.  

For example, to answer the question (1) above (section 1) the system picks from Table 
T1 (Originate from) all the muscles which originate from the humerus and from Table T2 
all the muscles that insert on the radius. Besides, it should “look in” the tables T5 (Flex) 
and T3 (Innervate) and find there all the muscles which flex the forearm and all the 
muscles that are innervated by the superficial radial nerve. As it collects those sets, it 
should progressively take the set-theoretic intersection all them. It appears that there exists 
only one such muscle (brachioradialis). So in this case the table-answer consists just of 
one line. (In Hagamen’s actual system, the answer to a question with just one Wh-phrase, 
the usual case, is just the list of entities in the column of this ‘table-answer’ corresponding 
to the Wh-phrase.) In general the table answer can consist of many lines, but it could 
sometimes be empty. 

Of course the manipulations on tables (how the system can “cut and paste” them) are 
not arbitrary. Some set of such operations is fixed (for a given system). On a formal level 
such a set of operations defines a relational algebra. Different sets of operation define 
different relational algebras. 

If we fix such an algebra we can use the corresponding algebraic expressions (the 
terms of the relational algebra) as a query language to a database. Usually relational 
algebras corresponding to Predicate Logic are considered. So formulas of Predicate Logic 
are used as a formal basis for query language. We discuss that in the next Section. 

But let us note that so far we discuss “standard” questions. The system can answer also 
Why-questions (and some other kinds of questions). We discuss Why-questions later.  
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4. Predicate Logic as a Query Language 

4.1. Formulas 
We will not describe Predicate Logic (PL) here. We restrict ourselves to “anatomical” 

examples and informal comments. The concrete language will be fixed when we fix its 
simplest expressions: individual constants (or simply constants), (individual) variables, 
predicate symbols (names of relations). In our case we will use canonical names of 
anatomical objects as individual constants and canonical names of anatomical relations 
and names of types of objects as predicate symbols (names of types used as names of 
unary relations representing these types). From these simplest elements we can build 
atomic formulas, for example: 
(8)  Originate from (BRACHIORADIALIS, HUMERUS)  

(9)  Insert on (x, RADIUS)  

(10)  Muscle (x) 
(11)  Nerve (SUPERFICIAL RADIAL NERVE)  

From atomic formulas with the help of logical connectives and quantifiers we can 
build all other formulas, for example: 
(12)  Muscle (x) & Originate from (x, HUMERUS) & Insert on (x, RADIUS) & Flex 

(x, FOREARM) & Innervate (SUPERFICIAL RADIAL NERVE, x)  

(13) Nerve (x) & ∃y (Innervate (x, y) & Flex (y, FOREARM))  

(14) ∀x∀y (Innervate (x, y) → Nerve (x))  

(15) ∀x∀y (Flex (x, y) → Muscle (x))  
Logical connectives and quantifiers can be considered as operations on the set of 

formulas. With the help of these operations complex formulas are built from the simple 
ones (their constituents). So we can speak about an algebra of formulas.  

Formulas can contain free variables, for example, x in (9), (10), (12) and (13). Note 
that (13) contains also a bound variable y. In formulas (8) and (11) there are no variables 
and in formulas (14) and (15) all the variables are bound. Formulas without free variables 
are called closed.  

It is easy to see that formula (8) corresponds to an atomic fact of the World of 
Anatomy, i.e. the table Originate from contains the line BRACHIORADIALIS, 
HUMERUS. Formula (12) corresponds to the question (1) and formula (13) corresponds 
to the question (4). Formulas (14) and (15) are examples of type restrictions describing 
types of objects that take part in the corresponding relations. The system uses such rules in 
many procedures.   

4.2. Interpretation of formulas  
In Predicate logic formulas are interpreted on models. In Relational Databases states 

are used as models. In our anatomical database there is only one state – our World of 
Anatomy, anatomical objects and relations on them, i.e. the tables shown above. In an 
implemented database these objects and tables should be represented in some way in the 
memory of the computer. 
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Every open formula defines a new relation on the model. The arity of this relation is 
equal to the number of free variables of the formula: formulas with one free variable 
define unary relations; formulas with two free variables define binary relations, etc. 

For example, formula  (16), a part of formula (13), contains two free variables x and y: 
 (16)  Innervate (x, y) & Flex (y, FOREARM)  

Let us put x = MEDIAN NERVE and y = PALMARIS LONGUS. Such an evaluation 
of variables is called an assignment (function). For this assignment, formula (16) is true, 
because the median nerve innervates the muscle palmaris longus and this muscle flexes 
the forearm.  

Formula  (16) is true also for other assignments. The median nerve also innervates the 
muscle humeral head of pronator teres. Three other nerves (musculocutaneous nerve, 
superficial radial nerve and ulnar nerve) innervate other muscles flexing the forearm 
(brachialis, long head of biceps, short head of biceps, brachioradialis and humeral 
head of flexor capri ulnaris). All the listed assignments define a relation corresponding 
to formula  (16), see  table TF (16) below: 

TF (16) 
Innervate (x, y) & Flex (y, FOREARM) 

x y 
MEDIAN NERVE PALMARIS LONGUS 
MEDIAN NERVE HUMERAL HEAD OF PRONATOR TERES 
MUSCULOCUTANEOUS NERVE  BRACHIALIS 
MUSCULOCUTANEOUS NERVE  LONG HEAD OF BICEPS 
MUSCULOCUTANEOUS NERVE  SHORT HEAD OF BICEPS 
SUPERFICIAL RADIAL NERVE BRACHIORADIALIS 
ULNAR NERVE HUMERAL HEAD OF THE FLEXOR 

CAPRI ULNARIS 
 
Formula (13) with one free variable х corresponding to the question (4) defines on our 

model the relation (table) TF(13). As we can see from the table TF (16) above for formula  
(16), the lines of the table TF(13) represents all values of variables x (all assignments) for 
which formula (13) is true.  

TF(13) 
Nerve (x) & ∃y (Innervate (x, y) & Flex (y, FOREARM))

x 
MEDIAN NERVE 
MUSCULOCUTANEOUS NERVE 
SUPERFICIAL RADIAL NERVE 
ULNAR NERVE 

 
Formula (12) with one free variable х corresponding to the question (1) defines on our 

model the relation (table) TF(12) with just one line: 
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TF(12) 
Muscle (x) & Originate from (x, HUMERUS) & Insert on (x, RADIUS) & 
Flex (x, FOREARM) & Innervate (SUPERFICIAL RADIAL NERVE, x)  

 
x 

BRACHIORADIALIS 
 
Indeed in this case there exists only one assignment x = BRACHIORADIALIS for 

which all atomic formulas in formula (12) are true, so formula (12) itself is true on that 
assignment. 

In general, a relation defined by a formula is a set of assignments for which this 
formula is true. 

Every closed formula is true or false. It is convenient to think that closed formulas 
define 0-ary relations on the model. There are only two such relations corresponding to 
truth values, true and false.  

The truth value of a closed formula (or an open formula for a given assignment) is 
defined by its structure. The values of atomic formulas are given by interpretation of 
predicate symbols and their arguments. The value of complex formulas is calculated by 
recursion: it is based on the values of atomic formulas and rules of interpretation of logical 
connectives and quantifiers.  

So above we described relations corresponding to formulas through assignments and 
truth values. But we can describe them in an equivalent way using an algebraic point of 
view. We mentioned above that set of all formulas of Predicate Logic could be considered 
as algebra with operations corresponding to logical connectives and quantifiers (and also 
with the operation of substitution for constants and variables). We can consider a 
relational algebra with the same operations. With the help of these operations we can 
derive a relation corresponding to complex formula from basic relations of our model.  

Let us return to our first example, formula (12) corresponding to question (1). In 
section 3.3., we described how we can get an answer to this question, i.e. the table TF(12) 
corresponding to formula (12), “cutting and pasting” basic relations corresponding to 
predicate symbols. These operations of “cutting and pasting” mirror the structure of 
formula (12): 

• Basic relations corresponding to predicate symbols of the formula are considered 
(i.e. tables T1,T2, T5 and T3),  

• These relations are “restricted” by corresponding constants (for example, from the 
table T1 all the muscles originating on the humerus are taken and from the table 
T2 all the muscle attached to the radius). In this way all relations (tables) 
corresponding to atomic formulas are produced.  

• Then the relation corresponding to formula (12) is produced by operations 
corresponding to logical connectives.   

So in general the relation corresponding to some formula can be produced from the 
basic relations of the model by the operations of relational algebra corresponding to the 
structure of the formula. First of all the relations, corresponding to atomic formulas which 
are constituents of given formula are produced from basic relations corresponding to 
predicate symbols by the operations of restriction and substitution for constants and 
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variables. Then the operations corresponding to logical connectives and quantifiers of the 
formula are applying to relations corresponding to atomic formulas.  

On the algebraic language the procedure of getting the answer to the question is 
defined as a homomorphism from the algebra of formulas to the relational algebra.  

4.3. Formulas as queries to database 
So we see that formulas of Predicate Logic can be considered as queries to database. A 

query corresponding to a closed formula is understood in the following way: is this 
formula true in the database? The answer is “yes” if it is true and “no” in the opposite 
case. For an open formula, the answer is a relation corresponding to that formula.  

4.4. Questions in Hagamen systems and formulas. Why logic? 
Clients of Hagamen’s system use English to communicate with it. So why did we 

consider relational database and formulas of Predicate Logic as the query-language to this 
database? The reason is that when we put question to the system we ask it to produce some 
operations on data, really, some operations on relations it has stored in its memory.  

We claim that every “standard” question which the system can answer is equivalent to 
some formula of Predicate Logic. Moreover, operations that the system performs in 
answering this question functionally correspond to operations of the relational algebra 
corresponding to the algebra of formulas of Predicate Logic we described above. 

So the semantics of formulas and corresponding operations on relations will help us to 
describe the work of the system in answering questions.  

4.5. Facts and laws (axioms)  
Lines of basic tables of the database and corresponding atomic formulas can be 

considered as atomic facts of the World of Anatomy. “Fact”-formulas are of course true in 
this world.  

But there are some other formulas which are true in this World, laws (or axioms) of 
this world. For example, we considered above type restrictions, i.e. laws related to types of 
objects (formulas (14) and (15)). Such formulas are also true in the World of Anatomy. 

Both facts and laws are closed formulas. It is natural to consider closed atomic 
formulas as atomic facts. Laws are quantified formulas with bound variables. 

Note. Formulas and corresponding sentences of natural language 
It is natural to consider formula (12) the “translation” of question (1): 

(1) What muscle arising from the humerus that inserts on the radius flexes the forearm 
and is innervated by the superficial radial nerve?  

But we also can consider it as the translation of questions (1’),  (1”), etc.:  

(1’) What muscle arises from the humerus, inserts on the radius, flexes the forearm and 
is innervated by the superficial radial nerve?  

(1”)  What muscle arising from the humerus that inserts on the radius and flexes the 
forearm is innervated by the superficial radial nerve?  

In English the semantics of these questions ((1), (1’), (1”), etc.) slightly differs, for 
example by different sets of presuppositions. But from the point of view of Hagamen’s 
system these questions are equivalent. It is presupposed that in asking them we are 
interested in what muscles have the set of properties listed in them. So any ways to 
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describe these properties, using conjoined verb phrases, relative clauses of different kinds, 
etc. are equally suitable for this purpose.  

Formula (12) is, in a sense, an “invariant” of these questions from the point of view of 
the system. That motivates the method of parsing used in the system.  

5.  Extensions 

5.1. Types in Hagamen’s system  
As we have said, anatomical objects are classified into types: muscles, bones, etc. 

Relations are also classified into types: attachments, actions, parts, etc. Type restrictions 
are formulated (for example, formulas (14) and (15)). 

Types and type restrictions are used in parsing, to resolve homonymy, etc. For 
example, in question (17) the NP the radial, containing an adjective but lacking a noun, is 
used as the name of an object. In different contexts it can name a nerve, an artery, part of a 
muscle, etc. By type restriction (14), “only nerves innervate”, the system solves 
homonymy here.  

 (17)  What muscle innervated by the radial flexes the forearm? 

Similarly, the word supply can be used for relations innervate, arterial supply of, 
venous drainage of and lymphatic drainage of. But in the question  (18) it can stand 
only for the relation innervate, since superficial radial is a name of nerve (a noncanonical 
name, a shortening of superficial radial nerve) and by the same type restriction (14), “only 
nerves innervate”.  

 (18) What does the superficial radial supply?  

5.2. Parts and branches  
The relations Is part of (on muscles and bones) and Is a branch of (on nerves, arteries 

and veins) are used in the system in a way similar to the usage of such relations in natural 
language. For example, if a muscle originates on some part of some bone, we can say that 
it originates on this bone. The system behaves in a similar way.  

The basic tables contain only the “most specific” facts, for example that the muscle 
brachioradialis originates from the lateral supracondular ridge (part of the bone 
humerus), but the system itself can “calculate” that this muscle originates from the 
humerus (and can use this “calculation” in parsing the questions and answering them). 

So in a way the system uses laws of mereology. 

5.3. Why-questions  
These questions are about facts: why they hold, what laws or rules can be used to 

explain them. How to answer such questions is a problem from the field of Artificial 
Intelligence. Let us consider just one example: 

(6)  Why does the pronator teres flex the forearm? 

(7) All muscles that originate from the medial epicondyle of the humerus flex the 
forearm. All muscles that are anterior to the elbow joint flex the forearm. 

First of all the system checks: is the ‘fact’ in question true or not? In this case, is it true 
that the pronator teres flexes the forearm? When it finds that this fact holds, the system 

Barbara Partee and Vladimir Borschev, Mathesius Series, Prague, March 2004 
Lecture 3  

 

AnatomyLecture1d.doc 12 3/12/2004  10:24 AM 
 

transforms it into two questions, (19) and (20) and tries to get some hints (possible laws or 
regularities) from answers to these questions:  
(19)  What bones does the pronator teres flex?  
(20) What muscles flex the forearm? 

The answer to question (19) doesn’t offer anything interesting; the pronator teres 
flexes only the forearm. The answer to question (20) leaves room for further search: there 
are 7 more muscles that flex the forearm. In the next step the system tries to find some 
properties common for the pronator teres and all or some muscles from this set. The 
system checks all relations in which these muscle participate: where do they originate 
from, insert to, etc. And it finds out that five of these muscles (including the pronator 
teres) and only they originate from the same place, the medial epicondyle of the 
humerus. Besides, all 8 muscles flexing the forearm are anterior to the elbow joint. No 
other relations deliver any regularities. So the system gives the answer (7).  

Conclusions 
We have considered the goals of Hagamen’s system, its data structures and formal 

procedures on these data in answering questions. Our description is different from the 
author’s; it uses notions of logic and Computer Science (first of all, relational databases). 
It helps to compare this system with similar ones and to demonstrate such of its features as 
use of types and elements of AI. 

But the main characteristic property of the system is the use of English in dialog with 
its clients. This aspect of the system and the properties of the fragment of English it uses 
we consider in the next lecture. 

 

Appendix. Representation of data in Hagamen’s System  
Let us consider the representation of objects and relations in Hagamen’s system.  
As we said above Hagamen numbered all anatomical objects. This numeration and 

types of objects are represented in the List of objects2: 

Number Canonical name Type 

1 ABDUCTOR DIGITI MINIMI Muscle 

2 ABDUCTOR POLLICIS BREVIS Muscle 

3 ABDUCTOR POLLICIS LONGUS Muscle 

4 ACROMIAN BRANCH OF THE THORACO-
ACROMIAL ARTERY 

Artery 

5 ACROMION Bone 

…   

15 ANTERIOR SURFACE OF THE RADIUS Bone 

…   

                                                 
2 Hagamen calls it “List of NPs”; the numbers are called MU’s (Meaning Units). 
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33 BRACHIORADIALIS Muscle 

…   

98 FLEXOR POLLICIS LONGUS Muscle 

   

100 FOREARM Bone 

…   

114 HUMERUS Bone 

…   

138 LATERAL PART OF THE  DELTOID Muscle 

…   

219 PRONATOR QUADRATUS Muscle 

…   

260 RADIUS Bone 

…   

270 SUPERFICIAL RADIAL NERVE Nerve 

…   

301 TRAPEZIUS Muscle 

…   

 

Relations are also numbered and listed in the List of relations3: 

Number Canonical name 

1 Originate from 

2 Insert on 

3 Innervate 

4 Branch into 

5 Flex 

6 Supinate 

7 Adduct 

…  

 

                                                 
3 Hagamen calls it “List of VPs”. We are simplifying it; Hagamen uses two canonical 

names for every relation, the active name and the passive one (see the next lecture). 

Barbara Partee and Vladimir Borschev, Mathesius Series, Prague, March 2004 
Lecture 3  

 

AnatomyLecture1d.doc 14 3/12/2004  10:24 AM 
 

Using numbers (MUs) of objects and relations, Hagamen represents atomic anatomical 
facts as “MU triads”. For example, the fact that the superficial radial nerve (270) 
innervates (3) the brachioradialis (33) is represented by triad 270/3/33. Hagamen puts it 
as a column: 
270 
    3 
  33 

The set of atomic facts is represented as a special table called the MU-Matrix 
(Meaning Units Matrix). Every atomic fact is a column of this table: 
98  138 …  33 … 301 219 …   33 … 270 …  33 
  1      1         1          2     2          2          3         5 
15     5     114          5   15      260        33     100 

At first sight this representation doesn’t resemble our tables above (T1, T2, etc). But 
let us show that the MU-Matrix can be considered as coding of our tables. We will do in in 
several steps. 

First let us replace canonical names of objects and relations by their numbers. We will 
get their numerical versions (T1’, T2’, etc): 

T1’   

1 
98 15 

138 5 
…  

T2’ 

2 
301 5 
219 15 

…  
33 260 

…  

T3’   

3 
… … 

270 33 
…  

T5’   

5 
… … 

33 100 
…  
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Now let us “cut of” the heads of the table and insert the number of relation in every 
row of the table as an element of the central column. We will get new tables (T1”, T2”, 
etc). Now every row of every table contains a corresponding “triad”. After that if we put 
these triads in vertical orientation, we get Hagamen’s MU-Matrix 

T1” 
98 1 15 

138 1 5 
…   

T2” 
301 2 5 
219 2 15 

…   
33 2 260 

...   

T3” 
…   

270 3 33 
…   

T5” 
…   

33 5 100 
…   

Let us also note that when Hagamen’s system answers questions, its operations on data 
are functionally equivalent to the operations on relations that we considered in Section 4.  
In a way Hagamen (partly) reinvented relational databases. There are advantages to his 
more compact numerical representations and the short programs he is able to write in APL 
for dealing with them.  
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