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Abstract:  
 In this lecture, we continue our discussion of W.D. Hagamen’s anatomy dialogue system, 

MUBS, concentrating on the linguistic side. We describe the range of interrogative and 
declarative sentences MUBS produces and understands and some properties of the implicit 
grammar and semantics that can be extracted from MUBS (which does not itself “use” an 
explicit grammar separate from its processing rules). Points of interest are MUBS’s 
interpretation of Why-questions, the asymmetry between production and comprehension, the 
non-standard nature of the lexicon, and the ease and flexibility with which MUBS handles the 
wide (and open) range of compound expressions used in anatomy, some of them containing 
mixtures of English and Latin. We will emphasize the important role played by the richly 
structured domain knowledge incorporated in MUBS, as well as points of linguistic interest. 

1.  Simple sentences and simple wh-questions. 
 
The canonical simple ‘facts’ in MUBS correspond to “triads”: a binary relation with its 

two arguments. These basic facts can often be expressed with a simple Subject-Verb-Object 
sentence, active or passive, like those in (1-2).  Sometimes the relation is not expressed with a 
simple transitive verb but with a construction involving a prepositional phrase, a relational 
noun or an adjective, as in (3-5). All relations come in converse pairs, analogous to the 
active-passive pairs in (1-2). In the case of a pair like (3), it is quite arbitrary which to think 
of as ‘active’ and which as ‘passive’; but WDH has made a decision for each case in order to 
have a fixed correspondence of English expressions with the way the facts are stored in the 
data base. Often the same relation can be expressed in more than one way, sometimes 
grammatically different: for instance, (2a) is equivalent to (5), and (2b) is the “passive” of 
both. 
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(1)  (a)  The brachioradialis flexes the forearm. 
 (b) The forearm is flexed by the brachioradialis. 
(2) (a) The superficial radial nerve innervates the brachioradialis. 
 (b) The brachioradialis is innervated by the superficial radial nerve. 
(3) (a)  The biceps is anterior to the brachialis. 
 (b) The brachialis is posterior to the biceps. 
(4) (a) The biceps originates from the scapula. 
 (b) The scapula is the origin of the biceps. 
(5) The superficial radial nerve is the innervation of the brachioradialis. 

 

The simplest Wh-questions question one term or the other of such binary relations. 
(6) What flexes the forearm? 
(7) The brachioradialis flexes what?  
 (= What does the brachioradialis flex?) 

 How are these simple sentences and simple questions handled by MUBS? We can 
illustrate some aspects of the way MUBS treats them with trees constructed by WDH 
(Hagamen et al. In progress): these trees are not produced by MUBS but accurately 
represent various properties of the way MUBS works with the sentences.  

(3-1) Input (= 1a): The brachioradialis (33) flexes (-5) the forearm (100). 
  Output: True. 
 (3-1a)  A “linguist’s tree” for (1a), annotated with MU’s. 
       S 
       qp 
  DP           VP 
 3    ei 
 D     SP      RP    DP 
     the brachioradialis   flexes   3 
    (∅)    (33)      (-5)      D      SP 
                  the  forearm 
               (∅)      (100) 
 

Note that the definite determiner has no associated MUs; this is shown as the null set: ∅. 
Such syntactic (non-anatomical) words are used in parsing, but are dropped from WDH’s 
own tree diagrams that we will show below, e.g. (3-1b).  

WDH’s trees are annotated with:  
 rule numbers (See Appendix 1);  
 semantic types;  
 denotations at each node1: these are either MUs, sets of MUs, or truth values;  
 labels of semantic operations performed compositionally at the given node.  

There are actually two different trees for sentence (1a), according to MUBS: (3-1b) and 
(3-1c). 
                                                 

1 We will return to the denotation of forearm and the function Fc that cuts it down to the singleton {100}. 
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(3-1b)       6a St                  
        {1}                 

     qTfp                
 1a  SPe[1]     ∈     4a VP<e,t> 
   brachioradialise    {32,33,87,111,112,113,148,195,250} 

  {33}       eDxi 
       2a RP<e,<e,t>>    1c SPe[3] 
       {-5}      {100} 
         flexese          Fc 
                     forearm<e,t> 
             {100,132,167,252,320,321,322, 

                   323,324,325,364.365.372} 

  (3-1c)          6b St                 
            {1}                
       qTfp             
      3a SV<e,t>      ∈  1c SPe[3] 
     {100}              {100} 
   eDxi               Fc 
    SPe[1]     RP<e,<e,t>>    forearm<e,t>  
brachioradialise     {-5}    {100,132,167,252,320,321,322,    
    {33}        flexese       323,324,325,364.365.372} 

 

The first of these trees, (3-1b), looks quite similar to the “linguist’s tree” (3-1a), minus 
grammatical function words like the and with some new labels: SP (Structure Phrases), RP 
(Relation Phrases), and the extra annotations for semantic types, semantic operations, and 
semantic denotations.  

The second tree, (3-1c), has a different binary branching structure (as also licensed in a 
number of parsing models (Ades and Steedman 1982, Steedman 1996)), and posits a 
constituent “SV” (for Subject-Verb combination).  

The two trees (3-1b) and (3-1c) correspond to the two ways MUBS can break the 
sentence into a dyad plus a term. 

(3-3) A sentence whose subject denotes an individual is true iff that individual is a 
member of the set denoted by the VP. 

(3-4) A sentence whose object denotes an individual is true iff that individual is a 
member of the set denoted by the SV. 

 

In Lecture 1 we noted that VPs correspond to one-place predicates, type <e,t>, and we 
can extend this to include SVs. A VP combines with a subject to make a sentence; an SV 
combines with an object. On the Fregean view of VPs as functions, the ‘argument’ of a VP is 
its subject; that of an SV is its object. When WDH speaks of the ‘execution’ of a VP or SV, 
he means computing the extension or denotation or semantic value of the VP itself in (3-1b) 
or the SV in (3-1c). 

 

(3-2a) SUBJ    32    33     87   111  112   113   148   195   250    WHAT 

  VERB      5      5       5       5      5       5       5       5       5    VERB 

  WHAT 100  100   100  100   100   100   100   100   100    OBJ 
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As VB illustrated in the previous lecture, queries may also be modeled as open formulas 
with one free variable, and the VP and SV also correspond in a natural way to “subject-wh” 
queries and “object-wh” queries, as suggested by the labeling of the rows in the piece of the 
MU matrix in (3-2a) above. (We can easily translate back and forth between the view of VP 
as type <e,t> and the view of VP as an open formula depending on whether we lambda-
abstract over its subject argument or not, and the same for SVs.) 

The trees (3-5a) and (3-6a) below for the questions (6) and (7) are almost identical to the 
VP of (3-1b) and the SV of (3-2b) respectively; only the wh-words, not shown in the tree, 
cause the processing to work differently: the denotation of the top node is produced as output 
(answer).  

(6) What flexes (-5) the forearm (100)? 

Answer: The brachialis (32), brachioradialis (33), flexor carpi radialis (87), humeral 
head of the flexor carpi ulnaris (111), humeral head of the flexor digitorum superficialis 
(112), humeral head of the pronator teres (113), long head of the biceps (148), palmaris 
longus (195) and the short head of the biceps (250). 

(7) The brachioradialis (33) flexes (-5) what?  
 Answer: The forearm (100). 
 

(3-5a) Tree for (6)     4b VP<e,t>             
         {32,33,87,111,112,113,148,195,250}          
             eDxi 
       2a RP<e,<e,t>>     1c SPe[3] 
       {-5}      {100} 
         flexese          Fc 
                     forearm<e,t> 
             {100,132,167,252,320,321,322, 

                   323,324,325,364.365.372} 

 
(3-6a) Tree for (7)    3a SV<e,t>              
         {100}               
       eDxi   
        1a SPe[1]     2a RP<e,<e,t>>  
     brachioradialise      {-5}    
         {33}        flexese   

 
 
Note about intermixture of grammar and processing: If in place of (7), we had used the 
passive form of the question, What is flexed by the brachioradialis?, the verb would still be 
annotated with its MU set {-5} and the SP would still have the annotation [1], meaning that it 
fills the “first row” in the MU matrix, i.e. the “first argument” of the relation “-5”. (See table 
(3-2a) on the previous page.) The processor would make note of the passive form of the verb 
and would accordingly annotate the SP in the by-phrase with [1] (and the surface subject, if 
there were one, with [3]: “third row” of the MU matrix.) 
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2. Points of Interest for the Linguist in WDH’s System 

2.1. A small rich real-life fragment.  
This is a working system in the rich domain of anatomy, whose habitability and 

robustness has been demonstrated with real use with great success, and which has enough 
(implicit) semantics to do question-answering, including an interesting species of why-
questions. There is some recursion in the grammar, and an infinite set of possible inputs and 
outputs, rich expressive power within this complex but extensional and ‘closed-world’ 
domain, and there is an open set of discoverable generalizations that emerge as answers to 
why-questions, giving the possibility of the discovery of new knowledge in the form of new 
generalizations about the given (closed) body of data. 

2.2. “No Lexicon”.  
There are no definitions, no semantic decomposition of lexical items, no necessary and 

sufficient conditions, no meaning postulates, nothing that could be called a specification of 
the lexicon or of the lexical semantics. So where is the implicit semantics that makes 
question-answering possible? The information is all stored in the form of atomic facts (the 
triads in the MU matrix); the important thing is figuring out which MUs or sets of MUs are 
referred to by the SP and RP phrases. In MUBS, each word is associated with a set of MUs, 
the MUs it “calls to mind”, in WDH’s terms. See section 3.2. below.  

2.3. Polysemy and Compositionality.  
One of the interesting reasons that WDH doesn’t think he wants a lexicon in the sense 

familiar to formal semanticists is that the lexicon in this fragment (probably as in any realistic 
fragment) is massively polysemous. A simple formal semanticist’s rendition of WDH’s 
fragment would have massive ambiguity for most sentences, given the polysemy of the basic 
lexical items, and formal semanticists have not given systematic attention to how ambiguity 
resolution really works. In this respect WDH’s success poses an interesting challenge for 
linguists’ sometimes unexamined assumptions about modularity and about the separation of 
grammar and processing. Can the techniques WDH uses for disambiguating on the fly easily 
be transferred to a more modular approach, or not easily? 

2.4. Where is the Grammar?  
There is no explicit grammar, neither syntax nor semantics, it is all implicit in the 

processor, and the practical success and efficiency of this working system makes WDH 
somewhat skeptical about the desirability of separating grammar and processor. How easy 
would it be to extract the grammar implicit in MUBS? WDH has helped us with this himself, 
and we give the “comprehension grammar” in Appendix 1. One interesting thing that 
emerged is that comprehension and production do not “use the same grammar”.  

What’s in Sections 3 and 4? 
In the remainder of the talk, we illustrate some of the points of interest just mentioned. In 
Section 3, we discuss two issues in WDH’s work not usually addressed systematically by 
linguists: the syntactic variety of “relation phrases” identified during the early stages of 
parsing (in 3.1), and the big differences between textbook NPs and anatomical SPs (in 3.2). 
In Section 4, we discuss some of the reasons for and consequences of the separation of 
comprehension grammar and production grammar. There are many more issues of interest 
than we can discuss in this short time; our joint paper should soon be accessible through 
BHP’s website.  
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3.  Parsing into SPs and RPs; Lexicon, Compounds, Grammatical Morphemes. 

3.1.  Parsing into SPs and RPs. 
As illustrated in the previous examples, in MUBS one finds “SPs” and “RPs” where a 

linguist would typically expect to see NPs and Vs. The first stage of processing involves 
segmenting the input string into a sequence of alternating SPs and RPs; it is surprising that 
this seems to be possible very generally. The algorithm that does this makes use of 
morphological endings and grammatical words that help identify beginnings and ends of SPs 
and RPs. The parsing details are not of central interest; they work nicely; what is interesting 
is the idea that every sentence CAN be so segmented. 

Once the string has been carved into SPs and RPs and an MU identified for each, the rest 
of the syntactic parsing and semantic composition proceeds in two stages.  The first stage is 
an algorithm that determines the bottom layer of branching nodes, producing mostly VPs and 
SVs, corresponding to Rules 3a-e and Rules 4a-f; this stage of the parsing depends in part on 
an auxiliary algorithm that determines which RPs and SPs to group into binary-branching 
structures. The intermixture of semantics and syntax makes this part of the parsing process 
quite different from, say, a standard context-free parser. The second stage, corresponding to 
Rule sets 5 and 6, builds up the higher structures; these rules work in a context-free manner 
constrained by semantic well-formedness. The grammar in Appendix 1 can be thought of as 
having three parts: Rule groups 1-3 produce RPs and SPs, the lowest non-terminal nodes in 
every tree, and Rule groups 3 and 4 build up SVs and VPs, and Rule groups 5-6 build up the 
higher structures of INs2 and Ss.  

There seems to be almost no ambiguity in the resulting parsing; the sometimes massive 
local ambiguity is virtually always resolved, through the interaction of the blended syntax and 
semantics and the contextual knowledge supplied by the database. 

RPs. 
One of the ways in which the natural language syntactic analysis in WDH’s system 

departs from conventional linguistic analyses is in the identification of RPs, the expressions 
that are interpreted as two-place relations. One thing striking to a linguist is that expressions 
parsed as RPs are not only of various syntactic categories, but some of them are not even a 
constituent in a standard syntactic analysis. RPs include such expressions as innervates, 
flexes, supplies (transitive verbs), attaches to, branches from (intransitive verb plus 
preposition), is superior to, is anterior to (copula verb plus adjective plus preposition), and is 
a branch of, is the innervation of (copula verb plus part of a noun phrase: determiner, head 
noun, and just the preposition of a PP complement to the noun). What unites all RP 
expressions is their semantics: each RP expression is interpreted as a two-place relation, a 
relation which plays an important role in the structure of the domain of anatomy.  

 
The central motivation for identifying RPs as units comes from the fact that the basic 

MUs are of two semantic types, entities and two-place relations, and the MU triads in the MU 
matrix all correspond to atomic facts involving a two-place relation and two arguments. The 
words or phrases identified during parsing as RPs correspond to the 28 anatomical relations 
in this fragment relating to the upper limb. (There is a many-to-many relation between RPs 
and anatomical relations, since MUBS, following common practice among anatomy students 

                                                 
2 Roughly, IN’s may be thought of as “Intermediate predicates”: IN is the major recursive category in the 

grammar. S occurs only at the top node, and SV and VP are almost (not quite) not recursive categories. 
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and teachers, allows both local (resolvable) ambiguity and multiple names for the same 
entities or relations.)  

Compare the MUBS syntax for sentence (B-4), shown3 in tree (B-5), with the 
conventional linguistic analysis in (B-6). 

 
(B-4) The superficial radial nerve is a branch of the radial nerve 
 
(B-5)         S  
       qp 
      SP       VP 
   q!p   rp 
   superficial radial   nerve      RP    SP 
            6  ru 
          is a branch of    radial  nerve  

 
Note, by the way, that MUBS knows that branch may occur as part of either an RP or an 

SP, and would parse branch of the radial nerve in What branch of the radial nerve supplies 
the extensor carpi radialis longus? as an SP.  

 
(B-6)       S  
     qp 
    DP       VP 
 qy    wu 
 D    NP    V      DP 
 ! q!i  !  ri 
 the superficial radial  nerve is   D    NP 
           !  eu 
             a  N   PP 
             !  ei 
            branch  P   DP 
               !  tp 
               of  D    NP 
                 !  3 
                   the  radial nerve 

 
(B-6) has a very different structure from (B-5), and a compositional semantics built on the 

linguists’ syntactic structure (B-6) would necessarily go through a somewhat more complex 
route to arrive at the relational interpretation which is transparently represented in (B-5). See, 
for instance, the treatment of is a part of Europe in Heim and Kratzer (1998, pp. 62-65): there 
it is proposed that there are two distinct levels of syntax, one corresponding to tree (B-6) 
above, and another in which the semantically vacuous (in this configuration) words is, a, of 
are ignored, leaving only the two-place relational noun part and its e-type argument Europe, 
i.e. quite close to WDH’s tree (B-5). WDH’s system pays attention during parsing to the 
presence of the copula and other such semantically vacuous words, but does not build a 
separate level of syntactic structure that reflects their presence; instead it constructs as 
directly as possible the semantically relevant structure shown in tree (B-5). 

                                                 
3 Actually, (B-5) is not MUBS’ actual parse of (B-4); MUBS would give it an SV + SP structure instead. 
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3.2.  Textbook NPs vs. Anatomical SPs. Grammaticality. Meaning composition 
in SPs. 

 
The variety of alternative SPs for the flexor digiti minimi (a small muscle in the hand 

that flexes the little finger) provides a rich and interesting example of the difference between 
“textbook” approaches to the syntax and semantics of NPs and WDH’s approach. Issues 
include (i) the mixture of Latin and English in the English language of anatomy; (ii) the 
unclear lines between definite descriptions, compounds, and complex proper names, and (iii) 
whether and how grammatical and ungrammatical SPs are distinguished. These and related 
examples are also good ones for discussing (iv) WDH’s statement that the meaning of an 
anatomical content word is “what it calls to mind”. (Basic data are in Appendix 2.)  

 
(i)  If we were to try to write an explicit “linguists’ grammar” of this fragment of 

language, one of several things we would have to figure out is how to deal with the mixture 
of English and Latin. WDH cites the following possibilities, all referring to the same muscle 
(MU 89): flexor digiti minimi, flexor digiti quinti, flexor of the smallest finger, pinky 
flexor, and he notes that there are more than 10 possible synonymous phrasal names 
corresponding to MU 89. The fact that all of these phrases contain flexor suggests that 
perhaps there is no “English” substitute for flexor, or, what may amount to the same thing, 
flexor may count as an English word as well as a Latin one in the domain of anatomy. How 
would or should a linguist describing this part of English treat the “all-Latin” SPs like flexor 
digiti quinti and flexor digiti minimi? These could be treated compositionally in a Latin 
sub-grammar of the grammar of anatomy, but it is presumably not necessary that medical 
students even know that quinti means fifth and minimi means smallest nor that the phrases 
following flexor are in the genitive case. But if we don’t put in a “Latin subgrammar”, is the 
only alternative to treat expressions like flexor digiti minimi as fixed phrases, something like 
lexicalized compounds or long proper names? Those are the only alternatives countenanced 
in familiar formal grammars, I think. But that’s not the way WDH deals with it, and I suspect 
he’s right that that’s not the way people deal with it.  

What’s in his ‘grammar’? In the rule set 1a- 1i in Appendix 1, one finds SP rewriting as 
“wrd” or “wrds”, i.e. one or more words, together with some semantic operations that yield 
either a single MU or a set of MUs. See point (iii) below for more on this. 

 
(ii) What distinguishes names like flexor digiti minimi from proper names? This is 

where WDH’s distinction between words and SPs comes in. As seen in (5-4), each of the 
words that occurs in any of the names of muscle (89) has a set of MUs associated with it, that 
word’s “connotation”, or “what it brings to mind.” (And there can be words that do not occur 
in any of the names of MU 89 which nevertheless include MU 89 among their 
“connotations”, e.g. muscle.) And in each of the SPs that can name that muscle, the 
intersection of these MU sets yields a singleton set containing only the MU 89. In this 
respect, it as if each word in the compound were a one-place predicate picking out a set of 
entities, with semantic composition as intersection, much as with intersective modifiers 
modifying a head noun. But of course that is not what is really behind the semantics; the 
flexor digiti minimi is indeed a flexor, but it is not itself minimi (smallest). And the flexor 
of the little finger is not itself a finger.4 So the ‘real semantics’ of these expressions is not 

                                                 
4 An even better example is profunda brachii, the canonical name for a certain artery also called the deep 

brachial artery. The canonical SP profunda brachii does not contain the Latin word for artery. How many of 
the anatomy students know that profunda ‘deep’ is a feminine nominative adjective that agrees with the absent 
Latin word for artery, and not with the masculine genitive noun brachii? (There is probably no more need for 
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intersection, but within this domain, and with the given working assumptions about the users 
and uses of the language, every content word that occurs in any SP can be treated as a “quasi-
predicate” which “evokes” a set of entities (MUs). And in this fragment, there is really no 
principled distinction among definite descriptions, compound nouns, and proper names.  

 
We consider it one of the interesting properties of WDH’s system to have brought to light 

the gulf between textbook DPs and the SPs encountered in this domain, and one of the 
achievements of MUBS that it deals with these SPs uniformly and successfully.  
 

(iii) From the description in Section 5.2, one might wonder whether all possible 
combinations of the words in (5-4) whose MU sets uniquely intersect to {89} are possible 
names of that muscle. Does the language of anatomy permit flexor fifth digiti or flexor digiti 
pinky? The answer is not straightforward; we have been told (by WDH) that “it’s not 
forbidden, but medical students just don’t talk that way.” As we understand it, MUBS was 
not designed either to permit or to reject those examples, and one has to simply experiment 
with it to find out whether it happens to permit them.  

 
WDH: “I agree with the discussion in (iii). Let me simply add that as long as the menu is 

limited to those words in (5-4), the computer program will accept any combination as long as 
MU(89) occurs with a frequency greater than any other MU in the SP. The program is not 
sensitive to the internal structure of the SP, e.g. sequence of words, mixing of Latin and 
English words, and so forth. Medical students and others who are accustomed to hearing 
anatomical discussions are sensitive to those same factors. They might say “that doesn’t 
sound quite right,” and I might say “we don’t talk like that,” but everyone would understand 
the intended meaning. However, if words that affect the parsing were introduced, there could 
be unintended consequences, e.g. flexor the digiti pinky would probably result in flexor 
being treated as an RP, the digiti pinky as an SP. That example probably would be parsed 
poorly by a person as well.” 

 
BHP: Why can WDH get along without a grammar that specifies exactly what the 

possible well-formed expressions are? Partly, probably, because of three working 
assumptions: (a) The domain underlying the use of language is well-structured and presumed 
known, and all sentences are to be interpreted (if possible) in terms that make sense as 
statements about that domain. (b) MUBS takes a generous view toward the user’s language; it 
cares very much about whether substantively false statements are made, but it does not care 
about whether the sentences are grammatical, and will automatically ignore or correct 
anything it can interpret as just a slip of the tongue. (c) There is no assumption that the 
system has to be able to generate everything it can parse and understand, nor be able to parse 
and understand everything it can generate.  

 
Thus there is nothing in MUBS that actually forbids ungrammatical combinations like 

flexor of the smallest digiti or flexor finger pinky. But as a parser, it will never encounter 
those expressions in its normal intended use; and if it did, it would simply interpret them as 
still more names for the muscle (89). Saying “That’s ungrammatical” is not part of its job5. 
                                                                                                                                                        
them to know that than for an American tourist in Mexico to know that in the linguistically curious name of the 
beer Negra Modelo, the feminine adjective negra ‘black’ is agreeing with the implicit cerveza (fem.) ‘beer’ and 
not with the explicit brand name Modelo (masc.).) 

5 nor of the personality of its designer, who in general prefers pedagogically to make corrections implicitly 
by giving explicit correct responses to erroneous or unclear input rather than tell the student he is wrong or 
incomprehensible.  
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And when MUBS is generating questions or answers, it will normally choose the canonical 
name, flexor digiti minimi; it is not designed to make random selections of words that 
happen to unambiguously intersect to {89}. Where the comprehension grammar in Appendix 
1 has rule 1b, parsing a string of ‘words’ as an SP of type e, denoting a unique anatomical 
structure, “The requirement here ... is simply that each of the content words in the SP 
contains the MU, in this case 89, in the set of MUs that represents the connotation of the 
word.” This ‘rule’ by itself permits many non-occurring combinations, but is in fact sufficient 
for correctly identifying any of the phrases that a medical student or an anatomist might ever 
use as a name of muscle 89.   
 

(iv)  The table in (5-4) might arouse some questions of curiosity. I would assume that 
quinti, fifth, 5th, and V all have the same meaning; why don’t they all have the same MUs? 
And the same question arises for digiti and finger. The second question turns out to be easier 
to answer: it results largely from the fact that digit and digiti have separate entries; the MU 
list6 for digit is (ignoring the category 28, “unknown”) 78, 103, 154, 155, 156, 157, 245, 288. 
The MU list for finger is almost but not quite the union of the MU lists for digit and digiti; 
some structures happened to be called by only one name, like MU 154, the lumbrical to the 
2nd digit. And that last fact is evidently also the source of the differences among quinti, fifth, 
5th, and V: those lumbricals, 154-157, use 2nd, 3rd, 4th, 5th in their names and apparently 
don’t happen to use any of what we would normally think of as synonyms of those words. 
Thus within MUBS, 5th and fifth seem not to be synonyms, since they do not pick out the 
same set of MUs. And thus while ambiguity is rampant on the word level and rare at the SP 
level, synonymy is common at the SP level but even rarer than we might have expected at the 
word level, where differences in conventional usage as well as real differences in meaning 
block full intersubstitutability and hence synonymy7. 

 

4.  Grammar and Processing.  Differences between Production and 
Comprehension. 

The MUBS system can take either side in a dialogue. It can ask questions or answer them. 
It can make statements, and it can evaluate statements as true or false. It is not a symmetrical 
conversational partner, however: the computer is a surrogate ‘teacher’, not a surrogate 
“student”.  

What we have described so far has been the “comprehension grammar”, which is given in 
part in Appendix 1. The comprehension side of the system has been designed to try to accept 
and understand anything that a student might say to it, and to evaluate it for correctness (if a 
statement), or to answer it (if a question). Yesterday we mentioned the system’s robustness in 
handling input containing unknown words (the “xxx” examples). The grammar and parser are 
surprisingly simple. A great deal of weight is put on the system’s knowledge of anatomy, 
including type restrictions on all of the relations, in order to unambiguously parse and 
interpret whatever might be given to it.  

The database encodes all of the information in the form of a big MU-matrix consisting of 
a set of MU triads, which we look at as a relational database. The comprehension grammar 
maps English sentences into what amount to queries, implicitly formulated as the kinds of 
relational database queries discussed yesterday. Declarative sentences are interpreted as if 

                                                 
6 The list is not included in this paper; I am working from documentation provided by WDH.  
7 WDH also reports that some of the “non-synonymy” is merely an artifact of the building up over time of 

the MU lists for the various words. As noted in Section 4.3, “There is no official list of connotations for a word; 
there is no right or wrong.”  
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they were Yes-No questions: MUBS will respond to a declarative sentence with “True” if it’s 
true, and with a clarification of the form “No, [corrected sentence]” if it’s false.  

For production, MUBS normally has an explicit proposition to express. Often that 
proposition is the answer to some question, and MUBS has access to the syntax as well as the 
semantics of the question it is answering. Another of the ‘production tasks’ of MUBS is to 
ask the student challenging questions and give helpful hints as needed when the student 
cannot answer correctly.  

Several strategies make the output grammar simpler than the comprehension grammar, 
we believe. First, the task of the output grammar is generally to convert some unambiguous 
formula expressed in MU’s into a sentence in ordinary English. MUBS can and does 
normally restrict itself to canonical names for the various entities and relations. In a case like 
the 10 or more names for the pinky flexor, we have no rules for distinguishing well-formed 
from ill-formed expressions to denote that muscle. But the input grammar simply accepts any 
combination that lead to an unambiguous choice of denotation: roughly, any phrase for which 
the intersection of the MUs evoked by each of its words gives a unique value. And the output 
grammar typically uses the canonical name flexor digiti quinti, or sometimes an anaphoric 
expression.  

In other words, the output grammar just needs to have one way to express each 
proposition, and the existence of a canonical name for each anatomical entity and relation 
makes that not difficult. (There is actually quite a lot more to the output grammar, including 
naturalistic uses of anaphoric expressions.) And the input grammar ‘just’ has to process every 
input it gets and interpret it correctly. Neither grammar is given the task of distinguishing 
well-formed from ill-formed strings; the MUBS designer, WDH, has assumed that any ill-
formedness is unintentional and that ill-formed expressions should be regarded as unintended 
variants of well-formed ones.  

Thus there is no place in MUBS where a common grammar for input and output is needed 
or wanted. We would be curious to know whether the assumption of a single grammar, 
separate from and used by the processors connected with speaking and comprehending, is 
common in current natural language processing systems, or whether that is an assumption 
that is restricted mainly to theoretical linguists. 

In any case, it seems to us that W.D. Hageman’s system works remarkably well with 
remarkably simple resources, and suggests that at least within highly structured domains, one 
can design a successful natural language interface with simpler than expected linguistic tools 
if one makes use of the domain information during language processing. To what extent such 
a system could be scaled up to a more open-ended domain remains to be seen.   

 

Appendix 1 
 
Rewrite Rules 
                   [Examples in Hagamen et al In Progress] 

1a.  SPe   ←  MU wrde         3-1b  

1b.  SPe   ←  MU Hf wrds<e,t> MUs     3-10a 

1c.  SPe   ←  MU Fc wrd<e,t> MUs     3-1b 

1d.  SP<e,t>  ←  MUs Fb Fvn Fc wrd<e,t> MUs   3-16a 

1e.  SPe   ←  MU Fvn Hf wrds<e,t> MUs    3-11a 
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1f.  SP<e,t>  ←  MUs Fp Fc wrd<e,t> MUs    3-16a 

1g.  SP<e,t>  ←  MUs Fp wrde MU      3-7a 

1h.  ATW<e,t> ←  MUs wrd<e,t>        3-12a 

1i.  SPe   ←  MU Fb Hf wrds<e,t> MUs    7-1a 

 

2a.  RP<e,<e,t>> ←  -MU wrde         3-1b 

2b.  RP<e,<e,t>> ←  -MU Fvn wrd<e,t> -MUs     4-5a 

2c.  RP<e,<e,t>> ←  -MU Fvn Hf wrds<e,t>-MUs    3-16a 

 

3a.  SV<e,t>  ←  SPe[1]   Dx    RP<e,<e,t>>  3-1c 

3b.  SV<e,t>  ←  SPe[3]   Dx    RP<e,<e,t>>   

3c.  SV<e,t>  ←  SP<e,t>[1] Dx    RP<e,<e,t>>  3-7a 

3d.  SV<e,t>  ←  SP<e,t>[3] Dx    RP<e,<e,t>>   

3e.  SV<e,t>  ←  INe[1]   Dx    RP<e,<e,t>>  7-15a 

 

4a.  VP<e,t>  ←  RP<e,<e,t>> Dx    SPe [1]   3-11a 

4b.  VP<e,t>  ←  RP<e,<e,t>> Dx    SPe[3]   3-5a 

4c.  VP<e,t>  ←  RP<e,<e,t>> Dx    SP<e,t>[1]  3-12a 

4d.  VP<e,t>  ←  RP<e,<e,t>> Dx    SP<e,t>[3]  3-16a 

4e.  VP<e,t>  ←  RP<e,<e,t>> Dx    IN<e,t>[3]  5-34a 

4f.  VP<e,t>  ←  RP<e,<e,t>> Dx    VP<e,t>[3]  5-40 

 

5a.  IN<e,t>  ←  ATW<e,t> ∩    VP<e,t>   3-12a 

5b.  IN<e,t>  ←  VP<e,t>  ∩    VP<e,t>   3-14a 

5c.  INe   ←  SPe   ∩    VP<e,t>   3-15a 

5d.  INe   ←  IN<e,t>  ∩    VP<e,t>   3-16a 

5e.  IN<e,t>  ←  IN<e,t>  ∩    VP<e,t>   3-17a 

5f.  INe   ←  INe   ∩    VP<e,t>   3-18a 

5g.  IN<e,t>  ←  SV<e,t>  ∩    ATW<e,t>  3-22a 

 

6a.  St   ←  SPe[1]  Tf(∈)   VP<e,t>   3-1b 

6b.  St   ←  SV<e,t>  Tf(∈)   SPe [3]   3-1c 

6c.  St   ←  INe   Tf(∈)   VP<e,t>   3-15a 

6d.  St   ←  SP<e,t>[1] Tf(∅≠∩)  VP<e,t>   6-1a 

6f.  St   ←  SV<e,t>  Tf(∅≠∩)  SP<e,t>[3]  6-2a 
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6g.  St   ←  IN<e,t>  Tf(IN⊆VP)  VP<e,t>   3-20a 

6h.  St   ←  IN<e,t>  Tf(VP⊆IN)  VP<e,t>   3-22a 

6i.  St   ←  IN<e,t>  Tf(IN⊂VP)  VP<e,t>   3-23a 

6j.  St   ←  IN<e,t>  Tf(∅=IN∩VP) VP<e,t>   3-24a 

Appendix 2  Synonyms for Names of Anatomical Structures  
(Edited excerpts from Hagamen et al, Ms.) 
The flexor digiti minimi (89) is a small muscle in the hand that flexes the little finger. 

We can think of at least 10 different phrases (SPs) that one can use to name this same muscle. 
It is these phrases (SPs), considered as entities, that are synonymous; not the individual words 
that comprise the phrase. Indeed, we will argue that most single words are polysemous and, if 
consdered alone, would be ambiguous. Any SP acquires an unambiguous meaning if each 
content word in the SP contains the same MU in the set of MUs that represents the 
connotation of the word. For flexor digiti minimi, this value is 89. If two MUs occur with 
equal frequency, the SP will be ambiguous between those two meanings.  

 
In the list of words (5-4) and their associated sets of MUs, the only value that the 34 MUs 

for flexor, the 4 MUs for digiti, and the 5 for minimi have in  common is 89. Referring to the 
muscle as the flexor digiti quinti produces no change, since minimi and quinti share the 
same set of 5 MUs. The 3 content words comprising the phrase the flexor of the smallest 
finger also have only a single MU in common: 89. Even the two-word pinky flexor uniquely 
defines MU (89). More than 10 synonymous expressions are possible from these 11 lexical 
words. 
 
 (5-4) digiti    1   72   89 190 
  fifth    1   72   78   79   80    89  157 190 349 380 
  finger     78   89 103 245 288 
  flexor  - 5   14   32   33  40     81   83    87   89   92   93   95   96   97  98 102 111  
               112 113 148 154 155  156 157  195 228 244 247 250 287 290 312 313 320 
  little     78  89 
  minimi    1  72   78    89 190 
  pinky     78  89 
  quinti    1  72   78    89 190 
  smallest   78  89 
  V     1  72   89  190 
  5th     1  48   72   78    79   80   89   93  142 157 190 349 380 

 
The words that comprise these SPs individually each connote a diversity of anatomical 

objects. The word flexor, for example, also suggests the flexor carpi radialis (87), as well as 
32 other of the 86 named muscles in the upper limb. Flexor also refers the anatomical 
relation (RP) flexes (-5) as seen in: The brachioradialis (33) is a flexor of (-5) the forearm 
(100). However, it is the grouping of words into phrases, as the result of parsing, that permits 
the group to constitute an SP. Each anatomical object may have many different names (SPs), 
but the structure they signify can only have a single MU and, by definition, only one 
canonical SP.  

 
Ambiguity is limited to the word level of the lexicon, where each anatomically significant 

word is potentially associated with multiple MUs. The word flexor, for example, can “bring 
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to mind” the fourth dorsal interosseus (102) or brachioradialis (33) as well as the flexor 
digiti minimi (89), and the word digiti can conjure up the opponens digiti minimi (190) as 
readily as the flexor digiti minimi (89). Conversely, as described above, a variety of phrases 
(SPs) such as flexor of the little finger and pinky flexor can unambiguously define the 
muscle. As demonstrated in Section 3, the answer to a wh-question such as (5-5) is its 
semantic value which may be displayed either as the SP or MU: flexor digiti minimi (89).  
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