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Abstract

This report presents the Universal Dependency (UD) annotated corpus for Russian
and a conversion process which was developed to transform SynTagRus, the
Russian dependency treebank, into a UD-style annotated corpus. The aim of this
work was to create a UD-style annotated corpus for Russian since no such corpus
was available prior to UD release 1.3.

The conversion rules were based on manually analyzed examples and statistics
that were extracted from the corpus. The conversion itself was made
automatically.

Firstly, we provide a brief description of the SynTagRus treebank. Next, we present
a detailed description of the conversion process and some ideas of our future
work.
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Introduction

Substantial attention has been paid to cross-linguistic research in recent years.
This has encouraged the development of multilingual parsers and dependency
parsing systems which can be easily applied to a wide range of languages.

The first considerable results on multilingual parsing were presented at the
Conference on Computational Natural Language Learning in 2006 (Sabine
Buchholz and Erwin Marsi, 2006 [1]) and in 2007 (Nivre et al.,, 2007 [2]). At the
same time, special attention was paid to the annotation and structure of treebanks
which were chosen for shared tasks. Both papers describe additional efforts that
were made to convert the data into a similar format. Due to the variety of
annotation principles, similar structures of closely related languages can look
contrasting in different treebanks: “Linguistic diversity makes our life harder”1.

Simultaneously, a number of independent projects on developing universal
annotation were begun. The idea that a set of syntactic POS categories exist in
similar forms across languages underlay the Google Universal Part-of-Speech
Tagset that was developed to standardize best-practices (Petrov et al., 2011 [3]).
Another remarkable project, the Interset, stressed the importance of unified
annotation, both for humans and NLP frameworks, and proposed a universal
feature set (Zeman, 2008 [4]). Later, this approach was integrated into the
HamletDT project, which is a compilation of transformed dependency treebanks
that share the same annotation style (Zeman, 2014 [5]). Another project that
should be mentioned is The Stanford Dependencies, which was originally
developed as a representation of English syntax for better processing of natural
language understanding (NLU) applications and was transformed into a taxonomy
that has a set of grammatical relations as its basis. These relations can be extended
to language specific relations, which capture distinctive features of individual
languages or language families (de Marneffe, 2014 [6]).

The most promising initiative, the Universal Dependencies (UD), integrates
previous efforts and provides guidelines for cross-linguistically consistent
grammatical annotation (Nivre et al., 2016 [7]). UD has a huge practical value for
modern linguistic applications and can be employed as a universal grammar for
natural language processing. Starting from the point of 10 UD-style annotated
treebanks, the project shows significant growth: the latest release (1.3) contains
54 treebanks in 40 languages [8].

The aim of this work was to create the UD-style annotated corpus for Russian. The
corpus is publicly available starting from release 1.3.

' J. Nivre. Towards a Universal Grammar for Natural Language Processing. Talk in Yandex, Moscow, April
2016



SynTagRus Treebank

The UD style annotated corpus was converted from the SynTagRus dependency
treebank.

This treebank is being developed by the Computational Linguistics Laboratory of
the Kharkevich Institute of Information Transmission Problems in the Russian
Academy of Sciences, located in Moscow.

It is an integrated but fully autonomous part of the Russian National Corpus
developed through a nationwide research project and can be freely consulted on
the internet [9].

Currently the treebank contains over 1,000,000 tokens (over 66,000 sentences)
belonging to texts from a variety of genres (contemporary fiction, popular science,
texts of online news, newspaper and journal articles, dating between 1960 and
2016).

To date, the treebank is the only human-corrected corpus of Russian supplied with
comprehensive morphological annotation and syntactic annotation in the form of a
complete dependency tree provided for every sentence (Boguslavsky et al., [10],

[11]).



Conversion
Data Format

The original SynTagRus markup is XML that contains the following elements?
(Leonid Iomdin and Victor Sizov, 2009 [12]):

S element indicates sentence borders (<S> </S>)
S element contains ID attribute (sentence number)

W element contains a word form (<W> </W>).

Punctuation is stored in-between W elements. Morpho-syntactic

information for certain word form is stored in 5 attributes:

e ID: word number in the sentence.

e Lemma: dictionary entry form.

e Feat: set of morphological features.

e Link: syntactic relation, which can be omitted when the word is the
head of the whole sentence.

e Dom: ID of the head (parent) token. The value of this attribute equals
“_root” if the word is the head of the sentence.

¢ Nodetype: this attribute, if present, has the value “FANTOM”, indicating
an empty node.

Here is an example of an original SynTagRus annotation for the Russian sentence
“Mawa 6eraet”/“Masha is running around”:

<SID="1">

<W DOM="2" FEAT="S E/] )KEH UM 0/]" ID="1" LEMMA="MAIIA“ LINK="npeguk">Mama</W>
<W DOM="_root" FEAT="V HECOB HEIIPOIll U3bAB 3-J1 EJ" ID="2"
LEMMA="BETATb">6eraer</W>

</S>.

The UD project uses a revised version of the CONLL-X format (CoNLL-U) [13]. The
CoNLL-U format contains following information:

ID: Indicates the position of a token in a sentence (integer, starting at 1 for
each new sentence).

FORM: Word form or punctuation mark.

LEMMA: Lemma or stem of word form.

UPOSTAG: Universal part-of-speech tag.

XPOSTAG: Language-specific part-of-speech tag.

FEATS: List of morphological features separated with |.

HEAD: Head of the current token, which is either a value of the head token
ID or zero (0) if the current token is the root of the whole sentence.
DEPREL: Universal dependency relation to the HEAD (root if HEAD = 0) or a
defined language-specific subtype of the relation.

DEPS: List of secondary dependencies (head-deprel pairs).

’The description of the whole xml tree structure and elements that contain metadata were omitted.


http://universaldependencies.org/u/pos/index.html
http://universaldependencies.org/u/dep/index.html

MISC: Any other additional information.

Here is an example of the CoNLL-U format for the Russian sentence “Mama
6eraet”/“Masha is running around”:

1 Mama MAIIIA NOUN _ Animacy=Anim|Case=Nom|Gender=Fem|Number=Sing
2 nsubj _ _

2 6eraer BE'ATBVERB
Aspect=Imp|Mood=Ind|Number=Sing|Person=3|Tense=Pres|VerbForm=Fin|Voice=Act
0 root _ _

3 . . PUNCT . _ 2 punct _

The transformation of the syntactic tree structures and replacements of labels
were made in the original SynTagRus XML markup. The final conversion into the
CoNLL-U format was made at the end of conversion process after the corpus had
been fully annotated with UD dependency labels, part of speech tags and features.

Conversion scripts were written in Python 3.

Algorithm

The main idea that underlies the conversion procedure is the language patterns
principle. We assumed that, using corpus statistics, it is possible to discover basic
conversion rules that cover the majority of sentences. The remaining minority of
sentences are treated as annotation inaccuracies or non-frequent sentence
patterns that can be deferred until a future release.

Accordingly, we omitted sentences with foreign (non-Russian) words and elliptic
constructions, which amounted to approximately 2800 sentences.

Elliptic constructions are marked with empty “FANTOM” nodes in SynTagRus. The
UD guidelines disallow empty nodes. However, the guidelines are under revision
on this issue now. The conversion of elliptic constructions can be deferred until the
next version of the guidelines.

Details on foreign words are provided in the section entitled “Composites and
Foreign Words”.

In addition, we marked relations that do not correspond to basic patterns or
descriptions [9] as “dep”. Details on syntactic relations are provided in the section
“Syntax”.

The conversion process is represented by 4 stages.

The first stage is the preparation of the corpus for the conversion. Prepositions are
marked as the heads of the nouns in the SynTagRus corpus. Contrary, according to
the UD guidelines, the heads need to be switched to the nouns and the prepositions
need to be shifted to the dependent positions. Conjunctions that are marked as
heads of the sentences need to be shifted to dependent positions.



The second stage is designed to perform the conversion of syntactic relations. The
conversion of the syntactic annotation is conducted in two steps. The first step is
designed to assign correct head-dependent positions and to provide tree structural
transformations if necessary3. The second step of the stage assigns UD dependency
labels. Details on conversion patterns and mappings are provided in the section
“Syntax”.

The third stage performs the conversion of morphological annotation. Details on
part-of-speech tags and feature mappings are provided in the section
“Morphological Annotation”.

The final stage provides the conversion from the original SynTagRus markup into
the CoNLL-U format. At this stage, punctuation marks are extracted from the
original markup and inserted into the target format.

Some additional checks were implemented to control the conversion process. For
instance, there is a check on the “mwe” relation direction. Another check provides
correct “det” relation assignment.

*The UD guidelines emphasize the role of content words and that idea sometimes
goes against the SynTagRus annotation scheme (prepositions, coordination, etc.).
In these cases, the transformation of syntactic tree structures is required.



Morphological Annotation

The morphological description of a word consists of POS tag and a set of features.
Currently, 17 coarse grained part of speech tags are specified in the UD guidelines.
SynTagRus treebank uses a set of 11 coarse grained part of speech tags. For the
most part, POS tags were converted from the SynTagRus tagset into the UD tagset
without any additional transformation (Table 1).

The symbol “-” indicates that it is impossible to conduct a direct conversion. In
these cases, additional rules were used.

Conjunctions

SynTagRus does not distinguish between coordinating conjunctions and
subordinating conjunctions on the morphology layer. This information is stored in
dependency relations. Two lists were created to distinguish between these two
types of conjunction during the conversion process:

Coordinating conjunctions: u, da, uau, sau6o, modce, mMakxice, NPUMOM,
npuyém, a, Ho, 3amo, 00HAKO, JHce;

Subordinating conjunctions: umo, umo6wl, kak, kozda, Auws, edea, 2de, Kyda,
omkyda, cmo/1bko, HACMoJ1bK0, MAk, €/108H0, 6Y3Mo, MOYHO, ecau, XOms.

However, this solution is used only for the first release. It is planned to improve the
rules by adding the dependency relation labels.

Pronouns

Pronouns are marked as nouns, adjectives and adverbs in SynTagRus, thus they
were converted using the list as well: s, mul, oH, oHa, oHO, OHU, Mbl, 8bL, cebe, kKmo,
Ymo, HUKMO, HU4mo, HeKmo, He¥mo

Determiners

Usually, determiners are marked as adjectives in SynTagRus. Two rules were
created to detect determiners.

Firstly, the lemma or the part of the lemma that starts from “-” must be in the list:
Komopblll, makot, Kakoll, 8ecb, Kaxcoblll, 8CAKUU, HEKOMOpblll, HUKAKOU, HeKul, cell,
yell, -1u60, -HUOYOb, -Koe-, 3Imom, mom, Moll, meol, 8aul, HaWl, €20, ee, Ux, C8OLL.

Secondly, a noun must be the head of the supposed determiner. This rule
distinguishes between “Oun yBugen ee.” / “He saw her.” and “On yBugen ee fom.” /
“He saw her house.”

Proper Nouns

Proper nouns were recognized by upper case letters and the part of speech tag,
which must be S (noun).



The rule is not applied to the first word of a sentence.

This solution is used only for the first release. It is planned to improve the rule by
adding the feature which tries to detect a word tagged as “PROPN” that is
equivalent to the first word of a sentence and assign “PROPN” to the first word of
the sentence as well.

Auxiliary Verbs

SynTagRus does not distinguish between verbs and auxiliary verbs. A set of rules
was developed to assign AUX POS tag.

Lemma must be “BbITbh” and the head of the supposed auxiliary verb must be one
from the following list:

a verb in the infinitive form (“f1 He 6yay akueHTHpoBaTb BHUMaHHE Ha
atom.”/“I will not emphasize that.”);

a passive participle (“Cynayk 6b11 3a6poiieH B mope.”/“A chest was thrown
into the sea.”);

an adjective (“Ero coH 6b11 He ray6ok.” /“His sleep was shallow.”).

Copulas are not tagged as “AUX” under the current UD guidelines. This solution is
made with the reference to the future changes of the guidelines: it has been
proposed that copulas become “AUX” in UD 2.

Punctuation

Punctuation was extracted from XML tree at the final stage of the conversion.

Punctuation marks are: “.” (fullstop), “,” (comma), “:” (colon), “;” (semicolon), “!”
(exclamation mark), “?” (question mark), “()” (parenthesis), “«»” (quotation
marks), “-” (hyphen) and any combination of “.”, “!” and “?”.

«w »n

For instance, “?!” or “...” are recognized as one token.

Symbols

Symbols were converted using the list: “%”, “$”, “Ne”, “°”, “€”, “+”, “=", “NeNe”

Composites and Foreign Words

COM and NID tags do not have equivalent tags in UD POS tags. COM represents a
word that cannot be used independently, it is always used in a compound. NID
represents a foreign word or non-word expression, for instance, “TY-134".

The UD guidelines place this information into syntactic labels. For this reason 790
sentences that contain COM and NID tags were omitted.

Foreign words will be included in the next release. They well be marked as “X". The
proper tags will be extracted for words tagged as “COM” as well.



ubD SynTagRus Type
AD] A adjective
ADV ADV adverb
ADP PR preposition
AUX - auxiliary verb
CON]J CON]J coordinating conjunction
DET - determiner
INT] INT]J interjection
NOUN S noun
NUM NUM numeral
PART PART particle
PRON - pronoun
PROPN - proper noun
PUNCT - punctuation
VERB \ verb
SCON] - subordinating conjunction
SYM - symbol
X - other or unknown
- COM composite
- NID foreign text or non-word expression
Table 1. Part-of-speech tag mapping from SynTagRus to UD.
Features

The UD guidelines specify a set of 17 morphological features which can be
extended by language-specific features. However, only 12 features were involved
in the conversion process of SynTagRus, including one language-specific (Variant).
Features were converted from the SynTagRus tagset into the UD tagset without
any additional transformation (Table 2).

Symbol “-” indicates a lack of a feature in the SynTagRus treebank. At the same
time, it indicates the presence of a feature according to the UD guidelines. For
instance, if a verb does not have “ctpag” in its feature set, “Voice=Act” need to be
assigned.

UD Feature UD Feature value Syntagrus

Animacy Anim: animate of

Inan: inanimate HeoJ,

Aspect Imp: imperfect aspect HECOB
Perf: perfect aspect COB
Nom: nominative UM

Gen: genitive poA
Case Dat: dative JaT
Acc: accusative BUH

Ins: instrumental TBOP

10



UD Feature UD Feature value Syntagrus
Loc: locative P
MeCTH
Voc: vocative 3B
Par: partitive napT
Pos: positive, first degree -
Degree Cmp: comparative, second degree cpap
cMSAT
Sup: superlative, third degree npeB
Masc: masculine gender MYXK
Gender Fem: feminine gender JKeH
Neut: neuter gender cpen
Mood Ind: indicative HU3bSIB
Imp: imperative OB
Number Sing: singular number en
Plur: plural number MH
1: first person 1-1
Person 2: second person 2-1
3: third person 3-1
Past: past tense npout
Tense Pres: present tense HaCT
Fut: future tense Henpoul
Variant Short: short form of adjectives Kp
Fin: finite verb -
VerbForm Inf: infinitive uH
Part: participle npuy
Trans: transgressive Jeenp
Voice Act: active voice -
Pass: passive voice cTpag

Table 2. Morphological feature mapping

11




Syntax

UD defines a set of 40 dependency relations that can be extended to language
specific relations as well. Currently, the SynTagRus treebank provides a set of 67
dependency relations. To convert the dependency relations, we developed a set of
rules that can be split into three types.

Simple rules

Simple rules provide the direct mapping from one set to another without any
additional efforts (Table 3).

It should be mentioned that “neg” is converted at the last stage, if the token has

“HE” in the lemma xml attribute.

# Full Syntagrus name Syntagrus label UD label

1 AreHTHUBHOE areHT nmod:agent
2 KBasuareHTHBHOE KBa3uareHT nmod
3 Heco6cTBeHHO-areHTUBHOE Heco6CT-areHT nmod
4 JJIeKTUBHOE 3JIEKTUB nmod
5 CeHTeHIMa/IbHO-TIPeAUKATHBHOE CEeHT-NpeJuK expl
6 AnpecaTHO-IPUCBA304YHOE aJip-IpUCB nmod
7 OnpenenuTenbHOe onpef, amod
8 OnucaTenbHO-0ONIpe/IeIUTENbHOE om-onpez, acl
9 PensTuBHOE penar acl:relcl
10 ATpubyTHEHOE aTpub nmod
11 KomnosuTHoe KOMIIO3 compound
12 060c06/1eHHO-aN03UTUBHOE 06-anmnos appos
13 HyMepaTHBHO-anmno3uTUBHOE HyM-amnmo3 nummod:appos
14 KosimdecTBeHHOE KOJINYEeCT nummod
15 ANnpokcMMaTHBHO-

KOJIHYECTBEHHOE aInmpoKC-KoJnY nummod
16 PacnpegenurenbHoe pacnpef nmod
17 ALTUTHBHOE aaIUT nmod
18 KpaTHo-anuTenbHOE KPaTHO-AJIUTENbH nmod
19 JIMCTaHIIMOHHOE JUCTaHI nmod
20 06CTOATENBCTBEHHO-

TaBTOJIOTHYECKOE 06CT-TaBT nmod
21 Cy6beKTHO-00CTOSITEIbCTBEHHOE cy6-06CT nmod
22 06 BbEKTHO-06CTOSITE/ILCTBEHHOE 06-06CT nmod
23 Cy6beKTHO-KOTIpeAUKAaTUBHOE Cy6-KOIp acl
24 06 bEKTHO-KONIPEJUKATUBHOE 06-Komp acl
25 OrpaHu4uTENbHOE orpaHUY advmod
26 BsojHoe BBOJH parataxis
27 U3bscHUTEIBHOE U3'BSICH parataxis
28 Pa3bACHUTENbHOE pas3bACHUT parataxis

12




# Full Syntagrus name Syntagrus label UD label
29 KoJsimyecTBeHHO-BCioMoOraTesbHOe | KOJWY-BCIIOM compound
30

neg

Table 3. Simple rules

Medium-level rules

Medium-level rules provide the mapping according to the POS tag. These rules do
not involve tree structure transformations, but sometimes rely on a dependency
relation of a token's head or dependent.

The description of medium-level rules is provided below (Table 4):

1.

Relation 1 “npeauk” is converted into “nsubjpass” if the token or the head of
this token has “CTPA/]” in feats. Otherwise, the correct label is “nsubj”.
Relation 2 and 3 are converted into “iobj” if the token has “ZIAT” in feats.
Otherwise, the correct label is “nmod”.

Relations 4-6 are converted into “ccomp” if the token and the head of this
token have “V” in feats and the head of this token does not have “IIPUY” and
the token has a dependent that has “npeguk” as the relation.

If the token does not have such a dependent, the correct dependency label is
“xcomp” (Figure 1). Otherwise, the correct label is “nmod”.

Relation 7 “npumMbikaTt” is converted into “appos” if the head of this token has
the same feature set. Otherwise, the correct label is “parataxis”.

Relation 8 “anno3” is converted into “name” if the token has “0O/1” in feats and
the word form starts with a capital letter. Otherwise, the correct label is
“appos”. “Appos” is always assigned if the token is the first token of a
sentence.

Relation 9 “Hom-anmno3” is converted into “appos” if the word form starts with
a capital letter. Otherwise, the correct label is “nmod”.

Relations 10-14 are converted into UD dependency labels according to the
POS tags. For instance, “kpaTH” is converted into “xcomp” if the token has “V”
in feats.

UD label

Full Syntagrus name

Syntagrus label

[IpegukaTuBHOE

npeiuK

nsubjpass/nsubj

JaTenbHO-Cy6bEKTHOE

JaT-CyObEKT

iobj/nmod

HeakTaHTHO-KOMIIJIETUBHOE

HeaKT-KOMIIJI

iobj/nmod

1-e HECOOCTBEHHO-KOMIUIETUBHOE

1-Hecob6CT-KOMILI

nmod/ccomp/xcomp

2-e HecOOCTBEHHO-KOMILJIETUBHOE

2-Heco6CT-KOMILI

nmod/ccomp/xcomp

3-e HecOOCTBEHHO-KOMILIIETUBHOE

3-HecoOCT-KOMILI

nmod/ccomp/xcomp

HpI/IMbIKaTEJII:HOG

MPHUMbIKAT

appos/parataxis

ATIIO3UTUBHOE

aIlllo3

appos/name

O |0 (N ||Vl | DWW [N |-

HoMHHaTHBHO-annmo3uTUBHOE

HOM-aIlllo3

appos/nmod

—_
o

KOJII/I‘{eCTBEHHO-KOHpeﬂI/IKaTI/IBHOG

KOJIM4Y-KoIlpen

nummod/nmod/advmod

[EEN
[EN

KOJII/I‘{eCTBEHHO-OI‘paHI/I‘{I/ITe}IbHOE

KOJIMY-Or'paH

advmod/nmod

[EN
\S]

JvtenbHoe

JJINTEb

nmod/advcl

13




# Full Syntagrus name Syntagrus label UD label

13 KoMn/ieTHBHO-aMMoO3UTHBHOE KOMILJI-aMMo3 amod/nummod/nmod/acl

amod/nummod/nmod/ad

14 KpaTHoe KpaTH vmod/xcomp

Table 4. Medium-level rules

Example: ...ee cosugaTenu noctaBuy cebe 1je/1bl0 MaKCUMaJbHO 3aNyTaTh... /
“her creators set themselves a goal to maximally complicate...”

nocraeuan |vCCIB W3bAE NPOLW MH

cosmgaTenn|S ce6e|S uenew|S  3anyTate(1-HecobeTe-komnna) |V

eel|S MakcumMansHo |ADV

COB NHD

Figure 1. An example of 1-Heco6cTB-kKOMNA (original structure)

nocrasnnu |VCCIB W3EAE MPOLL MH

cosngatenn|S cebe|S uUenbl|S 3anytaTb(xcomp) |V

ee|5 MakcumansHo({obcT) | ADV

COB MH®

Figure 2. An example of the transformation of 1-Heco6cTB-KOomnA into xcomp

Complex rules

Complex rules perform a transformation of a sentence structure taking into
account the POS tag and the dependency label of the head or the dependent (Table
5). The conversion is conducted in two steps: a transformation of a sentence
structure and a label modification. The order of the processing is important.

1.  Relations couuH, ceHT-co4 and cou-coro3H are converted into “cc” or “conj”
(Figure 3, 4,5, 6 and 7).

Example: .. odem e masauHosyrw sauspew c zaaynamu, 6eavle YyaKu u mygpau

¢ npsaxckamu “dressed in crimson livery with gold braid, white stockings and shoes
with buckles”

14



oaet

B

NUBpe

_—

MalWHOBAA c,

N

ranyHamm YYNKN(COUNH)

N

Genble n(coymH)

Tydbnn(coy-corosH)

NpAXKamMK1

Figure 3. An example of counH and cou-coto3H (original structure)

oget

NMBpet

//\

B ManWHOBYH YyNKn(coumH)

7 T~

€ ranyHamw b6enble n{coumH)

Tydnun({cou-corosH)

N\

C NpAAXKaMK

Figure 4. An example of the processed structure

15



ojeT

NMBpero

,_//7\

B MaJWHOBYH uynku(conj) u(ce)  Tydpau(coni)

T AN

C ranyHamw bencle C NpAXKaMn

Figure 5. An example of the transformation of cotosH/cou-coto3H into cc/conj

Example: Kyauca 6vi1a e2o, oH 6cezda 30ecb cmosia. “The side scene was his, he
always stood there.”

beina

N

Kynuca ero cToAan(ceHT-cOYWH)

AN

OH BCerja 3jecb

Figure 6. An example of ceHT-coumH (original structure)

ero

N

Kynuca 6bina croan(conj)

PN

OH Bcerga 3jecb

Figure 7. An example of the transformation of ceHT-couuH into conj

First, the sub-tree of coordination relations is detected. The root of the sub-tree is

the token that does not have “couun”, “cent-cou” or “coud-coro3H” as the relation
and the dependents of this token have one of these relations.

Next, the chains are detected. The chain is the complete path from the start token
to the leaf (the last token that has one of coordination relations).

Finally, the elements of the chains, starting from the second element, are moved to
the first element of the chain which is, apparently, the start token. The dependency
label is assigned according to the POS tag of the moved element. Conjunctions are
converted into “cc”. Otherwise, the correct relation is “conj”.

16



2. Relations nogu-coro3H and uH}-coro3H are converted into “advcl”. If the head
token is the head of the sentence, the sentence does not require additional
transformations. If the head token has “cc” or “conj” as the relation, the head
of the token is switched to the parent of the head token.

N N
) (ko) [(x ) > [ ) (eon) [ x )

Example: Ckosbko pas s 2080pus, ymobsl 3anupaau deepsb. “How many times have |
said that the door was to be locked.” (Figure 8, Figure 9)

roeopun

N

CKONBKO A 4TO6LI(NOAY-COHIZH)

pa3 3anupanu

ABepb

Figure 8. An example of nogu-coto3H (original structure)

roeopwun

2N

CKONBKO A sanupanw(advcl)

/N

pa3 utobei{mark) ABepb

Figure 9. An example of the transformation of nogu-cotosH

Example: Toabko mak, umo6busl eeuepamu 661ms doma. “Only to be at home in the
evenings.” (Figure 10, Figure 11)
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TonbKo

Tak

YTobbI

ObITh(MH}-COHO3H)

/N

BedyepamMn  A0OMa

Figure 10. An example of uH¢-coto3H (original structure)

Tak
TonkbKo Aoma(advcl)

/\

uytobbl{mark) Beuyepamn 6biTb

Figure 11. An example of the transformation of uH¢-corosH

Otherwise, the head of the token is switched to the parent of the head token, the
head token and its dependents are shifted to the token and the (ex) head token is
converted into “mark”.

N TN
) ) =) Qo) (x )

3. Relation cooTtHoc is converted into “cc” if the token and the head token have
“CON]J” in feats. In this case, the transformation is required: the head of the
token is switched to the parent of the head token.

Otherwise, the dependency relation is assigned according to the POS tag of the
token.

Example: Kpome mozo npasumesnbcmgo 0044CHO 6bimb KOMNbHMEPU3UPOBAHO
¢ 204108061 o Hoe. “In addition the government should be computerized from head
to toe.” (Figure 12, Figure 13)
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JNOMKHO

/\

KpomMe MpaBUTENLCTBO BbITh
Toro KOMMEKTE3NPOBaHO
N\
C roNoBkl
Ao(cooTHOC)
Hor

Figure 12. An example of cooTHoc (original structure)

AONKHO

/\

KpoMe npaenTeNbCTEO KOMNBHTE3WPOBAHO

N

TOro 6bITh FONoELI

A\

c Hor

Ao(case)
Figure 13. An example of the transformation of cootHoc

Example: 3a amo ux 6usu, u 3penbypza u [lomepanyesa. “For this they were beaten,
both Erenburg and Pomerantsev.”
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eunn

N\

3a WX
3To 3peHbypra
W(COUYMH)

N

u(cootHoc) TlMomepaHueea

Figure 14. An example of cooTHoc (original structure)

6unun
3a nx
3T0 JpeH6ypra

n(cc) w(cc) TNomepaHuesa
Figure 15. An example of the transformation of cootHoc

4.  Relation anaauT is converted into “aux” or “auxpass”. If the token has “V
HECOB CTPAZ UH®” or “V HECOB MH®”, the head of the token is switched to
the parent of the head token, the head token and its dependents are shifted to
the dependents of the token. The relation label of the head token is assigned
to the token instead of its original label. If the head token has “CTPA/Z]” in
feats, the relation is converted into “auxpass”, if not, the correct label is “aux”.

If the token has “PART” in feats and the lemma is “Bbl”, the relation is converted
into “auxpass”.

If the token has “PART” in feats and the lemma is “BbIJIO”, the relation is converted
into “aux”.

Example: on 6ydem pacnosazamucs “he will be located” (Figure 16, Figure 17)

6YALT |V e cog uzbae venpoLl 13-

OH pacnonaratbca(@aHanuT) |V .. .oc pue

Figure 16. An example of aHanur (original structure)
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pacnonaratsed |V o uhe

OH 6yaeT(aux) |V yecop wanss Henpow 1 3.

Figure 17. An example of the transformation of aHanur

Example: Imo mozs0 661 cayvumobcs. “It could happen.” (Figure 18, Figure 19)

Morno

/’7\

310  6bl(aHanuT)|PART ciyunThcs

Figure 18. An example of aHanuT (original structure)

mMorno

ﬁ\

310 6bi(aux) | PART  cnyunTees

Figure 19. An example of the conversion of aHanut without any transformation

5.  Relation macc-anan is converted into “auxpass”. The head of the token is
switched to the parent of the head token, the head token and its dependents
are shifted to the token. The head token relation label is assigned to the token
instead of its original label.

Example: KenwuHa dosaxcHa 6bimb nodzomosseHa k momy, ymo.. “A woman

should be prepared for the fact that...”

LOJKHa
KeHuwmHa BbIT(1-KomMMnA)

nojrotoeneHalnacc-aHan)

TOMY

yTo

Figure 20. An example of nacc-aHan (original structure)
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JONXHa

PN

KeHwwmHa nogrotoeneHa(l-komnn)

/N

bbiTe(auxpass)  Tomy

/\

K YTo

Figure 21. An example of the transformation of nacc-aHan

6. Relation npucssa3 is converted into “cop”. If the lemma of the head token is
“BbITB”, the head of the token is switched to the parent of the head token, the
head token and its dependents are shifted to the token. Otherwise, the
dependency relation is assigned according to the POS tag of the token
without any structure transformations.

Example: Ilod Mockeoli ecmb npekpacHoe 0O3epHuHckoe sodoxpaHuauwe. “Near

Moscow there is the wonderful Ozerninskoe reservoir.”

ecTe | bbiTb

O

Moa(npwucens) BOJOXpaHWANLLe

N

Mockeoi npekpacHoe O3epuHcKoe

Figure 22. An example of npucssas (original structure)

Mockeoii
Mog ecTb(cop) BOAOXpPaHUNULLE

npekpacHoe O3epWHCKoe
Figure 23. An example of the transformation of npuceas

Example: Jkos0zuueckass npoepamma doaxcHa cmams ocHosoll I'ocydapcmeeHHol
npozpammul oxpaHsvl npupodsl. “The Environmental Program must become the
basis of the State Program of Nature Conservation.”
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JOMKHA

/\

nporpamma TaTk
JKkonornyeckan OCHOBOW(NPWCBA3)
nporpamMmel

TN

locypapcTBeHHO  OXpaHbl

NpYpogbl

Figure 24. An example of npucesas (original structure)

JAOMKHA
/\
nporpaMma TaTh
|
JKonormyeckasn ocHogoi(nmod)
|
nporpamMmel

AN

[ocypapcTBeHHON  OXpaHbl

nprupofbl
Figure 25. An example of the conversion of npucsas without any transformation
7. Relations 1-komii, 2-koMmiwi, 3-KoMIuI, 4-koMIiL1 and 5-koMint are converted
according to these rules:

Example: [o6pa3oeascsi] uenosek nepemeHuswiuili ¢80l NOA C MYHCKO20 HA
sceHckull “a man who changed his gender from male to female”
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obpasoBanca

YyenoBek

nepeMeHWBLUWA

T

non(1-komnn) c(2-komnn) Ha(3-komnn)

CBOA MY>KCKOTO WeHCKWiA

Figure 26. An example of 1-komnn, 2-komna and 3-Komna (original structure)

obpa3zoBanca

yeNoBekK

nepemMeHWBLLIWA

//7\

non(dobj) myxckoro(nmod) xeHckwid(nmod)

cBONA c(case) Ha(case)

Figure 27. An example of 1-komnn, 2-komna ¢18 3-Komnn (converted structure)

Example: OH 06513aH 6611 8bilimu Ha cyeHy “he had to go on stage”
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Bbin

"\

OH obA3aH

BbIATW(2-komnn) |V COB MM

Ha(2-komnn)

CueHy | SE,EI, WEH BMH HEDJ,

Figure 28. An example of 2-komnn (original structure)

obazaH
OH 6bln BbIRTW(xCOmMP) |V -5 yuo

cueHy(NmMod)| Sep ey pum veog

Ha(case)

Figure 29. An example of 2-komnn (converted structure)

Example: kmo-mo npoeesa no eexkam moHuatiweli kucmoukolil “someone outlined the
eyelids with the finest brush”

npoeen
KTO-TO ﬂO(4—I(|OMﬂJ1) Kucrotlmm(S—mmnﬂHSEﬂXEH TBOP HEOR
Bekam|S ToHualiweii

MMH CPE/ JAT HEQZ

Figure 30. An example of 3-komnn and 4-komnn (original structure)
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npoeen

T

KTO-TO Bekam(nmod) | S kucroukoi(nmod) | S

MH CPEJ, IAT HEOJ, Ef1 KEH TBOP HEOA,

nofcase) TOHYaWWer
Figure 31. An example of 3-komnn and 4-komnn (converted structure)

If the token has “CON]J” in feats and it has a verb in dependents, the token and its
dependents are shifted to that dependent which is a verb. The token relation is
converted into “mark”. The head token becomes the head of the verb. The token
dependency label is assigned to the verb instead of its original label.

mark

N N
C) ) > C ) &) G

If the token has “CON]J” in feats and it does not have a verb as the dependent, the
rule tries to detect a noun, than an adjective, than an adverb, than a numeral and to
shift the token and its dependents to that “detected” dependent. The token relation
is converted into “mark”. The head token becomes the head of the “detected”
dependent. The token dependency label is assigned to that dependent instead of its
original label.

The additional rule is applied here: if the token has a noun as the dependent and
“2-xommt” as the relation, the correct label for this dependent is “iobj”.

Step 2 assigns correct dependency labels according to these rules:

If the token has “V” in feats and does not have “IIPHUY” in feats and one of its
dependents is marked as “nsubjpass” or “nsubj”, the correct label is “ccomp”,
otherwise, it is “xcomp”.

If the token has “S” and “IIP” in feats, the correct label is “nmod”. If the token has
“S” and “BHH” in feats and does not have “2-kommnna” as the relation and a
preposition in the dependent position, the correct label is “dobj”. If the token has
“S” and “PO/J]” in feats and “2-komnu1” as the relation, the correct label is “iobj”.
Otherwise “nmod” is assigned.

If the token has “A” and “IIP” in feats, the correct label is “nmod”. Otherwise,
“amod” is assigned. If the token has “ADV” in feats, the correct label is “advmod”.
The correct label for conjunctions is “mark”.

Here is an example of the conversion process of the dependency relation “1-
KOMILI":

Figure 32 shows the original sentence structure.
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Ho|"root"

3HaeM| "coy-coto3H"

.

Mbl | "npeguk” yto|"1-komnn"

niem|"nogy-corosH"

Mbl | "npeguk"  goporoi | "3-komnna”

npaewnLHoi | "onpeg”

Figure 32. Original structure

Figure 33 shows the transformed structure after the first (preparation) stage.

3Haem| "root"
Ho|"ec" Mbl|"npeank” yro|"1-komnn"

naem| "nofy-corosH”

Mbl|"npeguk”  poporoit|"3-komnn"

npaBunsHoiA | "onpeg”

Figure 33. “Prepared” structure

Figure 34 shows the transformed structure after conversion of syntactic relations,
stepl.

3Haem | "root"
Ho|"cd" Mbl|"npeguk" ngem|"1-komnn"

/7\

yto|"mark” Mbl|"npeguk”  goporoi|"3-komnna”

npaewneHoM | "onpeg"

Figure 34. Transformed structure. Step 1

Figure 35 shows the transformed structure after conversion of syntactic relations
step2.
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3Haem | "root”

= T~

Ho|"cc"  Mbl| "nsubj" naem|"ccomp"

uto|"mark” mbl|"nsubj®  goporoi | "3-komnn”

npaeswnkHol | "onpeg"

Figure 35. Transformed structure. Step 2

8.  Relation skcnset is converted into “acl”. If the token has dependents and
“CONJ” in feats, the token and its dependents are shifted to the “closest”
dependent. The “closest” is the dependent which does not have “CONJ” or
“PART” in feats and the ID of this dependent has minimal positive difference
with the ID of the token (typically, the next word in the sentence, but not a
particle or a conjunction). The minimal positive difference runs over all the
dependents.

Example: Jeno e mom, umo cosepwancsi nepexod om KpamKo8peMeHHbIX
K daumeabHbim nosiemam. “The fact is that the transition has been completed from
short to long flights.”

B,

N\

leno TOM

yto(acknneT)| CONJ

coBepuwanca

N

B nepexopg ...

KOCMOHWBTWEKe

2

Figure 36. An example of akcnner (original structure)

28



TOM

"

fleno B, coeepanca(acl)

/]\

yro(mark) KOCMOHMBTWKE Mepexoj ..

B

Figure 37. An example of akcnnert (converted structure)

The token relation converted into “cc”. The “acl” relation is assigned to the
“closest” dependent instead of its original label.

9. Relation o6c¢T is converted into various tags according to the rules: If the
token has “CONJ” in feats, “mark” is assigned to the token as the relation. The
transformation is required. If the token has only one dependent, that
dependent becomes the head of the phrase, the “advcl” relation is assigned to
the dependent. If there is more than one dependent, the rule tries to detect a
verb, then a noun, then an adjective, then an adverb, then a numeral and
move it to the head of the phrase. Other dependents of the token and the
token itself are shifted to that detected dependent. The “advcl” relation is
assigned to that dependent.

Otherwise, the relation is assigned according to the POS tag: “nmod” for nouns,
adjectives and numerals, “advmod” for adverbs and particles, “mark” for
conjunctions, “advcl” for adverbial participles and for infinitives, but only if the
infinitive does not have a verb as the head, in this case “xcomp” is assigned, and
“acl” is assigned to other verb forms.

Example: Imo cay4uaoco sevepom 6 mpemvem akme. “It happened in the evening
in the third act.”
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anyqynnoce

N\

3T0 Beyepom(obcT)

dKTe

TpeTeeMm

Figure 38. An example of o6ct (original structure)

cny4ynnock

N\

370 Beuvepom(nmod)

akTe

a

B TpeTeeM

Figure 39. An example of o6ct (converted structure)

10. Relation cpaBHuT is converted into “nmod”, “advmod” or “advcl”. If the token
has “CON]J” in feats, “cc” is assigned as the relation. If the token has only one
dependent, the correct label for that dependent is “advmod”. If there is more
than one dependent, the rule tries to detect a verb, then a noun, then an
adjective, then an adverb, then a numeral and move it to the head of the
phrase. The detected dependent loses the link to the token. Other dependents
of the token and the token itself are shifted to that detected dependent. The

correct dependency label is “advmod”.

Example: makux uzdaHnuti kak eaw xcypHaa “publications such as your magazine” ...
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W3aaHWiA

TaWKX

kak(cpaBHWT) | CONJ

XKYpHan

EaLl

Figure 40. An example of cpaBHuT (original structure)

W3aHui

TaWKX

RN

kak(cc) xypHan{advmod)

Ball

Figure 41. An example of cpaBHuT (converted structure)

Otherwise, the relation is assigned according to the part of speech tag: “nmod” for
nouns and adjectives, “advmod” for adverbs and “advcl” for verbs.

11. Relation yTouH is converted into “nmod”, “advmod” or “cc”. If the token has
“CONJ” in feats, the token is shifted to the first dependent*. The relation is
assigned according to the POS tag: “nmod” for nouns, “advmod” for adverbs
and “cc” for conjunctions.

Example: 3a kaaumkoti Ha yauye y3noeamuiii dy6. “There is a knotted oak outside
the gate in the street.”

* The first dependent is not just a random choice. The statistics shows that usually, the token has only
one dependent, but if there is more than one dependent, the first is the correct choice.
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3a

T

KanuTkoid Ha(yTouH) 4y6

ynuue  y3noeaThblit

Figure 42. An example of ytouH (original structure)

KanuTKOr

/\

3a ynuue(nmod) 4y6

Ha(case) Y3/10BaThIA
Figure 43. An example of yTouH (converted structure)

12. Relation nposent is converted into “appos” or “cop”. If the head token has
one of the lemmas “3TO” or “BOT”, the head token is analyzed as a copula and
the nposnent token is promoted as its sibling, inheriting its original
dependency label.

Example: boavwas wacmv ummuepaHmos — amo mypeykue Kypodwsl. “Most of the
immigrants are Turkish Kurds.”

KypAb!

TypeLkue sto(npeank) | 3TO

yacTe(NponenT)

N

Bonblan WMMWIPDaHTOB

Figure 44. An example of nponenrT (original structure)

32



KYp4abl

Typeukwne 3To(cop) YacTb(nsubj)

N

Bonkluas WMMWTPaHTOB
Figure 45. An example of nponenT (converted structure)
Otherwise, the correct token is “appos”.

13. Relation Bcniom is converted into “name” or “mwe”. If the token has “NUM” in
feats and the word form of the head token starts with a capital letter, the
correct label is “name”. If the word form of the head token starts with a
capital letter and the token goes after the head token in the tree structure
(the token has the greater value of the ID attribute than the head token), the
correct label is “name”. If the token goes before the head token in the tree
structure, the transformation is required: the head token is shifted to the
token and the token is moved to the head of the phrase.

Example: mbl npedcmasum cebe, umo... “we imagine that...”
npejcTaBumM
Mbl cebe(Bcnom) uTO
Figure 46. An example of ecnom (original structure)
npejcTaBum
Mbl cebe(mwe) uTto

Figure 47. An example of Bcnom (converted structure)

Example: @. 'abep nbimascsa noaywams 3010mo “F Gaber was trying to obtain gold”

NbITancA

SN

[abep(nsubj) nonyyatb

®(scnom) 301070

Figure 48. An example of scnom (original structure)

33



NeITancA

N

®(nsubj) nony4atb

[abep(name)  30n0TO
Figure 49. An example of Bcnom (converted structure)
Otherwise, the correct token is “mwe”.

BcroM(a, To) ... multi-word coordinating conjunction
BCIOM(Kak, 6bl) ... multi-word subordinating conjunction

14. Relation cpaBH-cow3H is converted into “nmod”, “advmod” or “advcl”
according to the POS tag. If the token is a noun or an adjective, the correct

label is “nmod”. If the token is an adverb — “advmod”.

Example: HamHo20 wupe u unmepecHee uem & npesxcHue 200vt “much broader and
more interesting than in previous years”

wmpe
/\
HaMHOro ]
WHTepecHee
yem

B(CpPaBH-COHO3H)

roael

npownele

Figure 50. An example of cpaBH-coto3H (original structure)
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wupe

N

HaMHOro W WHTepecHee

uem rogsi(nmod)

N

B(case) npolunbie
Figure 51. An example of cpaBH-coto3H (converted structure)

If the token is a verb and the head token has “parataxis” as the relation, the head of
the token is switched to the parent of the head token, the head token is shifted to
this token as the dependent. “Mark” is assigned to the (ex) head token and
“parataxis” is assigned to the token. If the token does not have “parataxis” as the
relation, the same transformation is required, but the assigned labels are “mark”
and “advcl”, correspondingly.

15. Relation npega is converted into “case” or “mark” according to the POS tag.
Firstly, the preposition and its dependents are shifted to the dependent that
has “npena” as the relation. If the new head is a verb, the correct dependency
label for preposition is “mark”. Otherwise, “case” is assigned. The original
dependency label of the preposition is assigned to the “new head” instead of
“npenn”.

Example: Imo cayuusoco eevepom 8 mpemvem akme. “It happened in the evening
in the third act.”

CYyYnnock
3T0  Bevyepom

B(COYWH)

akte(npean)

TpeTeeM

Figure 52. An example of couuH (original structure)
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ayunnock

370 BeYepoMm

akTe(coumnH)

N

B(case) TpeTbem
Figure 53. An example of couuH (converted structure)

16. The rule that produces “nummod:gov” employs lemmas “MUJIJIMAP/Z”,
“MUJIJIMOH”, “TPUJIJIMOH”, “TBICAYA” and “BUJIJTMOH”.

The original sentence structure treats these lemmas as the local head: “TyT »xuByT
20 munnuoHoB desioBek” /“20 million people live here”(Figure 54)

XUWBYT| "root”

MWIMOHOB | "npenk” TyT| "0bCT”

/\

20|"konnuecte" udenogek|"kBasnareHt"

Figure 54. An example of “nummod:gov” transformation. Step 1

If the token has only one dependent and it is a numeral, the correct label for that
dependent is “compound” and “nummod:gov” is assigned to the token.

If the token has a numeral and a noun in the genitive case among its dependents,
the sentence structure is transformed (Figure 55): the token is shifted to the noun
dependent, the noun dependent becomes the new head and it collects the
dependency relation of a token. The correct label for the token is “nummod:gov”
and “compound” is assigned to the numeral dependent.

XKWBYT | "root”

yenoeek | "nsubj" TyT| "advmod"

MWUANWOHOE | "nummod:gov"

20| "compound”
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Figure 55. An example of “nummod:gov” transformation. Step 2

If the token has a noun in the genitive case, but does not have a numeral among its
dependents, the sentence structure is transformed in a similar way (Figure 55), but
“nummod:gov” relation is not assigned.

# Full Syntagrus name Syntagrus label UD label
CounHUTENBHOE COYUH cc/conj
2 CeHTeHLIMAJNBHO- CEHT-Co4 cc/conj
COYMHHUTEJIbHOE

3 COYUHHUTE/IbHO-COK3HO0E COY-COI03H conj/cc
4 [loAYMHUTENBHO-CO3HOE MO/A4-COH3H advcl
5 NHPUHUTHBHO-COIO3HOE HH}-COI03H advcl
6 CooTHOCHTEJIbHOE COOTHOC cc/nmod/advmod/nummod
7 AHanuTHYeckoe aHaJIUT aux/auxpass
8 [laccuBHO-aHATUTHYECKOE nacc-aHas auxpass
9 [IpucBsizouHoe MPUCBA3 cop
10 1-e KOMIUIETUBHOE 1-KoMILI dobj/iobj/ccomp/xcomp
11 2-¢ KOMIUIETUBHOE 2-KOMILT dobj/iobj/ccomp/xcomp
12 3-e KOMIUIETUBHOE 3-KoMILI dobj/iobj/ccomp/xcomp
13 4-¢ KOMIIJIETUBHOE 4-KOMILIT dobj/iobj/ccomp/xcomp
14 5-¢ KOMIIIETUBHOE 5-komMILI dobj/iobj/ccomp/xcomp
15 JKCIIeTUBHOE 3KCILJIET acl
16 O6cToATENBCTBEHHOE obcT advmod/nmod/advcl/acl/xcomp
17 CpaBHUTEBHOE CpaBHUT cc/nmod/advmod/advcl
18 YToyHUTENIBHOE YTOYH nmod/advmod/cc
19 [IposienTryeckoe npoJientT appos/cop (3To, BOT)
20 BcnomorarenbHoe BCIIOM name/mwe
21 CpaBHUTEJBHO-COI03HOE CpaBH-COI3H nmod/advcl/advmod
22 [IpennoxHoe npeasu case/mark
23 nummod:gov

Table 5. Complex rules

Conclusions

We have presented the UD corpus for Russian and provided the detailed
description on the conversion process. The corpus has been released as a part of
the fourth UD release.

However, we still have features which should be implemented in the next release.

In the SynTagRus corpus, certain multiword expressions are represented as single
tokens. The UD-style corpus contains these tokens as well, but spaces have been
replaced with '_' ("uTo_Hu_Ha_ecTb", "XoTs_6b1"). This is a temporary solution. Such
tokens will be replaced with series of separate tokens connected with the mwe
relation.
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COM and NID part of speech tags need to be analyzed more precisely. The
conjunction rules and rules for dobj and iobj relations require modification.

The proper noun detection rules need to be implemented as well.
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Appendix A. Dependency relations mapping

Full Syntagrus name

Syntagrus label

UD label

[IpepukaTuBHOE

npeaukK

nsubjpass/nsubj

JlaTenbHO-Cy6bEKTHOE

JaT-CyO'bEKT

iobj/nmod

AreHTHBHOE areHT nmod:agent
KBasuareHTHBHOe KBa3uareHT nmod
Heco6cTBeHHO-areHTUBHOE HecoOCT-areHT nmod

1-e koMIUIETHBHOE 1-KoMILI dobj/iobj/ccomp/xcomp
2-¢ KOMIUICTUBHOE 2-KOMILI dobj/iobj/ccomp/xcomp
3-¢ KOMITIETUBHOE 3-KoMILI dobj/iobj/ccomp/xcomp
4-e KOMIICTUBHOE 4-KOMILIT dobj/iobj/ccomp/xcomp
5-e komIIeTHBHOE 5-koMIL1 dobj/iobj/ccomp/xcomp
[IpucesizouHoe MPUCBA3 cop

1-¢ HeCOOCTBEHHO-KOMILJICTUBHOE 1-Heco6CT-KOMILI nmod/ccomp/xcomp

2-¢ HecOOCTBEHHO-KOMILICTHBHOE 2-Heco6CT-KOMILT nmod/ccomp/xcomp

3-e HecOOCTBEHHO-KOMILICTHBHOE 3-Heco6CT-KOMILI nmod/ccomp/xcomp
HeaKTaHTHO-KOMIIJIETUBHOE HeaKT-KOMIIJI iobj/nmod

KoMmieTUBHO-anmo3uTUBHOE

KOMILJI-aIlllo3

amod/nummod/nmod/acl

[IpeayioxxHoe npezJ case/mark
[ToAYUHHUTENBHO-COIO3HOE M0/14-COI03H advcl
WHOUHUTHBHO-COIO3HOE MH}-COI03H advcl
CpaBHUTEBHOE CpaBHUT cc/nmod/advmod/advcl
CpaBHHUTEBHO-COI03HOE CPaBH-COI03H nmod/advcl/advmod
JJIeKTUBHOE 3JIEKTUB nmod
CeHTeHIMANTbHO-TIPEAUKATUBHOE | CEHT-NPEAUK expl
AZpecaTHO-NIPHUCBSA309HOE aJip-pucB nmod
OnpegnenuTeapHOe onpef, amod
OnucaTesnbHO-ONPEIENIUTENbHOE | OIN-OTpes acl

PesnsTuBHOE penar acl:relcl
ATpubyTHUBHOE aTpub nmod

KomnosuTHoe KOMIIO3 compound
AnmnosuTuBHOE anmno3 appos/name
060c06/1eHHO-aNMO3UTUBHOE 06-anmnos appos
HoMHHaTHBHO-aNNO3UTUBHOE HOM-aIlo3 appos/nmod
HymepaTHBHO-ano3UTHBHOE HyM-amnmo3 nummod:appos
KosmyectBeHHOE KOJINYeCT nummod
AnmnpokcHMaTHBHO-

KOIHYECTREHHOE aInmpoKc-KoJnY nummod
Zgg;::;;iizgz;e KOJIM4-KOMpes nummod/nmod/advmod
KosmyecTtBeHHO-

OrpaHUUHTENbHOE KOJIM4-0T'paH advmod/nmod
PacnpefenuTtenbHoe pacnpen nmod

ApauTuBHOE anguT nmod
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Full Syntagrus name

Syntagrus label

UD label

06cTOsITENILCTBEHHOE 06CT advmod/nmod/advcl/acl/xcomp
JlinTenbHOe IJATENbH nmod/advcl
KpaTHo-AnuTenbHOe KpaTHO-AJUTEJNbH nmod
JucTaHoHHOe JUCTaHI] nmod
06CTOATENBCTBEHHO-

06CT-TaBT nmod
TaBTOJIOTUYECKOE
Cy6beKTHO-06CTOATE/bCTBEHHOE | Cy6-06CT nmod
06 BbEKTHO-06CTOATENLCTBEHHOE | 006-06CT nmod
Cy6beKTHO-KOINpeUKAaTUBHOE Cy6-Korp acl
06 beKTHO-KONpeJUKATHBHOE 006-KoTIp acl
OrpaHu4uTeNbHOE OTrpaHuy advmod
BBogHOe BBOJH parataxis
H3bsicHuTeNbHOE HU3'bSACH parataxis
PasbsicHuTenbHOE pasbACHUT parataxis
[IpuMbIKaTeIbHOE NpPUMBIKAT appos/parataxis
YToyHUTENIBHOE YTOYH nmod/advmod/cc
CouyuHUTENbHOE COYHH cc/conj
CeHTeHIMA/IBHO-COYMHUTENIBHOE | CeHT-COY cc/conj
CO4YMHUTENBHO-COI03HOE COY-COI03H conj/cc
KoMMyHUKaTHBHO- no data with elliptical

KOM-COYHH . .
COYHMHHUTEJIbHOE constructions in release 1.3

amod/nummod/nmod/advmod/xc
KpaTtHoe KpaTH
omp

AHanuTHyeckoe aHAJUT aux/auxpass
[TaccuBHO-aHAJMUTHYECKOE nacc-aHasu auxpass
BcriomoraresibHOE BCIIOM name/mwe
KosinuectBeHHO-

KOJIM4-BCIIOM compound
BCIIOMOraTeJbHOe
CooTHocHTe/IbHOE COOTHOC cc/nmod/advmod/nummod
JKcIIeTUBHOE 3KCIJIET acl
[IposenTryeckoe npoJientT appos/cop (3T0,BOT)
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Appendix B. Dependency relations in the UD corpus of Russian

Dependency relations, which are represented in the UD corpus of Russian, are
listed below:

acl adnominal clause

acl:relcl relative clause

advcl adverbial clause

advmod adverbial modifier

amod adjectival modifier

appos apposition

aux auxiliary verb (not passive)
auxpass auxiliary verb in periphrastic passive
case preposition

cc coordinating conjunction

ccomp complement clause

compound compound numeral

conj non-head conjunct

cop copula

dep other or unknown dependency
det determiner

dobj direct object

expl expletive

iobj indirect object

mark subordinating conjunction

mwe non-head part of a frozen multi-word expression
name non-head part of a personal name
neg negative particle “ne”

nmod nominal modifier

nmod:agent agent in passive constructions
nsubj nominal subject of active clause
nsubjpass nominal subject of passive clause
nummod numeric modifier

nummod:appos
nummod:gov
parataxis
xcomp

numeric modifier governed by a noun (“room 30”)
numeric modifier governing the case of the counted n.
loosely attached phrase

controlled clausal complement
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