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Abstract

In the report, we introduce the concept of topicuarticulation on the basis of Functional
Generative Description. Firstly, we present theciauterms connected with topic—focus

articulation — mainly contextual boundness and compative dynamism and we describe

operational criteria how to detect topic and foctie so-called question test and test by
negation. In the next part, we present the anmotgirinciples for annotation of topic—focus

articulation in the Prague Czech-English Dependdmegbank.



List of Abbreviations

¢ — contrastive contextually bound nodes

CB - contextual boundness

CD — communicative dynamism

f — contextually non-bound nodes

PCEDT - Prague Czech-English Dependency Treebank
PDT — Prague Dependency Treebank

t — non-contrastive contextually bound nodes

TFA — topic—focus articulation

Abbreviations for functors used in the PCEDT andhea PDT are in a separate table at the

end of the document.



1 What Is Topic—Focus Articulation

One way to look at discourse is to view it as ausege of utterances, taking into account the
so-called information structure of the sentencepi¢tefocus articulation). This aspect of
sentence structure is a good “bridge” towards dystf (at least one aspect of) the dynamic
development of discourse. This, of course, is noew idea: To our knowledge, its first
comprehensive treatment, though taken from a ps$ggleal rather than linguistic
perspective, was provided by Weil (1844). Accordiag/Neil (1978, p. 11), “Words are the
signs of ideas; to treat of the order of wordsth&n, in a measure, to treat of the order of
ideas.” Weil recognized two types of “movement déas,” namelynarche paralléleand
progression “If the initial notion is related to the uniteation of the preceding sentence, the
march of the two sentences is to some extent parillt is related to the goal of the sentence
which precedes, there is a progression in the mafrtthe discourse” (ibidem, p. 41). It should
not be overlooked that Weil (ibidem, p. 45) alsdiced the possibility of a reverse order
which he calls ’pathetic’: “When the imagination i8vidly impressed, or when the
sensibilities of the soul are deeply stirred, theaker enters into the matter of his discourse at
the goal.”

In more modern terms, one can say that two adjadtetances may either be linked
by their topics or the topimf one utterance may be linked to the focus ofptezeding one
(see the two basic types of thematic progressoixanes, 1974).

The readers or hearers of atext are accustoméeion informed from a particular
perspective. They expect to receive a certain ancleo to start with what they have already
known and on the basis of this “old” knowledge tlaegept “new” concepts or new relations
among previously mentioned elements. These newepdsor new relations then fit into the
previous (con)text and become known. And agaimputin the information that was just
obtained, people can accept more new informatitie. Jame principle is usually reflected in
the build-up of a text and on lower layer, in tleenfulation of individual sentences. In this

way, topic—focus articulation performs the commatie function of the text.

Y In different approaches to this domain of studifedent terminology is used: topic — focus, themeheme,
background — focus, etc. The underlying ideas a® «lose to each other, though there are, of egurs
differences in their interpretation.
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2 The Importance of Topic—Focus Articulation — Langiage Comic
and Misinterpretation

Besides the above mentioned communicative functiopjc—focus articulation is also

a language phenomenon that significantly affecsstimtence semantics, cf. Example (1).
(1) Entry with dogs on leash only.

The sentence in Example (1) can be interpretedianvtays: (i) the entry of dogs is allowed
only if they are on a leash, or (ii) the entry li®wed only if you have a dog (on a leash). The
intonation center is put on the wdedshin both casesEntry with dogs on LEAStHonly. The
two interpretations vary in the scope of the foquerticle only (called focalizer or
rhematizer) In the first case, the focus particiely concerns the participanh leash- while
in the second case, only pertains to the wholegsigpnal group withdogs on leash

The misinterpretation of the topic and focus of eatence may cause
misunderstandings between the speaker and the ssgéreand may also be a source of

language comic, see e.g. Example (2).

(2) Why do we dress baby girls in pink and baby boysur? Because they do not know how

to dress themselves.

In the most common interpretation of the sentetieepronourwe stays in the background of
our attention; the emphasis is put on the colorgidé’ and boys’ clothing. However, the
answer deals with the pronowve as if it were emphasized: It says why the babis gind
boys are dressed exactly by us (not why they ageseéd in pink and in blue as we would
probably expect). It should be noted that the pwmsibf the intonation center again plays
an important role here. Both examples illustrateithportance of the distinction between the
information the addressees understand as the adphe sentence, and the information newly
introduced and non-identifiable.

In the first sections, we describe the theoretlzadis and fundamental notions of the

theory of topic—focus articulation that we subseritp, such as contextual boundness,

2 The intonation center is henceforth marked in tedgi
% For the interpretation of rhematizer, see taja (1995). A detailed analysis of this categorgesbon the PDT
material is given by Spankova (2014).



communicative dynamism and topic and focus. Inriiet parts, we outline how topic—focus

articulation is captured in the Prague Czech-Ehdlispendency Treebank.

3 The Theoretical Basis

The original formulations of what is nhow more geallgr referred to as the information
structure of the sentence were based on a dichotioeny a distinction between psychological
subject and psychological predicate, theme — rhetogic — comment, topic — focus,
presupposition and focus, given and new informaditn In structural linguistics, the pioneer
of the study of these topics was Mathesius, whersefo Weil (1844) quoted above, and to
linguists around Zeitschrift fur Volkerpsychologeon der Gabelentz (1868), Paul (1886),
and esp. Wegener (1885), though criticizing thesrmis psychological subject and
psychological predicate (Mathesius, 1907). Mathehkimself refers to this articulation by the
Czech termaktualni cleneni (literally translated as “actual articulation”) daeise it is
determined (guided) by the “actual,” that is “tagicsituation of the speaker and concerns the
way, in which the sentence is incorporated intoftiagéual relation to the situation from which
it originated (Mathesius, 1939). Mathesius distisgas betweernychodis¢ vypowdi (initial
starting point of the utterance, its basis), whieh specifies as “what is known or at least
evident in the given situation and from where theaker starts” on the one hand gadro
vypowdi (nucleus of the utterance), that is “what the kpeatters about with respect to the
starting point of the utterance.” Mathesius prefines above specification rather than using
known and unknown. However, already in Mathesiustimgs we see a certain inclination to
recognize a more articulated scale rather than ra m&hotomy, when he says that the
starting point may contain more than a single el@rnse that it is possible to speak about the
center of the starting point and the accompanylaments which “lead from the center to the
nucleus.” Referring to the position of the sentempcedicate, Mathesius writes that the
predicate is a part of the nucleus but on its eddker than in its center and represents
a transition between the two parts of the utterance

Mathesius’ observations inspired the fundamentalkwad Firbas and his team. As
Mathesius’ original Czech teraktualnicleneni wtnéis not directly translatable into English
and apparently inspired by Mathesius’ use (Matlgsiti929) of the German term
SatzperspektivEirbas used the term functional sentence pers@e(fESP). Very early in the
development of the FSP approach, the binary adiicunl into theme and rheme was

complemented — also in line with Mathesius’ ideaantioned above — by a more structured
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approach introducing the notions of transition asden amore scalar notion of
communicative dynamism (CD). From this point ofwjetheme was specified by Firbas
(1964) as being constituted by an element or elé&nearrying the lowest degree(s) of
communicative dynamism within a sentence (which Va#sr modified by Firbas (1992) in
the sense that theme need not be implemented g sertence, while in every sentence there
must be rheme proper and transition proper). Tineeat of communicative dynamism was
characterized by Firbas (1971) as a hierarchy gfedes carried by a linguistic element of the
sentence, i.e. “the extent to which the elementtrimrtes towards the development of
communication.” The basic distribution of commutirza dynamism would then reflect what
Well (1844) called the “movement of the mind.”

Almost in parallel with FSP, but also partly aseagation to it, Sgall and his
collaborators in Prague developed the theory attdpcus articulation (TFA) (see e.g. Sgall,
1967; Sgall, Hajiova and BeneSova, 1973; Sgall, Kayia and Buréova, 1980; Sgall,
Hajicova and Panevova, 1986; Haya, Partee and Sgall, 1998). The theory of topicas
articulation is an integral part of the formal mbdé Functional Generative Description of
language, namely of the representation of sentennethe underlying (tectogrammatical)
sentence structure. These tectogrammatical refedses are viewed as dependency trees,
with the main verb being the root of the tree. Eveode of the tree carries — in addition to
other characteristics such as the type of deperdenan index of contextual boundness:
anode can be either contextual bound or non-bodins feature, however, does not
necessarily mean that the entity is known fromphevious context or new but rather how it
is structured as for the information structurehsf sentence.

With the help of the bound/non-bound primary opposj the distinction between the
topic and the focus of the sentence can be defiepgnding on the status of the main verb
(i.e. the root) of the sentence. If the verb istegtually bound then the verb and all the nodes
depending (immediately or not) on the verb contitthe topic, the rest of the sentence
belongs to its focus; if the verb is contextuallynFbound, then the verb and all the nodes
depending on it to the right constitute the foaukile the rest of the sentence belongs to its
topic (see the definition of topic and focus in [5dED79).

The left-to-right dimension of the tree servestses basis for the specification of the
scale of communicative dynamism: Communicative dyisen is specified as the deep word
order, with the least dynamic element standindhenléftmost position and the most dynamic
element (the focus proper of the sentence) beirgritthtmost element of the dependency

tree.



In spoken language, the most important means afesgmg the difference in topic—
focus articulation is the sentence prosody inclgdire placement of the intonation center; in
our more recent work with spoken language corpthr@,characteristics of the curve were
considered as a marker of a contrastive topic (Me&eterek and H&pva, 2003).

Currently, the phenomenon of topic—focus articolatis included essentially in most
formal (and empirical) language descriptions undéferent names, such as information
structure (the term used by a number of authogs bg. Steedman, 1991 or Lambrecht, 1996);
see also the treatment of communicative structutke Meaning — Text Theory as developed
by Mel'¢uk (1981).

In our analysis, we use the Functional Generatigeddption as the main theoretical
basis for our linguistic approach and also as tssbfor annotating topic—focus articulation
in the Prague Czech-English Dependency Treebankala® utilize the term topic—focus

articulation?

4 Basic Terms of Topic—Focus Articulation

The description of topic—focus articulation is lws®n three main features: (i) contextual
boundness; (i) communicative dynamism and (iiipnteace division into topic and focus.
Topic and focus are defined on the basis of th& fwo characteristics. Therefore, we
introduce the contextual boundness and commune&aynamism phenomena first and then
describe the conception of topic and focus withiandtional Generative Description

approach.

4.1 Context and contextual boundness

Sentences in a coherent text are interconnectedabgus types of relationships (explicitly
marked or implicitly present) — the relationship aaintextual boundness between sentence
items and the context is one of them. The contarthe provided by the previous sentences
(i.e. by the previous text or texts) or by the lol@rasetting of situation in which the text is
created or perceived. The situational context isfined and its setting can influence the text
perception (e.g. Shakespeare’s dramas were unddrdifierently in 17th century than now
because the situational context has changed). itlntisnal context includes any shared or

* For comparison of the FGD approach with the furteproaches to topic—focus articulation, see ddaj
(1972); Sgall, Hajiova and BeneSova (1973); Sgall (1975); Eaja, Partee and Sgall (1998) or Hajia
(2012).
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generally known information, which may be deterrditiy the immediate situation or longer
experience, senses, culture or other factors.

Depending on the context, we can decide for evenyesice item (that is relevant for
topic—focus articulation) whether it is contextyaiound or non-bound. In the Functional
Generative Description, the contextual boundnesspsoperty of an element of the sentence
(expressed or absent in the surface sentencewtlaethich determines whether the author
uses the sentence element as given (for the ratipiee. uniquely determined by the context,
see Hajtova, Partee and Sgall (1998). It means that camdlytbound sentence items are

deducible from the broader context, see Example (3)

(3) (Janeis my best friend.) She is very NICE.

The pronoursheis contextually bound because it is deducible ftbmprevious context. On
the contrary, all other sentence items are conddiytmmon-bound in this case because they
bring information that cannot be deduced from fire\iious) context.

The relationship of contextual boundness may semmnilas to coreferential and
anaphoric relations. Nevertheless, they do not ssdy coincide since they describe
data from different points of view. In Example (&ems her and him have a coreferential
relation to some previous sentence items. Howelkiey, are contextually non-bound, as they

present the items from the context in a new, indide relation’

® The sentence in parentheses denotes the congeittiimediately preceding or distant, in which themple
sentence is supposed to be uttered.

® For determining the contextual boundness of aq@adi node, it is not so important whether the iiesalf is
known from the context, but whether it is used asvin by the author — cfRomney and Obama are
presidential candidates. OBAM# the favorite / Obamais the_FAVORITE (“t” is a label for contextually
bound nodes, “f” for contextually non-bound nodes).

The sentencRomney and Obama are presidential candidatey be followed by a sentence in which
the nodeObamais presented as contextually non-bound (see ttsiectase) or bound (see the second case).
In the first case, the author says who is the fiévqfit is Obama):Romney and Obama are presidential
candidates. (And you probably want to know whheésfavorite.) OBAMAs the favorite

In the second case, the author speaks about Obdmmar she says about him that he is the fav(irite
this case, the communication could continue by mairtg the second candidatdfomney and Obama are
presidential candidates. (And you probably wanktmw something about them.) Obarisathe FAVORITE
and Romney is supposed to LOSE.
! Contextually non-bound may be also a sentence titanis already known to the addresde:you think it's
better to finish the business or continue for ehkigscore? — Definitely TO FINISH

Repetition of a previously used itemo finish) clearly brings new information to the addressethis
case; therefore, this item is contextually non-ttbun

In this context, we may mention some interestiages in terms of communication perspective, see the
following sentencesBusinessis; BUSINESS. / Promisgis; PROMISE;. / The situatiopis; what it; 1S;.

In these sentences, the expression that appetirs part that is spoken about (topic) is the samthe
expression in the part that says something (focif)ough it seems that similar sentences haveunation in

9




(4) (For some Catholics, Majgyis more important than Chrisj They go to HERnot to
HIM,. (Perspective Digest)

4.1.1 Contrast and contextual boundness

A common way of how information can be formulatedto express it in contrast with the
known context. This contrastivity is reflected alsothe topic—focus articulation structure.

Namely, contextually bound sentence elements @ush contrast as in Example (5):

(5) (We have two children.) Johis the YOUNGER, Magys the OLDER.

In this exampleJohnandMary are presented by the author as contextually beuhey were
introduced in the first sentence and now they aferred to as a starting point for the flow of
the text in which information about their age ieggnted. On the other hand, they are
presented in contrast to each other, with the rackgl formed by the wordhildren In the
Functional Generative Description, this case isafised as a special subtype of contextual

boundness — the contrastive contextual boundness.

There are typical ways to formally express theurabf contrastivity for contextually bound
items. One of them is contrastive stress, as imipkas (5). In Czech, also specific (long)
forms of pronouns are used to express contrastiwityie non-contrastive contextually bound
pronouns have short forms, cf. Examples (6) andw(#) a long stressed contrastive form

tebe[you and a short clitic non-contrastive fota[you].

(6) Tebegja NEZNAM.
lit. You | DO_NOT_KNOW.
Concerning yoy | DO NOT KNOW you.

a literal level (it is not effective to inform soome that something is something; it would be aouisicircle),
they are functional in authentic communication.

The aim of similar sentences is not to give ardiédin of the expression in the role of subjectt they
have a function as a whole structure. In most ¢abese examples are idioms that gain the real imgdrom
the context, e.g., ‘business is about profit, aimglelse is secondary’ or ‘if we promise something, should
fulfil it’.

8 Here and in further examples, contrastive contktubound items are labeled with ¢, non-contrastiv
contextually bound items bear a mark t, the cont@kt non-bound nodes are marked as f.

10



(7)  Jaw, NEZNAM.
lit. | youy DO_NOT_KNOW.
| DO NOT KNOW you

So far we have dealt with contrastivity for conteatty bound items. For the contextually
non-bound sentence members, such a distinctiontisonsidered to be relevant, because as
a matter of fact, the newly presented items alwayscern a choice of alternatives and to
some extent stand in contrast to the previous gartlike contextual boundness, contextual
non-boundness has no special formal means forrdiscethe feature of contrastivity, see

Example (8).

(8) While you prefer TEA, we. prefer COFFEE

In the example, there are two semantic contra¥tgou— we, 2) tea— coffee Whereas
contrast expressed by the pronowmu we) is a part of topic (and it is thus annotatedhbot
pronouns are assigned the value of contrastiveegtrdlly bound expressions, i.e. the value
“c"), the second contrastea— coffeg is not captured in the annotation because thengiv
expressions are in focus (where the contrastigityat marked — both items are assigned the
value for contextually non-bound items, i.e. “f").

Commonly, when annotating topic—focus articulatiwe take into account especially
the preceding context. Nevertheless, contrast ¢b glnenomenon that may recognized (in
some cases) from the context of the following sards. At the same time, contrast may

concern even longer chains of items, see Example (9

(9) On Monday, | usually clean my ROOM.
On Tuesday, | usually go for a walk in the PARK.
On Wednesday | usually do SHOPPING.

From the first occurrence of the temporal modtfmaon Monday the reader does not
know whether it is used contrastively to the follogvexpressions (as in Example (9)) or not.
Only when reading the second sentence with the w@mTuesdaywe realize that the
expressioron Mondaystands in contrast to the following number of dadisthe same time,

the backward reinterpretation of text is commonammunication, see Example (10).

11



(10) The children had very nice bows. However, theymdithave any arrows. They tied

them themselves.

In Example (10), the reader may understand th& ngeaning of the worbow only
from the following context (the reader has to reiptet it when he or she understood it
incorrectly during the first reading). Similarlype annotator may re-annotate the value of
contextual boundness when he or she reads theviojocontext.

On the contrary, the author of text knows his @r tommunication perspective from
the beginning. Therefore, the author knows alreddsing uttering the given expression
whether the wordow is used in the meaning of a tool or piece of dtagh Similarly, the
author knows whether he or she uses some contgxhalind expression contrastively — and

if so, he or she puts a contrastive stress on th@ spoken form).

To sum up, the theory discerns two basic categokestextual non-boundness,
contextual boundness and a subcategory of the astivie contextual boundness.
A distribution of sentence items with various valwed contextual boundness is presented in
Example (11).

(11) Across the rivarMagda and Kovarik could now se¢ a FIRE with twq figures beside
it.. When they moved closef, they could make out twg whitg HORSES against the
backgroungof the darkbushes Then hg [Kovarikl RECOGNIZED them

(Skvorecky, 1986)

We can observe that mainly the temporal and cirtamisl adjuncts in the role of scene
setting (e.gbeside it, noywand subjects presented as given (Blggda and Kovarik, thgy
are contextually bound. On the contrary, most edmrates (e.gcould see, could make out,
recogniz¢ are contextually non-bound because they are edudble from the context.
Contrastive contextually bound sentence items ather rare in authentic texts. In
Example (11) there is only one item marked as esftitre contextually bound sentence
element, namely the local settirmgross the river The location is given by the broader
context of the situation but it offers a choiceooke alternative out of several otheos this
side of the river, at distance..) given within that context.

At the same time, we can see that contextually 8@aentence items can be modified

also by contextually non-bound sentence elements t{@o figures beside )itand on the
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contrary, contextually non-bound sentence itemsbeamodified by dependent contextually

bound elements, see Figure 1 in Sec8ahDependency Trees

4.2 Communicative Dynamism

When observing the sentence and its contextuallmtd@nd non-bound parts, we can see that
the individual sentence items mutually differ ingcees of their relative importance. Firbas
(1971) characterized this phenomenon as commuwdécatynamism and postulated the
concept of information hierarchy in the sentendghds likened communicative dynamism to
information flow. He claimed that the degree of coumicative dynamism is specified as
relative importance with which the given elementntabutes to the development of
communication, i.e. to what extent the sentencmeht moves the communication forward.
The Functional Generative Description took oves toncept and applied it in formal
description. According to Hajova, Partee and Sgall (1998), communicative dynamss
a property of a sentence element that reflecteitdive degree of communicative importance
attributed to it by the author — compared with otBentence elements in the sentence;
contextually non-bound sentence elements are ceresldo be more dynamic than sentence
elements contextually bound (be they non-contrastor contrastive). Communicative
dynamism is not seen as a dichotomy but as a se#ie more degrees. Such a scale is
reflected in the so-called deep word order. Deepdwayder describes the organization of
elements in a sentence structure according to theieasing communicative dynamism. In
some cases, deep word order can be directly reltethe surface word ordérsee
Example (12).

(12) He looked at MAGDA. (Skvorecky, 1986)

In Example (12), there is one contextually bourdnithe) and two contextually non-bound
items (o look Magdg. The contextually bound item carries the lowesigrde of
communicative dynamism, i.e. the lowest relativgrde of importance, and it is followed by

contextually non-bound items that carry a highagrde of communicative dynamism. At the

° The surface word order is the ordering of sentexleenents in the surface structure, i.e. the wortkoin
sentences realized in authentic texts (for moraidesee Rysova and Mirovsky, 2014). The diffeecbetween
the deep and surface word order occurs more frélyuenlanguages with a grammatically fixed wordder
(such as English), while with languages such axiCtlee surface word order is typically governedtdyyic—
focus articulation and as such corresponds to ¢le@ evord order (see Rysova et al., 2015).
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same time, the predicat (00K carries a lower degree of communicative dynanttsn the
elementMagdg despite the fact that both of them are contektunain-bound.

Empirical investigations of topic—focus articulation Czech have indicated that the
individual values of communicative dynamism are reoted with contextual boundness.
However, it is supposed that the individual valwéscommunicative dynamism function
differently among contextually bound sentence itemsomparison with contextually non-
bound items (directly dependent on their governiagh). The order of contextually bound
modifications directly depending on the verb isedetined in the scale of communicative
dynamism by the choice of the author and it magffected by various factors — the language
factors (e.g. Actor may be chosen as the least mignatem more easily than other
participants), the situation factors (e.g. whetther entity was mentioned in the immediately
preceding context or whether it is not really a&tidd in the consciousness of the author and
addressee) or by factors related to the text coiipoge.g. use of contrast).

On the other hand, the contextually non-bound weddlifications directly depending
on the verb are supposed to follow the so-callestesyic ordering (Sgall, H&pva and
Buraiova, 1980, see also Zikanova, 2006; Rysova, 20ykoW, 2014), i.e. a scale of
communicative dynamism for contextually non-bouedtsnce items directly dependent on
their governing verb. Systemic ordering presumegs that contextually non-bound Patient
carries a higher degree of communicative dynamis@n €.g. contextually non-bound
Temporal modification in English sentences. Thestexice of systemic ordering in languages
is considered to be language independent but theidual degrees of it are language specific
(i.e. systemic ordering in Czech is different tisgstemic ordering in English).

In English, systemic ordering is only rarely retest in the surface word order.
However, in Czech we can study its systemic ordeparticularly from the surface word
order. In most cases, the contextually non-boumtesee items (directly dependent on their
governing verb) also follow the systemic orderimgsurface word order because Czech is
a language with free word order and its surfacedwander is affected by communicative
dynamism to a large extent (unlike English).

While in English e.g. the order of the members yag the highest degree of
communicative dynamism is mostly grammatically @ixen Czech they are usually placed at

the very end of the sentence, cf. Example (13).
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(13) Potom [on] je; POZNAL. (Skvorecky, 1991)
lit. Then [he] them RECOGNIZEDR
Then hg RECOGNIZERthem. (Skvorecky, 1986)

In Example (13), the most dynamic elemenpaznal[recognizefl All other sentence items
carry alower degree of communicative dynamismChech, this fact is captured also in
surface word order — the most dynamic sentenceegiein placed in the last position whereas
the objectje [then] stands before the predicate. On the contrargnglish, the last item is
the word formthem that is contextually bound and therefore also légsamic than the
contextually non-bound predicatecognized On the basis of this example, we can see that
Czech surface word order is much more influenceccdiymunicative dynamism than the
word order in English. In English, surface worderr affected more by grammatical factors

than by topic—focus articulation.
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4.3 Topic and Focus

On the basis of the previously described phenorfmrgextual boundness and
communicative dynamism), it is possible to distiisgutwo parts of the sentence — topic and
focus. These terms no longer concern the individsetence elements as contextual
boundness and communicative dynamism but are defatine larger parts of sentences.
Generally speaking, between topic and focus, tigeeerelation of aboutness — focus
says something about the topic (cf. ayia, Partee and Sgall, 1998). A simple example of

topic and focus can be demonstrated as followsdispn plain text, focus is printed in bold):

(14) He looked at MAGDAy. (Skvorecky, 1986)

The sentence is abobtm, hence this is the sentence topic. The other qfatthe sentence
(looked at MAGDA\is a statemergbout him i.e. sentence focus.

In a more detailed description, we can charactadpe& as the part of a sentence that
consists of all contextually bound sentence iteimsctly dependent on their main governing
verb. These items can also be further modified therosentence members (e.g. by attributes)
that can be contextually bound or non-bound —adhanodifiers are also a part of topic.

At the same time, focus consists of all contexyuatin-bound sentence items directly
dependent on their main governing verb. Also thesmas can be further modified by other
sentence elements (like by attributes) that cacdmeextually non-bound or bound — all such
modifiers are also a part of focus, see Examplg (15

(15) ( have two cat3.The blackone iss my FAVORITE;:.

Example (15) demonstrates that the elenmeyis a part of focus, though it is contextually
bound.

The governing verb itself can be contextually boondon-bound. If it is contextually
bound, it is a part of topic; if it is contextualhyn-bound, it is a part of focus, see Example
(16). For more details about the algorithm for dete of topic and focus, see, in particular,
Sgall, Hajtova and Panevova (1986), Zikanova, Tynovsky andeltaW2007) and Rysova,
Mirovsky and Hagova (2015).

(16) He looked at MAGDA while Magda lookechat someone ELSE
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The first occurrence of the governing véodookis contextually non-bound and it is a part of
focus. On the contrary, its other occurrence istextoally bound (deducible from the
context) and therefore it is a part of topic.

In terms of communicative dynamism, topic is (ashmle) less dynamic than focus.
At the same time, the individual items of topic eadifferent degrees of communicative
dynamism. The least dynamic item (i.e. the itemhwihe lowest relative degree of
importance) is calletbpic proper. Also the individual parts of sentence focus califferent
degrees of communicative dynamism and the mostrdindem is calledocus proper (in
the spoken variant of the sentence, focus propsy ehrries the intonation centre), see

Example (17):

(17) Then ha RECOGNIZED; them. (Skvorecky, 1986)

In Example (17), topic proper is the sentence efere (Actor is very often the item that is
spoken about) and focus proper is the predicatausecit carries the most important
information.

In the next example, we present the sentences fn@awiously used Example (11)
once more — this time not only with values of catial boundness of individual sentence
items but also with marking of topic and focus acle sentence. Topics are written as plain

text and focuses are printed in bold.

(18) Across the riverMagda and Kovarik could nowsee a FIRE; with two figures beside
it;. When theymoved closer, they could make out twg whitee HORSES against the
background of the dark busheg Then he [Kovarik] RECOGNIZED: them.

(Skvorecky, 1986)

All sentences contain focus but not all of theno dlave topic (there are e.g. some sentences
that are formed only by focus proper). The focusppr is an obligatory part of every
sentence. It brings the most important informatiothe main message. Without the main
message, it would not make sense to use the senterauthentic communication. On the
other hand, the topicless sentences (sometime=ddadit news) are not rare. Such sentences
are typically headlines or first sentences of thé presenting some new objects on the scene

or very short sentences, see Examples (19)—(22).
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(19) How Coloradqg State Wory by Losing Jim; McElwain; to FLORIDAg.
(20) Once upon a timethere werethreg FROGS.

(21) ATTENTION{!

(22) Page 45.

5 Detection of Topic and Focus

As we have seen in all previously mentioned examplee main issue in recognizing topic
and focus in sentences is an appropriate idertidicaof the contextual boundness of
individual sentence items. At the same time, tapid focus can also be detected by using
operational criteria, the following two being masteful: the so-callequestion testandtest

by negation

5.1 Question Test

The range of the focus can be reliably detectethbyguestion test. Its formulation assumes
that for every sentence it is possible to determinset of questions which can be
appropriately answered by the given sentence (itstlgiven surface word order and given

realization of intonation), see Example (23).
(23) Tomorrow, | will read a MAGAZINE.

For the sentence realization with the intonationtr@eplaced at the item magazine, examples
of appropriate questions avéhat will you do tomorrow®r What will you read tomorrow?
On the contrary, an example of an inappropriatestie isWhen will you read a magazine?

Each appropriate question must fully representréievant features of the context in
which the sentence may be used. However, it shbeldoted that it is an artificial pair of
guestion and answer and that it is not a natuedbgdue.

The aim of the test is to identify to which parttbke sentence (topic or focus) the
given elements belong. In the test only the appatprguestions are used. Those sentence
elements that are contained in each of the ap@i@pguestions belong to the sentence topic;
those of its elements that are not found in angmgiset of appropriate questions belong to its
focus; those elements of the sentence which ordyron some of the appropriate questions

(but not in all of them) create the potential ran§éhe sentence topic or focus.
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The application of the question test is illustrated&Example (24). We also formulated
a set of possible gquestions — for each question,indecated which elements from the
response to the question are not included in tlestepn itself.

(24) Kids are playing with SNOW
(24a)What are the kids playing with? (... With SNOW.)
(24b)What are the kids doing? (... They are playing wlOSV.)

The membersnow is not present in any of the created sentencesis-miember is thus
determined as the sentence focus proper. On the b#nd, the itenkids occurs in both of
them — this item is therefore the topic proper.é€dtentence elements stand between the two
terminal points (on a scale of communicative dyrsanjiand they are the potential range of
the sentence topic or focus depending on the apptepquestions. It is also possible to
imagine a context indicated in question below wheome of the sentence elements are
included in the question. If we accept this posisshiExample (24) would be understood as

a sentence without topic, i.e. as hot news.

(24c)What is going on? (... Kids are playing with SNOW.)

While assembling the set of possible questionsvag see that according to the context
(represented in questions), the tested sentencbas@nthree possible meanings, i.e. three
possible interpretation$ of topic—focus articulation (focus is printed irolth in every

example).

(25a)What are the kids playing with?
Kids are playingvith SNOW

(25b)What are the kids doing?
Kids are playing with SNOW

(25c)What is going on?
Kids are playing with SNOW

19 with the given intonation
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5.2 Test with Negation

Besides the question test, we can also use testeiated with negation as an operational
criterion for determining certain aspects of toficus articulation. Hajova (1973)
consistently deals with this relationship of topazsus articulation and negation (see e.g. also
Hajicova, 1975). She concludes that in the primary ddescope of negation is consistent
with the focus of the sentence; the relation of fileus to the topic is thus negated (the
sentence says that the focus is not true in relaticdhe topic).

The test with negation can be complemented by ¢iiem of possible continuations as
introduced by Chomsky (1969). His approach is baeedthe fact that in a natural
continuation of the sentence, focus may contaitspair sentences that may be replaced by
other parts, standing in a similar position (efterathe conjunctionsut, rathe). Chomsky
particularly exemplifies this idea for questionglaregative sentences but it is possible to also
use it for the affirmative or negative form of Exalen (24) with its natural continuations, see
Example (26).

(26) Kids are(not) playing with SNOW

(26a)Kids are not playingvith SNOWbut with sand.

(26b)Kids are not playing with SNOWbut (they) are watching TV at home.

(26¢)Kids are not playing with SNOWut parents are buying sweets.

The results obtained by Chomsky’'s method are tlmesas those from the question test.
According to the context, there are also three iplessinterpretations of topic—focus

articulation (with the given intonation).
6 Topic—Focus Articulation in Interrogative Sentenes

In the previous sections, we have focused on thecrigdion and analysis of TFA in
declarative sentences. TFA of other types of seeteis basically similar (i.e. we can apply
guestion test or test with negation on them), tlvesdo not concentrate on them separately.

However, more attention is paid to the interrogatentences because the use of operational
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criteria mentioned above for distinguishing thepit and focus is more problematic by them.
Therefore, in this section, we focus on the spexitif interrogative sentences (both yes/no
questions and wh-questions) in terms of TFA, sse Hijtova (1984).

On the basis of PCEDT material, we may say that g&s/no questions exhibit a similar
behavior (described in previous sections) to os@rtence types — see Examples (27)—(30)
(focus proper marked in capitals).

(27) Do you go to the SEA this year?

(28) Do you go to the sea THIS YEAR?

(29) DO you GO to the sea this year?

(30) Do YOU go to the sea this year?

The boundary between topic and focus in these gusstan be traced by test with negation.
The part of the interrogative sentence in scopgostible negation is its focus, the other part
its topic.

More complex is the analysis and determination &6ATnh wh-questions. These
sentences are specific because of the presennteabigative words likevhy, who, wheetc.
In some approaches (see Mathesius, 1941), theagtdive word is supposed to be focus
because it represents unknown information and thiérosentence items belong to topic.
However, Dane$S (1949) demonstrates that focus prapethe question may be the
interrogative word as well as another item of tlmtence, which is illustrated in the
following examples. In Example (31), focus propethe elementvhen in Example (32) the
prepositional phras® Berlin (contrasting with the expressitmPrague.

(31) We are going to visit PRAGUE.
WHEN do you go there?

(32) 1 will goto PRAGUE tomorrow.
When will you go to BERLIN
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In this context, Firbas’ study (1976) highlightsetheed to take into account two
perspectives — the perspective of the speaker langdrspective of the hearer. The speaker
does not want to say any new information but ondbetrary, he or she wants to get this
information from the hearer by using an interrogatipronoun. Other items of the
interrogative sentence are known to the speakewneMer, not all of these items are equally
important for the hearer and the speaker must atelierom which perspective he or she
should approach the question. The most importahtator of this perspective is intonation —
if intonation center is placed on another quesetement than interrogative pronoun, this
element is (according to Firbas) focus proper.

The boundary between the topic and focus partefiath-questions is thus possible to
be determined on the basis of the contextual baesglopposition but in this case, the main
indicators of contextual boundness are detectidh@perspective from which the question is

formulated and intonation (placement of intonaentre).

7 Local and Global Topic—Focus Articulation

In texts, we may distinguish the so-called globadtl docal topic—focus articulation, see
Hajicova et al. (1998) that correspond to topic—foctiswation of sentences as a whole and
individual clauses (see Section 36w Are Large Units of Text Annotated for Topic—#®c
Articulation). The global topic—focus articulation concerns all syntactic units that form
a sentence as awhole. These may be simple sestemwhvidual sentences within
a compound (paratactic) sentence, sentence equisa{see e.gOops), nominal clauses
(Scandal) or syntactically unintegrated parentheses.

At the same time, sentences as a whole may costaime individual (dependent)
clauses (i.e. clauses that modify their governing hierarchically higher unit). Individual
clauses are mostly a part of focus or topic ofrtgeverning unit (on the level of global topic—
focus articulation}?

However, we may distinguistine so-called local topic—focusrticulation, i.e. topic
and focus within individual clauses. Individual ut@s are subordinate clauses, participles and
gerunds (functioning as subordinate clauses, masthditional) or syntactically integrated

parentheses whose basis is verb.

" However, in some cases, the boundary between Igiopia and global focus may be also inside a ddpeh
clause, cf.What do you think that John will give me tomorrow? think that John will give yqic 1 anew
BOOKjocus tomorrowgic_1. More details irHajicova et al. (1998).
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8 Representation of TFA in the Prague Czech-EnglisBependency
Treebank

The phenomenon of topic—focus articulation (undéerent names) is captured in several
annotated corpora, e.g. the Potsdam Commentaryu€dfptede and Neumann, 2014); the
ANNIS Database (Annotation of Information Structubepper, G6tze and Skopeteas, 2007);
the Muli corpus (Baumann et al., 2004); the Switdrd Corpus (Calhoun et al., 2005); the
DannPASS (Danish Phonetically Annotated Spontan&peech; Paggio, 2006) or the Penn
TreeBank (Bohnet, Burga and Wanner, 2013). Evempu representation of topic—focus
articulation is unique and often differs signifitlgnfrom other ones. Both the technical
approaches and the annotated features are different

There are two Prague treebanks with annotated-tfgamus articulation: the Prague
Dependency Treebank (the latest version it@ept al., 2013, PDT) containing 50 thousand
of annotated sentences in Czech (it is a corpusritfen newspaper texts) and the Prague
Czech-English Dependency Treebank (Elajial., 2012, PCEDT) containing original English
texts from the Wall Street Journal (from the corgesnn TreeBank) and their parallel
translations to Czech (for each language, the socpatains almost 50 thousand sententées).

In this section, we introduce practical issuesnemted with annotating topic—focus
articulation in the Prague Czech-English Dependefhmebank using the theory of the
Functional Generative Description described abgee @lso Mirovsky, Rysova, Rysova and
Hajicova, 2013).

The Prague Czech-English Dependency Treebank istaed mostly manually on
several layers — on the layer of words, morphokglayer, analytical layer (i.e. surface
syntax) and the so-called tectogrammatical laye: @eep syntactico-semantic layer). The
tectogrammatical layer contains e.g. annotatiotopic—focus articulation and annotation of
sentence participants and free modifications likéo# Patient, Addressee, Locative, Manner
or Temporal modification etc. Moreover, the coralso contains annotation of coreference

and anaphora. The annotations are carried outeodehendency treés.

12 The annotation of topic—focus articulation is @drout on 1/10 of the PCEDT (i.e. on 5 thousanddBzand
5 thousand English parallel sentences) and halse®st published yet.

13 For detailed description of Prague treebanks gnthstico-semantic annotation of English texts Gaeova
et. al, 2006.
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8.1 A Layer of Deep Syntax — Tectogrammatical Laye

As we have mentioned above, the annotation of +dpows articulation proceeds on
the tectogrammatical sentence layer, i.e. on therlaf deep syntax, and it is done on the
dependency trees (which is unique within the otberpus annotations of topic—focus
articulation).

The tectogrammatical trees also contain recon&udentence items, i.e. items
(nodes) that are deleted in the surface sentemoetwste. Therefore, it is also possible to
annotate nodes present only in the deep sentencduse (e.g. elided subjects, obligatory
participants from the valency frame of verbs omattllipses) but clearly participating in
topic—focus articulation — elided sentence paréinis are usually contextually bound, see

Example (33), but not necessarily in all casesEseanple (34).

(33) Surface structure: Some mobile devices are able to carry classifiéarmation.
Deep structure: Some mobile devices are able to carry classifiéarimation

[from one person[to another persop

(34) Surface structure: primary and secondary schools

Deep structure: primary [school$: and secondary schogls

When “reconstructing” the deep layer, it is notessary to know which particular
lexemes were omitted in the surface structure (leegefrom one persoror from one side
etc.). The annotation is carried out on the suppldged types of sentence participants
(i.e. e.g. “verb modificatiorwhere from, “verb modificationwhere t§ etc.], see Example
(35):

(35) Surface structur&ome mobile devices are able to carry classifiéarimation.
Deep structure:Some mobile devices are able to carry classifietbrimation

[directional verb modification: where frogfflirectional verb modification: where to]
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However, we may find also opposite cases wheneam ipresent in the surface
structure does not appear separately in the deegtete — cf. e.g. the so-called anticipatory
it'* and existentiahereas in the following examples.

(36) Surface structurdt is difficult to make predictions especially albdie future.

Deep structure: @ difficult to make predictions especially abdug future

(37) Surface structur@&here are many ways to change your life.

Deep structure: @re many ways to change your life.

Expressionst andthere are located in the place that is grammatically wam for
sentence subject (in its surface realization). Herethey do not have any syntactico-
semantic role (e.g. they are not an Actor etc.) tnailefore, they are not a part of a deep
(semantic) representation of a sentence (see &sto8 9.10Phenomena Appearing on the
Sceng As seen, the deep structure of a sentence thes ot have to be “richer” than the
surface structure in all cases.

The information about topic—focus articulation e ttectogrammatical layer is based
on the following two characteristics: (i) value ocbntextual boundness and (ii) value of
communicative dynamism. The sentence division igpic and focus is not explicitly

annotated but is well deducible from the two anteatgphenomena.

8.2 Annotation of Contextual Boundness in the PCEDT

In the first step of annotation, we evaluate eaotten(relevant for topic—focus articulatidn)

of a tree in terms of contextual boundness. In tespect, we distinguish sentence elements
that are (i) contrastive contextually bound (marked c and highlighted in green in our
figures) (i) non-contrastive contextually boundafiked as t and highlighted in white) and
(i) contextually non-bound (marked as f and highted in yellow), see Figure 1 in Section

8.4 Dependency Trees

14 Different situation is with the so-called falsebfacts likelt is freezing See Sectio®.11 Semantic Type of
a Sentence Item (Node)

15 The tfa value is not assigned e.g. to the techniea of the sentence or to the nodes represectiogdinating
conjunctions.
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8.3 Annotation of Communicative Dynamism in the PCBT

The second step of annotation of topic—focus ddimn in the PCEDT concerns
communicative dynamism, i.e. ordering of nodes he ttree with respect to their
communicative dynamism that grows from the leftthe right. The deep ordering of the
sentence elements in the PCEDT may be thus différem the surface word order of the
given sentence.

The main rule for the communicative dynamism aninmtain the deep word order is
that in the dependency tree, the contextually bonades are placed to the left of the
governing node, whereas the contextually non-bowuks are placed to the right. The node
that is placed in the rightmost position is theuo@roper (i.e. the most dynamic part of the
given sentence carrying the intonation centre). ditmeotation of communicative dynamism in
the PCEDT is demonstrated in Figure 1.
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8.4 Dependency Trees

The annotation of topic—focus articulation is gairout on dependency trees, see
Figure 1.

o

EnglishT-wsj_0253-s2
root

but
ADVS
coap

disclose f estimate f
PRED_M /PRED_M
v
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(o d N
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RSTR
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Figure 1: Dependency tree from the Prague Czech-Eligh Dependency Treebank with the annotation of
topic—focus articulation for the Example (38)The price wasn't disclosed but one analyst estindatieat it was
$150 million.

Dependency tree in Figure 1 captures the follovee@gtence (the preceding context is
given in the square brackets; the text is fromladl Street Journd) see Example (38).

(38) [Armstrong World Industries Inc. agreed in princigle sell its carpet operations to
Shaw Industries InfE.The price wasn't DISCLOSED but one analyst estich#tat it was
$150 million.
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The individual nodes of the dependency tree dreléal with wheels (for the items that
are explicitly expressed in the surface structidirta® sentence) and squares (for the items that
are omitted from the surface but are present indébep structure). The lines between the
individual nodes are the so-called edges. Each mdssigned a lemma and the syntactico-
semantic function called functor (e.g. PRED: Pratfiof the main clause, ACT: Actor; PAT:
Patient; ADDR: Addressee; RHEM: Rhematizer; RSTBstRctive Attribute; ADVS: root of
the coordination expressing Adversative Relatidi)rthermore, the figure captures some
other information from the morphological layer aadarrow expressing coreference relation
(price < it).

Topic—focus articulation, precisely contextual bdoess (see Section 4Zbntext and
Contextual Boundnepss assigned to each node (relevant for topic-daaticulation) by one
of the indices “c”, “t” and “f". The index “c” is igen to contrastive contextually bound nodes
(marked in green in the figure), the index “t” tomcontrastive contextually bound nodes
(marked in white in the figure) and the index ‘@’ ¢contextually non-bound nodes (marked in
yellow in the figure).

Contextually bound nodes (both contrastive and-cunirastive) directly dependent
on the governing verb (having the functor PRED) alichodes dependent on them form the
topic of the sentence. Contextually non-bound naliiextly dependent on the governing verb
and all nodes dependent on them constitute thesfofisentences. The governing verb is
either a part of the topic (if it is contextuallgund) or focus (if it is contextually non-bound).
For more details see Sectioigtection of Topic and Focus

The tree in Figure 1 contains two utterancess(é coordination of two structures in
adversative relation). The first Bhe price wasn't discloseahd the second ®ne analyst
estimated that it was $150 millioRach of them has its own topic—focus articulation

The second utterance contains two clauses: the dite is governingQne analyst
estimatedl and the second is dependetitaf it was $150 million Dependent clauses are
treated as a part of the governing clause@oke analyst estimated something

In our case, we can see from the tree that thie tfpthe first utterance i$he price
the focus part isvasn't disclosedThe topic of the second utterancelise analystfocus is
estimated that it was $150 milliomhe boundary between topic and focus is not eiiyli
marked during the annotation (but it is well deteifrom the tree).

Another phenomenon that is annotated within tdpigs articulation in the
dependency trees is communicative dynamism. Theapgured through the so-called deep

word order, i.e. by the order of the individual eed see Section 4.2ommunicative
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dynamism It is obvious from the example above that contaky bound nodes directly
depending on the governing verb are located toldfieof the verb and contextually non-
bound to the right. This suggests that contextubltynd nodes carry alower degree of
communicative dynamism (they are less informativeless communicatively important)
than contextually non-bound nodes. Similarly, cgntally non-bound attributes are always
to the right of their governing nouns because thaye a higher degree of communicative
dynamism. The dependency tree is projective.

Example (39) demonstrates the division into t@wid focus and contextual boundness
of the individual nodes without the tree struct(re. the global topic—focus articulation). The
example (unlike the tree structure) does not captbe communicative dynamism of the
individual nodes. In the square brackets, therdragarticipants that are not expressed in the
surface structure (the vetb disclosehas 3 obligatory inner participants in its valefigme:

Actor —someongPatient -somethingand Addresseete somebody

(39) {The pricé . [Actor: someonk [Addresseeto somebody topic 1 {Was DISCLOSED s

NOt+ focus_1bUt ONG analyst wpic 2estimated that it; wass $r 150¢ million f focus_2

Example (40) demonstrates the local topic—focusidation of the dependent clause without

the tree structure.

(40) The price wasn't DISCLOSED but one analyst estich#ttat it; wopic_iocal Wass $ 150¢

million ¢ focus_local
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8.5 Which Sentence Items (Nodes) are Annotated iarims of Contextual
Boundness and Communicative Dynamism

Topic—focus articulation concerns aéntence elementgincluding attributes) as well as
structures integrated into clause loosely, sajutations parenthesis sentence adverbials
expressingauthorial comment or (evaluating or emotionakttitude to the content like
unfortunately really, hopefully modal characteristics likgrobably, sure perhaps but also
the so-calledrhematizers like only, particularly, for example alsg not or expressions
connected to thprevious contextlike howevey therefore thus hence(in examples likeHe
said | was unpleasant. However, it is not tjueterrogative andrelative expressions like
who, that, which interjections like oops answering particleslike yes, naYes, that is true
In terms of topic—focus articulation, we annotatsoameasurement units expressed by
words, abbreviations or symbols (emillion, dollar, tonne, kg, %, $EUR). Also each
member ofapposition (e.g. Shakespeare, a writeas well ascoordination (e.g. plays and

poems3 has its own value of contextual boundness.

Topic—focus articulation iaot annotated separatelywhen the sentence items do not
have their own node in the deep structure, i.epgs®ions (e.gfrom, to), articles &, an, the),
anticipatoryit (It is nice to meet yolf, existentialthere (There is a meeting todgyinherent
reflexive pronouns, e.gselfin constructions likelhey pride_themselvepatrticles in phrasal
verbs likemake_upauxiliary verbsas parts of an analytical predicatéhve been dancing
modal verbsdan, could may, might shall, should must ought tg will) in combination with
infinitives (I candancg.’

We do not annotate separately connective expressioin coordinations and
appositions likeeither— or, neither— nor, versusetc. (cf.l wanted to go home and sleep but |
could noj, expressions modifying these itenisi§ not big but even huge@nd expressions
representing punctuation marks like (colon); ( (parentheses)/ (slash); — (dash) or
mathematical signs or intervals (lileplus 4 5 — 2 four times fivestarting Monday from

January to Junetc.). Foreign expressions are treated as a wheldppic—focus articulation

16 However, we do annotate topic—focus articulatiorcases wheit is in the function of the so-called

false subjectlf is raining). We consider it to be contextually bound is scabkes.

1 However, quasi-modal verbs (etg.have toto be able tpto be bound tpas well as phrasal verbs (e.g.
to start to stop and copular verbsHg is a studentare considered to be separate items (nodes)eiridlep
structure of the sentence and therefore, topicsfacticulation is annotatezbparatelyin these case$ gtarted

to play chess
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is not annotated for the individual items sepayaiglCeska investni spolenost went

bankrup}.

However, it does not mean that we understand iited| items (e.g. auxiliary verbs
like have beenreflexive pronouns likehemselvestc.) as excluded from the topic—focus
articulation. From the perspective of the deepcstme, they are always a part of another node
(e.g. the individual parts dfave been dancingn the surface layer act togetherdasiceon
the deep layer; surface foriwan swimis represented by a single nodeim etc.). The
mentioned items are thus treated in topic—focuswation as one complex node together
with other sentence item to which they are grancadyi related.

Of course, we may argue that in some cases, ladsmentioned items (that are a part
of complex node on the deep layer) may be the oohtextually non-bound member in the
sentences (i.e. the focus proper), ¥bu cannot sing? — | CAN singt Are you going to
Prague? — | am going FROM PragjeSimilarly, the focus proper may be even one
grammatical category, e.g. verb tend¢ag he got money? — He HAD money. But he
divorced).

Thus it may happen that in a single node on the dieger, there are connected two
items with different value of contextual boundnebs.this case, we apply the rule that
contextual non-boundness takes precedence over certual boundnessi.e. if at least one
subpart of a particular node (e.g. a modal verbitheonnected with the lexical verb, but also
a single characteristics of a word like grammatiatiegory) is contextually non-bound, the
whole node is considered to be contextually nombdod am going{FROM Pragué;
| {CAN sing s; He HAD; money.

Contextually bound expressions (nodes) are labalkedt” in the examples and
contextually non-bound as “f”. In the braces, thare sentence items that constitute a single
node with a complex value in the deep structure fbicus part of the sentences is marked in
bold, the topic remains unmarked. The topic parthef sentences does not always have to
coincide with the contextually bound nodes and fbeus part with the contextually non-
bound nodes (for details on contextual boundnesk tapic and focus, see Sections 5
Detection of Topic and Focamd 4.2Communicative DynamigmCommunicative dynamism
is not marked in these examples due to bettertgldn the square brackets, there is the

preceding context.
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(41) [What happened to yolP; unfortunately lost; all s phones NUMBERS:;.

(42) [What did he sayy'He; said; |  wass UNPLEASANT;. Howevey, it iss nots TRUE:.

(43) [Who do you likel?l ; like IMPRESSIONISTS;, especially Paul; CEZANNE;.

(44) |Did you read something?; read; many; BOOKS: ({e.g}+ Robinsorr CRUSOE; or
Gulliver's; TRAVELS).

(45) [Where have you begnt? { have beeh; {to LONDON} ;.

(46) [Who did you meet yesterddyesterday| ; met; {the womar s who; CALLED ; you;.

(47) [What is thisPls; it ; your; SUITCASE;?

(48) [What is the weathet?t ; {is RAINING} s —1; THINK ;

(49) 1t is nice to MEET you.
Deep structures; nices {It to MEET} ; you.

(50) [What is the programme toddy{”There i$ ; {a MEETING} ; today:.

(51) [What do they dg7They,{PRIDE themselvek:.

(52) [What have you been doirild? {have been DANCING:.

(53) [What can you dd4; {can SWIM} ;.

(54) [What do you have tpP; { have t@ : gof HOME ;.

(55) [What did you dof?l ; stopped SMOKING:;.

(56) [What does he dpHe;iss{a STUDENT} ;.
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(57) [What do you know abodieska investni spolenost] <Ceska investni spolenost> ('8
{has been SOLPx

(58) [What do you know about this bodKhis book contains all the known plays and poems
of William SHAKESPEARE, a writer and an actor.
Deep structure:This; book; contains; all; known; playss and poemg William ¢

{of Shakespeang, {a writer} s and{an actog ;.

(59) [Few details offered on quarantines over Ebola

NEW YORK }A nurse who treated Ebola patients is the tesuafantine POLICIES.
Deep structure: A nursé ; who; treated Ebola; patients is; {the tes}: quarantines
{of POLICIES} ¢,

18 The foreign expressiofieské investini spolenostis divided into the individual nodes in the depemc tree,
but the topic—focus articulation is not annotat@delach node separately but for the expressiond®ke.
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8.6 How Large Units of Text Are Annotated for Topie-Focus Articulation

In a simple sentence, we can find one set of tapit focus, see Examples (60) and (61). In
compound sentences, topic and focus are recogmzacery sentence (clause) separately, see
Examples (62), (63) and (64). Finally, in complextences, only one set of topic and focus is
present, see Examples (65) and (66).

Topic—focus articulation is annotated also insahtence equivalents (like headings,
captions etc.), see Examples (67) and (68). Ifettege more sentence equivalents with the
function of individual statements in one unit (bdad at the beginning of a sentence with
a capital letter and full stop at the end), we @arsthem to be separate independent clauses
and we annotate the topic—focus articulation seplgréor each of them (like in a compound
sentence), see Examples (71), (72), (74).

We proceed similarly if there are any types of peledent clauses functioning as
individual statements within one sentence uniti¢tejpcus articulation is thus annotated for
each of the independent clause separately), seaias (69), (70), (73).

Gerunds and patrticipial constructions are consttiéoebe dependent clauses (they
have a function of subordinate clauses, often ¢mmdil), and therefore, we do not annotate
topic—focus articulation for them separately (wasider them, in most cases, to be a part of
a governing clause, similarly as subordinate clsljsee Examples (81) and (82).

Parentheses are divided into two groups: syntdisticategrated into the sentence
structure and syntactically unintegrated into tlemtence structure. Parentheses that are
syntactically integrated are perceived as a path@fsentence structure to which they belong
and topic—focus articulation is not annotated fam separately, see Examples (75) and (76).
On the contrary, parentheses that are syntacticaligtegrated are viewed as independent
sentence units and in these cases, topic—focuzulation is thus annotated separately, see
Examples (77), (78), (79) and (80).

To sum up, topic—focus articulation is annotatedasately ineach independent
clause (i.e. in verbal, nominal, interjectional clases as well as parentheses).

In the following examples, all members of the f@focuses are marked in bold
(regardless contextual (non)boundness of theividdal nodes), all members of topic/topics
are not marked (again regardless context (non)bmesw of their individual nodes).
Contextual boundness of the individual nodes i® mat indicated because of better clarity.
However, it may happen that some of the focus itésush as items indirectly dependent on

the governing verb of the main clause) are conttibound or that some of the topic items
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(like elements indirectly dependent on the govegnierb of the main clause) are contextually

non-bound.

(60) The restaurandyic is located on the Destiny, a boat owned by New Y@iuise
I—|NESfocus

(61) I topic_1 DON'T thinkocus_1SQopic_1-

(62) Summakpic 1 may be FADINGeeus 1, but weyic » can still have some seasonal
I:UNfocus_Z

(63) Customergyic_1 order at the counter on the upper DEGHus_1, andfoodepic_2 is brought

to tables in an open-air dining ARE#eus 2

(64) Grandmothegpic_1is SLEEPINGoeus 1, Grandfather|is sleeping= contextual ellipsis of
predicate]opic_2 TOOkcus 2

(65) The Wall Street Journg}ic has selected 100 legacies from World War | that tone
to shape our LIVES todaycus

(66) Two separate attacks on men from India’s northgastannot be prosecuted as racist
crimes because India doesn't have alaw to protawbrtheasterners against racist
VIOLENCEfOCUS

(67) Page 4%cus

(68) Total Hurt by Oil PRICEqcus

(69) Ye$ocus_:b youtopic_z are RIGHTfocus_z

(70) OOPSpcus_1, somethingpic 2 is WRONGocus_2

(71)John SMITHsocus_1 New YORKyeus 2
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(72) POOHfocus_L Nofocus_i

(73) Wedding SCANDAkocus = Whose Bride Lost Her MEMOR¥cus 2?

(74) OHfocus_L my TEETHfocus_Zl

(75) Itopic Was a clever (and nice) GESTURE of yiguds

(76) liopic' d like to go home now (if you don’t MINBycus.

(77) After their start in 2010, the Giardsc_1 won their final six GAMESqcs_1 (the following
year, theypic »lost the championship to the COLTsaus 2.

(78) Jane MERRICKqcus_1(Charles University in PRAGURcus 2

(79) Agnes, Barbara and Cargjic 1 — they allpic » are MODELSocus 2 — are new faces of
our COSMET'CSO(;US—]_.

(80) Empress Michikgpic 1 celebrated her 80th BIRTHDAMws 1 (W8opic 2
CONGRATULATEocus 2.

(81) Regarding your complaint, wgc Will do our best to solve the PROBLEM.s
(= Since we regard your complainy...

(82) Seen from above, wg: would look like a chain of little worker ANTGcus

(= If we look from above)..

8.6.1 Local Topic—Focus Articulation

As mentioned above, dependent clauses themselgessaa whole part of the global topic—
focus articulation. However, deeper in sentencacsire (in the dependent clauses), we

can look for thdocal topic—focus articulation— see the following examples:
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(83) The Wall Street Journal has selected 100 legaaiesy fWorld War | thakpic_ioca

continue to shape our lives tod@ays iocal

(84) Two separate attacks on men from India’s northeastnot be prosecuted as racist
crimes because Indigic oca doesn’t have a law to protect northeasterners agimacist

violenceocus_jocal

(85) I'd like to go home now (if y@gic_jocas dON't MiNGkocus_loca)-

(86) Regardingpic_jocal yOUur complainiocus_jocas We Will do our best to solve the problem.

(87) Seekypic_local from aboves,cus 1ocar We would look like a chain of little worker ants.

For example, the itertinat from Example (83) is contextually bound and ist jpdiuthe
focus of the governing sentence (in terms of trabgl topic—focus articulation). From the
perspective of the local topic—focus articulatidris also contextually bound and is a part of
the topic of the dependent sentence (dependeriveeldlause). Generallygach node has
exactly one and invariable value of contextual bouwmessand, at the same time, it may be
part of topic or focus regarding the perspectiviooél vs. global topic—focus articulation.

8.7 Annotation of the First Sentence in Text

The first sentence of atext exhibits (to a certaxtent) several specifics. It opens a new
communication unit and new communication themendty be thus supposed that all of its
items could be contextually non-bound.

However, this is not true in all cases. For examplext may be contextually connected
with the set of other texts, it may inform aboutmsbhing that readers or hearers have
activated in their consciousness (i.e. about soimgtimey are aware of, that is close to them
etc.).

Typical examples of texts where the first senteremegain items that are contextually
bound are newspaper articles bringing (after same)tsome new information about one
theme, see the following examples of newspaper ihgadconcerning the Ukrainian-

Russian crisis:
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(88) 16. 7. 20140bama Announces Sanctigr@n RUSSIA

(89) 23. 7. 2014EU imposes new sanctionsn RussianOFFICIALS

(90) 2. 8. 2014Beyond SANCTIONSWhat's the West's Strategy on RUSSIA

(91) 11. 9. 2014The West's Sanctiopsn RUSSIA Would it Lead to Cold War 2.0?

(92) 15. 9. 2014HOW far do EU-US sanctiopsn Russiago?
(= 1 have a question concerning the sanctions on Rubst we have already written about:
How far do they go?

(93) 26. 9. 2014Will Sanctiong Push Russialnto RECESSION?
(= We all know that there are Sanctions on Russiataedquestion is whether they cause

a Russian recession.

All the headings of articles open new texts andha same time, they all contain the
itemssanctionsandRussiaRussiai. When the articles were written, the theme ohtdmns
on Russia” was very actual and it appeared in meelya often. The readers (or viewers and
hearers) as well as the authors of texts considiériedtheme to be known. Therefore, the
authors used these expressions as contextuallydbddowever, we cannot say that each
occurrence of the wordsanctionsand Russiawvas (at that time) contextually bound — it
always depends on the particular use in the comdett and concrete communication
situation. With the increasing time when the thesneot discussed so often any more, also its
activation in the consciousness of potential remdehearers (salience) obviously descends.

The first sentence of a text may thus containamdy the items that are contextually

non-bound, but also contextually bound.

Many written texts (especially newspaper articlesyin with a heading. The heading
(as the first sentence of the text) is unique imynaays — it captures the theme of the whole
text, see Example (94) and sometimes, it contdmeswhole main idea (the headings of
newspaper articles should attract the reader @ tteawhole article, but at the same time, the
authors take into account that very often he or r&aels only the heading; therefore, the

heading often includes the main message of thegrtsee Example (95).
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(94) Kung PAO Chicken Recipg:us

(95) Hungary Drops Internet Tax PLANcus

The heading (in the case of newspaper texts) magcbompanied by a subheading or
it is followed directly by the first sentence ottfirst paragraph. The subheading or the first
sentence of the first paragraph very often juseéagfor only slightly expand) the information

that the reader has learned from the heading, samies (96) and (97).

(96) OBAMA focus_i ‘My Credit Card Was REJECTEDocus 2
President Barack Obama sajgk » his credit card was DECLINERus_»

(97) McDonald’s Japan Bans SMOKING in Its Restaurandss_1

The burger chain has prohibited smokipg » in ALL of its outlets in the countrcys »

The subheadings of Examples (96) and (97) alnitesally repeat the information that
the reader has already got from the heading: tlesigent's credit card was rejected,;
McDonald’s in Japan prohibited smoking in its reséats. The subheadings give basically
the same message as the headings — often theyonottual synonymsieject — decling
ban— prohibit, restaurant— outlet Japan— country, but also literal repetitiongredit card—
credit card smoking— smoking or sometimes explicit expressions of what way anblicit
in the headingObama- President Barack Obama — say In both cases, the author even
uses the same communication perspective in theirdgaahd subheading. The core of
communication (focus proper) is the same. The sadlihg thus does not tell the reader
anything new. Yet the sentences of the subheadingshot marked as sentence topic as
a whole (every sentence must have a focus), seefl®g98), and all nodes as contextually
bound, but they certainly have their own focus (etleough all the sentence items have been
already used in the preceding context). Howeverfabus extent is not entirely clear.

Therefore, the focus does not have to always bcmgpletely new or surprising
information that the reader did not know beforeddpends on whetheertain information

is presented as “non-derivable” by the author
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(98) McDonald’s Japan Bans SMOKING in Its Restaurandss_1
* The burger chairnas prohibited smoking in all of its outlets in dw@untrygpic »

We assume that repetition of what was said isragfathe author's communication
strategy. He or she probably wants to attract dagler's attention and to achieve that the
reader remembers the main information. The repaatednation thus may have its function
in the text (at least from the author‘s perspegtara therefore, it must have its focus.

The question is how much functional the repetitbddmearly identical information in
texts is for the reader. However, newspaper asticlee a similar style of writing rather
frequently.

In case that the repetition in the subheadingais fanctional and “specific” as in
examples above, we take it in the same way asfhetition within a text, see Example (99) —
the all-focus sentence in the heading (it is theated topicless sentence) becomes topic in

the subheading.

(99) Restaurant Revival in PRAGU&eus 1

Prague’s restaurant revivaic »is raising the profile of the local CUISINEcys 2
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9 Recognizing Boundary between Contextually Boundral Non-
Bound Nodes in English

The central question regarding the annotation pictdocus articulation is how the annotator
(i.e. the listener or reader) can recognize whéaee dpeaker or writer put the boundary
between contextually bound and non-bound nodethé€devel of items directly dependent on
the governing verb). Each language has its spawans to signal the contextual boundness
of the individual sentence items. In this sectiore present the means for English as
an analytic language.

Some sentence items are “predestined” to act ratherontextually bound or non-
bound mainly due to their lexical or grammaticabgerties. In other words, communication
need to express some sentence item as bound dyauont can be fulfilled by using certain
formal means which are appropriate for the givercfion. Here is a commented overview of

these “formal means”. It can serve as a guidelferannotation.
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9.1 Surface Word Order

Surface word order in English is relatively fixegt the grammatical factor. To a limited
extent, however, it may also be an indicator oftextual boundness. In the English unmarked
indicative sentence, some items in the initial fi@siare usually contextually bound (and at
the same time, they usually have a lower degreeoaimunicative dynamism), while the
items in the final position tend to be contextualbn-bound and more dynamic (however, not
absolutely in all cases). The surface word ordericdicate, for example, the contextual

boundness of some causal verb modifications, saenfbes (100) and (101).

(100)Because of Ebola disease fagispart, North Korea restricted TOURISM

(101)North Korea restricted tourism because of EBOL/Ads® feakscus part

In the first case, the causal verb modificatibacause of Ebola disease féassat the
beginning of a sentence and it is contextually loodrme main aim of the author is to say that
North Korea restricted tourism. In the latter casstands at the end of the sentence and it is
contextually non-bound (in this case, it is theu@roper). The main objective is to say the

reason for the restriction of tourism in North Kareecause of Ebola disease féars

The similar cases are also the following examples.

(102) [One of the biggest full moons of the year — a sleddsupermoon” — will light up the
night sky on Saturday (July 1Zupermoons occur when the moon reaches the closixst
to Earth, called “perigee,” during its month-longrimt.] On July 12yic part, the moon will
reach its full phase at 7:25 a.m. EDT (11:25 GMZ) part

The temporal modification at the beginning of k&t sentence in the texan( July 12
represents a “temporal scene or perspective” fdhdéu action — it stands at the beginning of
a sentence and it is contextually bound (in theiptes text, it has also been mentioned — as
the focus proper of the first sentence in the tekie last sentence of the text thus outlines
what will happen on July 12. On the contrary, temporal modification at the end of the

sentencedt 7:25 a.m. EDT (11:25 GMY expresses the focus proper, i.e. the most impbrta
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information of given statement and is thereforetertually non-bound. The aim of the last
sentence is to say when exactly during July 12rthen comes into its climactic phase.

In Example (103), the verb modification of purpdereach thi$ clearly refers to the
previous context (it is contextually bound) andhet same time, it stands at the beginning of
a sentence. The author’s intention was primarilys&y what we will do to achieve the

mentioned goal, not for what purpose we will do it.

(103) [The final aim of INtheMC is to get more particifetiin both internationalization

programmes and student mobility in Eurdp@o reach thigpic par We will target all

stakeholders: teachers, management and STUDENTS

However, the own position of certain sentence iterthe surface word order cannot
be the main and the only guide for determining ¢betextual boundness. In the following
example, the sentence participémteach this figuras contextually bound but in the surface
word order, it stands at the very end of the sex@en

(104) It took Facebook just 3 years and 8 months to rezXimillion userg.In comparison,

it took 38 years for radio’s audience to reach thigirepic part.

In this case, the intent of the author was totsawy long it took before radio reached
the same number of users as Facebook (38 yeams)aiith of the statement was not to say
what took radio 38 years — the expression “to rehishfigure” is not contextually non-bound
(even though it stands in the rightmost positiothi@ surface word order — in the deep word
order, it stands on the left).

The position of a sentence item in the surfacedwander in English sentences is
therefore only one of the criteria which can bestaknto account in determining its contextual

boundness. However, it is not a crucial criterion.

The position of subject in English is very stableit usually stands at the very

beginning of the sentence in the surface word delezn if it is focus proper):

(105) A CARycus part Stopped in the street.
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In this case, the grammatical factor affects thdase word order in English very
strongly — it is stronger than the factor of comt@k boundness and communicative
dynamism. A clear contextual non-boundness of thgesta car (in this case, the subject is
the focus proper of the given sentence) and vagly [in the given sentence even the highest)
degree of communicative dynamism together “attréio#’ subject to stand at the end of the
sentence (i.e. to the right). On the other hanaingnatical factor (following the fixed order of
SVO for the individual items of the English sentensubject — governing verb — object)
“pulls” the subject to the initial position — atettvery beginning of the sentence (i.e. to the
left). In this case, the grammatical factor “winsi’ English: the contextually non-bound
subject with the highest degree of communicativeadyism stands to the left in the surface
word order.

However, there are languages (e.g. inflected Czetiere the contextual boundness
along with communicative dynamism prevail over thpemmatical factor in the same
situation — i.e. the subject in the surface wordeorstands in the rightmost position, at the
very end of the sentence, see the following exarfipie a translation of the English Example
(105) to Czech).

(106)Na silnici zastavilo AUT us part.

However, even in English, there is a clear tenggat least in some cases) of the
contextually non-bound item with a high degree @hmunicative dynamism to stand to the
right of the governing verb in the surface wordesrd~or this purpose, English has several
means how to move the communicatively most impori@m more to the right — e.g. by
using passive, cleft and pseudo-cleft sentencesxistential constructionthere is, there
existsetc. (see the following examples).

(107) It was_MEqcus part Who left the relationship because | realized h@stdlctive it was.
(108) What | gave him were just little fragmemds part Of MEMORIES.

(109) We have no rational evidence that there exits a8TdMORL Rycus part.

(110)All you need is LOVi&eus part-
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9.1.1 Structures with Direct Speech

English has also other structures that violate dtveng tendency to SVO word order —
structures with direct and indirect speech whidemfappear in newspaper texts. They often
have OVS word order, see Example (111), but als®¥ @8rd order, see Example (112).

SVO word order is also possible, see Example (113).

(111) The young lady was stabbed in a WILD way, saiccpakeporiopic part-

(112) Kaci Hickox will be privately transported back toAMNE, Gov. Chris Christie

&idopic part-

(113) Gov. Chris Christie saighic part that a nurse being held at a Newark hospital wdagd

allowed to leave Monday and would be privately s@orted back to MAINE.

Examples (111) and (112) demonstrate that to aiceextent, even English surface word
order may be influenced by topic—focus articulatidespite the strong grammatical factor).
The focus of the statement (i.e. what the poligeoresaid) occurs in the first part of the
sentence and the less dynamic items (the govewnerlg and subject) are in the following
part. If the sentence in the surface appears Wwethotder of focus — topic, it is considered to
be marked and it is called tsebjective word order. It often appears in spoken language or
in the information media where it serves as a niam to attract the attention of readers and
viewers.

The surface order of topic — focus (see Exampl8)* the focus items stand in the
final position of the sentence) is considered umegr(or basic) and it is viewed as the
objective word order.

During the annotation of communicative dynamisng thutual sequence of nodes in
the trees is arranged in the way that the contéytbaund items stand before the governing
verb of the main clause and contextually non-boitechs behind it.The deep order of
nodesthusdoes not copythe potentialsubjective word order that appears in the surface
structure of the sentence, but it is arrangethasobjective word order, see the dependency
tree 3B in Section 13.Zext of the Article BTherefore, the order of subject, verb and object
in Examples (111) and (112) will be modified inepdndency tree to the order of subject —
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verb — object (topic — focus). Verbs introducingedt and indirect speech (the most frequent

are verba dicendi) are considered contextually donmmost cases.

9.2 Intonation

One of the most important criteria for determinthg contextual boundness is intonation. The
intonation centre always lies in the focus proper. {n the communicatively most important
item). The focus proper is always contextually maund. During the annotation of spoken
texts, the annotator hears where the author (spegkes the intonation centre of the
sentence. However, during the annotation of writeetts, it is necessary for the annotator to
read first the given sentence (or text) aloud andidtch where he or she puts the intonation
centre. We assume that the annotator is able terstahd and interpret the annotated text
properly and therefore to put the intonation ceitrine same place as the author of the text.

As it is evident from the Example (105), the intbor centre in an English declarative
sentence does not have to be situated always emdsas it is e.g. in the inflected Czech in
the sentence with the objective word order.

Intonation centre may be in English (but also iterted languages like Czech) placed
anywhere (in terms of surface word order) — in finst, last or any other place in the
sentence.

Intonation is generally a stronger factor reflegticontextual boundness and
communicative dynamism than the surface word order.

During the annotation of topic—focus articulationtexts (whether written or spoken
and in any language), it is always necessary te@ takonation into account. Different
meanings of sentences with the same surface wdet can often be distinguished thanks to

intonation, see the following example:

(114) OBAMAGcus partis the favorite/ Obama is_the FAVORITGus part: / Obamal®cus part

the favorite.

In the first case, we say that it is Obama whitésfavorite. In the second case, we say
about Obama that he is the favorite. Finally, wethat Obama is the favorite and not that he
is not. The intonation helps the hearer to undedstahich of the three possible meanings is

the right one that was intended by the author.
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9.3 Type of Determination

English has a definite, indefinite and zero articlée kind of determination used by the
author is closely linked to the topic—focus artatidn. The indefinite article is usually
accompanied by an entity that the speaker representnew and communicatively most
important. It can thus be assumed that the indefiarticle accompanies contextually non-
bound entities, cf. the following example whichaseading of the article from th&all

Street Journal The expressiom festive dining roons contextually non-bound — contextual

non-boundness is signaled by an indefinite aradlethis case.

(115)Designing_a Festive DINING R0OOHus part

Contextual non-boundness of individual nodes cardéermined also by the zero
article. It may occur, for example, with nouns largl that would have an indefinite article in

singular — in these cases, it indicates contextaatboundness:

(118)Chad Oppenheim’s Minimalist Miami Home — Kiglg pat WELCOME

The expressiokids is accompanied by the zero article which in tlasecindicates that the
item is contextually non-bound (the example is magaheading of the article from thgall

Street Journgl

On the other hand, the definite article is inhdyerpredetermined rather for
contextually bound nodes, cf. the expressiba piecein the following example which

belongs to the sentence topic.

(116) [The “Esse Sofa” by Italian company Edra is covemedynthetic ostrich skin, perfect
for a room with juice boxes and sticky finggrhe piecgpic pat Came from the couple’s

previous HOME and is a good fit with the room’s tnaupalette.
The expressionthe piece is clearly synonymous withthe “Esse Sofa” by

Italian company Edrand is contextually bound. Its contextual boundnessdicated by the

definite articlethein this case.
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However, it does not apply to all cases. The usethef definite article is not
a completely reliable indicator of contextual bonesls because in many cases, it also
accompanies nodes that are contextually non-batfinthé expressiothe best seandin the
housein Example (117) which is again a heading of ttiela from theWall Street Journal-
the items are in the sentence focus, i.e. thegamnéextually non-bound, “even though” they
are accompanied by the definite artittie).

In some cases, the use of the definite articldhus determined by the grammatical

factor (cf. examples likéhe roof of our hougeather than by contextual boundness.

(117)Window Seats: The Best S&af part iIn the HOUSEcus part

9.4 Rhematizers

The indicators of contextual (non)boundness ofaperhodes are the so-called rhematizers.
Rhematizers usually occur with items belonging e sentence focus, cf. the following

example:

(120) [The Careful Renovation of an Architecturally Importt Housé
In Napa Valley, business partners tackle a derdiimtise with moldy wood, a bedroom that

can _onlyscus part e accessed via the SHOWER part.

In this case, the rhematizenly indicates by its scope where we may find the fqmaper of
the subordinate relative clauseéa the showerAlthough the scope of the rhematizer concerns
only one expression, it is placed before the verthé surface word order, which is typical for
English.

In other languages (as, for example, Czech), topes of rhematizers is connected
more to the surface word order. In Czech, the rliesrawvould stand right before the item to
which it is related, see Example (121) (a Czedhsledion of the Example (120)).

(121) [Pedliva rekonstrukce architektonicky vyznamného domu

V Napa ValleyreSi obchodni parte opuseny dim s plesnivym j@gvem, loznici, ktera je

pristupna_pouzeus part Pres SPRCHYcus part.
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In English, it is not possible to rely on that theope of rhematizer includes all the
items that are placed behind it in the surface vavtier. The annotator must interpret its true
scope from the context. Other rhematizers in Ehgliesides the mention&uhly) are, e.g.,
the following expressionsiot (i.e. sentential and constituent negatioeNen particularly,
in particular, especially also, for example principally, exclusively just, at leasf maximally
extremelyalready almost extra largely, mostly mainly, contrariwiseand many others.

However, in some cases, even the rhematizer mapieected to sentence items that

are contextually bound.

(122) [After a full week of market-moving data, economyehers face a very light slate of
reports scheduled next week. That will enable FadReserve events to hog the spotlight.

But eveRypic part N light weekypic part, here are FIVE items not to miss.

In this case, the rhematizewvenis connected with the expressiam light weekthat is

contrastive contextually bound.

9.5 Pronominalization

Expressions that are represented or accompanied grpnoun (especially personal and

demonstrative) are used often as identifiable leysireaker, and thus as contextually bound.

(123) [Robin Williams, Actor, Remembered By Friends anasFa
WHAT friends of the late actor Robin Williams salmbut hingpic pat ON Twitter.

Example (123) contains the prepositional phrabeut himthat is coreferential with the
expressionthe late actor Robin Williamsin this example, it is contextually bound and
belongs to sentence topic.

However, we cannot say that any pronominal expoessi contextually bound in any

case — see Example (124).

(124) Hilarious paramedic guy Harry claims Harry Stylessvnamed after HiMcus part, but

Anne Twist denies it.
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In this example, the expressiafter himis the focus proper of the dependent clause and is
thus contextually non-bound (even if the readebie to interpret from the context to whom
the pronourhim refers).

In this particular case, however, we cannot exeling double reading of the sentence,

i.e. its ambiguity, cf. Examples (125) and (126).

(125)Hilarious paramedic guy Harry claims Harry Styleassnamed after HIMcus part

(i.e. Regarding Harry Styles, it was named after HIM.

(126)Hilarious paramedic guy Harry claims HARRY Styleswamed after higpic part
(i.e. According to him, HARRY Styles was named after) him.

If the intonation centre lies in the noHikarry, the expressioafter himis contextually bound
andHarry Styleis the focus proper of the subordinate clausedh Harry Stylesvas named
after him”). If the intonation centre lies in thedehim, this expression will be contextually
non-bound and it will be the focus proper of thb@dinate clause (“Harry Styles was named
after hint).

From the example, it is obvious thatsome cases, there is no single “correct” way
how to understand topic—focus articulation in the gzen sentence but that it always (to

a certain extent) depends on the perception oftecpkar reader (annotator).

Items expressed by indefinite pronouns and pronahadverbs or numerals (such as
some someong something sometime somewhere somehow oncg express inherently
something unknown, vague or yet unmentioned. Thezethey often act as contextually non-

bound (however, not absolutely in all cases), seiple (127).
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(127)James BROWN: Lost Some@ag part LYRICS

| lost someongeus par, My LOVE
Someonsgyic part Who's GREATER
Than the STARS above
Someonsyic part Who | NEED
Someonsyic part Who don’t

Let my heart BLEED

Someonsyic part that’s the ONE
That's the SOMEONEs part
That's the_someorgus part that | LOST

The instances of the wosbmeonanarked as “topic part” are contextually bound. &ira is
to say the properties sbomeondhat | lost. On the contrary, the other instanaethe word
someoneare contextually non-bound. In these cases, timeadithe statement is to say that

this is “that someone” that | lost.

When deciding on contextual boundness, it is alweessary to take into account the
context and the likely author's intent. At the satinge, it is not excluded that some sentences
admit different readings and are thus ambiguoukeéat in their written form) — as mentioned
above. The last verse of the poem could be probatigrpreted either as “this is that
SOMEONE that I lost” (intonation centre would be the wordsomeong or “someone that
| lostis THAT” (intonation centre would be on thwrdthaf). In the first case, the expression
someonewould be contextually non-boundHat's the SOMEONE),.in the second one,

contextually boundTHAT’s the someoneé...
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9.6 Deictic Expressions

Not only personal and demonstrative pronouns [sd dkictic expressions can be generally
assumed to be most likely contextually bound (thefer to something or substitute
something). Deictic expressions refer mainly tospas, places and time, see the following

examples.

(128) “Our new mission_hefgyic part IS NOt simply to OBSERVE; it's also to HEAL,” Bill

Masters says.

The deictic wordhereis integrated into the broader situational coneaxd therefore, it was
annotated as contextually bourttefe or the place to which it refers is probably idéatile
for the recipient as well as author of the text).

However, there are also cases where the deicpieession is contextually non-bound

— see Example (129).

(129) [Over the past decade or so, Google’s rise as thmimiant figure in online advertising
has given the company an air of being an unstogp#dice, almost untouchabjeBut that is

HEREocus part in the U.S[It is a very different story in Euroge.

In Example (129), the deictic expresstoereis a part of focus and thus it is contextually -non
bound (although the reader knows to which plaaeférs in this case — to the USA). The
author of the text usederein the same way how contextually non-bound exjoassare
usually used. In this case, the itdrare brings an unrecoverable (core) information of the
statement (“but this only applies HERE”) and isrétfiere contextually non-bound. However,
similar cases where deictic expressions are caméytnon-bound are in minority.

Other examples of deictic expressions tere this, that, their, own, myself now,

then soon today, yesterdayyearetc.
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9.7 Coreference and Associative Anaphora

Expressions that are in a coreferential or asseeiainaphoric relation with items mentioned

in the previous (con)text tend to be contextuatiyid, see Example (130).

(130) [Thomas F. McLarty: How Oban@an Salvage His Last Two Yeprs
The presidemyic part faces complex CRISES, including Ebola and IsleBtate.

The example demonstrates that the expressimn presidentrefers to the previously
mentioned itenObama In this case, the expressithre presidents contextually bound.

In authentic texts, we may deal with grammaticakéerence, see Example (131), text
coreference, see Example (132), or associativdding) anaphora, see Example (133). More

details to coreference and anaphora in Pragueanéstare in Nedoluzhko (2011).

(131) Actors wheyic part are cast in New York’s elaborate Halloween haustedse shows

are allowed to hone serious theatrical SKILLS.

(132) More companies are tailoring_thejsic pat cOMputer purchases to individual workers’
NEEDS.

(133)As autumn days shorten, trees change their colwe. |&avegpic pat FALL OFF.

Expressions in a coreferential or anaphoric refatigth items from the previous context, i.e.

wha, their andleaves are contextually bound in these examples.

However, the fact that a participant is a partacforeferential or anaphoric chain

cannot be considered contextually bound autométicadee Examples (134) and (135).

(134) [School Should Start Later So Teens Can Sleep, Dogtorg
The American Academy of Pediatrics supports pushiagk start times for_OLDER

&dSocus part-
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(135) The internet is angry with President Obameer saluting Marines with the same

handocus parthe was using to hold his COFFEE cup.

The expression®lder kids and hand obviously have arelation to the previously
mentioned entitieso{der kidsis a synonym for the expressitaens the expressionsandand
President Obamare in an associative anaphoric relation of padtw@hole) even though they
are used as contextually non-bound in the examplbesre. The aim of the statement in
Example (134) is that “the school start should mfreolder kids”. In Example (135), the
expressionhand is even a part of focus proper — the core of tispléasure was that

“President Obama salutedth the same hankde was using to hold his coffee cup”.

9.8 Implicitness

On the level of deep syntax (on the tectogrammiatiager), also items (nodes) are

reconstructed that are not expressed in the surf@ce unexpressed subjects in Czech,
unexpressed participants or obligatory free modifams from the valency frame of verbs in

Czech and English etc.). The fact that the spea#es not feel the need to explicitly express
certain information means that this informatiorcansidered most likely as given and thus
contextually bound, see Example (136).

(136) When areview established that some four hundredops had already emigrated,

local authorities recommended a change of STRATEGY.

The verbto recommendrom the example has the following participantsténvalency frame:
Actor (“who recommends”), Addressee (“to whom iteeommended”) and Patient (“what is
recommended”). In the example, the author of tikesee explicitly expresses only the Actor
(authoritieg and Patientghangg. The Addressee is not expressed in the surfacetste
(but it is present in its deep structure). Howewesen these unexpressed items (present only

in the deep structure) are provided by the valueootextual boundness be it t, c or f.

In this case, the addressee is annotated as coallgxbound — we can imagine e.g. the
expressiorno the publian its place.
The majority of reconstructed nodes on the teetognatical layer may be marked as

contextually bound. However, there are some exaept- see Example (137).
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(137) The Difference between Your First and Second CHILD

There is an ellipsis in the sentendest child and second chilt is not the same child, but
two children). The omitted expressiarhild appears first in the sentence (in its deep
structure). Therefore, it is viewed as contextualyn-bound. Its second occurrence (which
appears in the surface structure of the senteneg)lra seen as a repetition of the first one
and therefore it is contextually bounfitst [child (= contextually non-bound itemgnd

second child= contextually bound item).

Therefore, the fact that a sentence item is notesged in the surface structure of the
sentence is not a sufficient reason to automayicadterstand this item as contextually bound
without further investigation.

9.9 Coordination and Apposition

We can assume that members of coordination (insémeantic relation of conjunction) and

apposition have the same value of contextual boesglrsee Examples (138) and (139).

(138) I Ilke Mr. Beanocus part and hlS TEDDYOCUS part.

ExpressiondBeanand Teddyare members of coordination and in this case, drey
both contextually non-bound (both are part of fosrsch expresses what or whom | like).

(139) Forget any potential catfight between Brad Pittsrher wife, Jennifer Aniston, and his

current partnefycus par, Angelina JOLIEcus part, the actor says in a new interview.

The expressionurrent partner, Angelina Jolies an example of apposition. The nodes
partner andJolie have the same value of contextual boundness —ategontextually non-
bound.

There are a few cases where members of coordmati@pposition have a different
value of contextual boundness — practically it mdyathe case where one of the members
literally repeats from the previous context (in theeep structure) as in Example (137) items
child andchild.
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9.10 Phenomena Appearing on the Scene

Phenomena which the author newly introduces onsttene are contextually non-
bound, as the things or situations that are jugieapng (or that already exist or are
disappearing) are informationally very importanhey are very often the focus proper, see
Example (140) which is the name of the well-knowngs of theBeatles

(140)Here Comes the SW\s part
The phenomenon introduced on the scghe Gui is the item carrying the highest
degree of communicative dynamism. It is contexjuabn-bound and it is the element

carrying the intonation centre — in this cases ihie focus proper.

Other examples of the phenomena appearing orcéme sre:

(141)Once upon a time, there was a KING part Who ruled a great and glorious nation.
(142) There is no EXCEPTIONus part.

The phenomenon introduced on the scene is udiialgubject of the sentence. At the
same time, in English, there is a strong tendeacwfsubject to stand immediately before the
governing verb in the surface word order. Therefdhe subject is often grammatically
represented by the so-called anticipatary(see SectiorB.1 A Layer of Deep Syntax —
Tectogrammatical Laygrcf. the following example:

(143)It’s nice_to MEEfhcus part YOU.

In languages where the grammatical factor doesfiett the word order so strongly
as in English (e.g. in Czech), a formal subje&ie(therg it) does not occur, see the following
examples which are Czech translations of the seatementioned above.

(145) Byl jednoujeden KRAkcus par, ktery viadl velkému a slavnému narodu.
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(146) Neexistuje zadna VY JIMKhs part.

(147)Je hezke SETKAT &s part S Vami.

However, the consequence is that some senteratewadhld be divided into topic and
focus in English (because semantically empty exgiwes likethereandit at the beginning of
a sentence exhibit similar features like contexyuabund nodes) would be sentences without
topic in Czech (unless there is another contextuadlund item directly dependent on the
governing verb). However, the communicative valtighese sentences is in both Czech and
English the same. The Czech and English versioth@fsame sentence certainly does not
have a different topic—focus articulation.

We perceive the “division” of subject in an Englisentence only as a surface
expression of a single item from the deep structcaesed by a grammatical factor affecting
the surface word order of English sentences). éndiep structure, it is just one single item.
Therefore, we consider the anticipatdrgnd existentialhereas a part of focus, not topic, see
Examples (148) and (149).

(148) There is no EXCEPTIONbcus

(149)I1t’s nice to meet YOUdcus

9.11 Semantic Type of a Sentence Item (Node)

Regarding topic—focus articulation, some types a@dfias in the sentence clearly incline as
a whole to behave in the same way. For examplegsvekpressing thepeaker’s attitude
towards the content of the utterance (or of itg)paire contextually bound in most cases
(they are connected with the speaker that is irecliw the communication situation and its
context). In the Prague dependency treebanks, thedes are marked as “functor = ATT”,

see Example (150).

(150)Manish PANDEY : Undoubtedy. part today is one of the best days of my CAREER
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However, if such an expression forms an independemise, it is contextually non-

bound, see Example (151).

(151)Will you still love me tomorrow? — UNDOUBTED,Xs part.

Contextually bound (basically in all cases) asodiscourse connectives connecting
the given statement with the previous contextsee Example (152). In the Prague

dependency treebanks, these nodes are markednasdife- PREC”.

(152) 1 will arrive in Geneve at 23:00 hours. & part | guess | can’t get the shuttle service
from the HOTEL.

Contextually bound are very often also the soecHHlse subjectsi.e. expressions in
the position of subject that are, however, not wegat within the valency frame of the given
verb. In the Prague dependency treebanks, thesesravé labeled as “functor = INF”, see
Example (153).

(153) Ittopic part is RAINING.

On the contrary,contextually non-bound items are very oftenexpressions
modifying or specifying nouns They often bring some additional or new informaatabout
the noun they modify. They tend to be contextuatip-bound even if their governing noun is
contextually bound, see Example (154). In the Readgpendency treebanks, these nodes are
marked as “functor = RSTR, ID".

(154)1 am Bond. JAME&.s part Bond.

In Example (154), the attributtamesis contextually non-bound and, at the same timgs, i

the focus proper of the statement (it is the omlg tocus item).

Obviously, we may find cases where expression<tiomng as attributes are
contextually bound, see Example (155).
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(155 I have not mentioned the CD-ROM sources to alosvreader to read the article in
asmooth flow and to “go into” the teachings withhothe jarring effect of the
mentionegcus part SOUrces and REFERENCES.

In Example (155), the attributeentioneds contextually bound (the vetb mentionalready

appears in the previous context). However, it @i of focus because its highest governing

node gource$ directly dependent on the governing verb is cadigly non-bound.
Contextually non-bound are in most cases also roots of an independeninadine

clause which is not a parenthesis (it is the biésm of sentence equivalends In the Prague
dependency treebanks, these nodes are labeledresdif = DENOM”, see Example (156).

(156) Pag@ocus part 56

Contextually non-bound are usually also items expressing modality — tbegress
especiallynecessity possibility or probability . In the Prague dependency treebanks, these
nodes are marked as “functor = MOD”, see Exam®@& )1
(157)10 LIES You Were Probalyis part Taught In School.

Contextually non-bound are basically in all casésrjections or particles representing
roots of the so-called independent interjectionalige. In the Prague dependency treebanks,
these nodes are labeled as “functor = PARTL”, seaniples (158) and (159).

(158) YESocus parts that's exactly what | MEANT.

(159) OOPSocus par, Something went WRONG.

Contextually non-bound are very often also the so-calledematizers that are
usually expressed by particles and adverbs ordmgstexpressing negation or affirmation. In
the Prague dependency treebanks, these nodes kednaa “functor = RHEM”, see Section
9.4 RhematizersThey are contextually non-bound if they rhemattme expressions in focus,

see Example (160).
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However, if the rhematizer belongs to contextuddlyund expressions, also the

rhematizer is contextually bound, see Example (161)

(161)Both of them were hungry. However, @ilypart She wanted to cook MEAL.
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10 Topic—Focus Articulation from the Perspective offranslators
Functional Generative Description considers tdjpicas articulation as a phenomenon

associated with the deep structure of sentencesibec¢he change of topic—focus articulation

entails also a change in the meaning of the seat@hcExamples (162) to (165).

(162)It is not true that JOHNcus part Stole my heart. (It was JACK.)

(163)It is not true that John STOkdss part My heart. (He BORROWED it only.)

(164)It is not true that John stole Mh¥.:s part heart. (He stole HER heart, unfortunately.)
(165)It is not true that John stole my HEARs par. (He stole my HANDBAG.)

All the given sentences in English are expressdtie same way (in the written form,
i.e. they have the same surface word order). Yel @h them has a different meaning. The
difference in meaning is expressed by the individaaguages differently — e.g. by the
intonation (in the spoken form of the sentenceword order (word order as a means of
expressing topic—focus articulation is used mabyyanguages with the so-called free word
order like Czech). English uses for the distinctadrsentence meaning with different topic—
focus articulation mainly intonation, word orderlyto a limited extend. On the other hand,
Czech uses both very often — in Czech, the focapegsrhas the intonation centre and it also
tends to occupy the last position in the sentencer{marked declarative sentences with the
so-called objective word order), see the followiegamples (translations of the English
examples above).

(166) Neni pravda, ze moje srdce ukradl JQKN part.
(167)Neni pravda, ze John moje srdce UKRARL part
(168)Neni pravda, ze John ukradl MQdfs part Srdce.

(169)Neni pravda, ze John ukradl moje SRR&Eqar.
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However, if the focus proper is the attribute nfiyidg a noun, as in Example (168),
the grammatical factor outweighs the topic—focugaation even in Czech (in most cases)
and the attribute remains in its typical positio@, before the noun it modifies.

The examples demonstrate that even if the sentehaes different word-order
realization in English and Czech, the meaning remdhe same in both languages. For
example, it is not possible to translate Examp&2)in English as Example (169) in Czech,
but only as Example (166).

Therefore, when translating from one language tmtheer, it is necessary to transfer
not only the corresponding lexical meanings, bwodhe relationships between these
meanings i.e. the communicative importance of each traaedlasemantic element and
information structure of the statement. In otherdgo whether a particular sentence (as a part
of broader context) is expressed (in its surfacalization) in any language, its deep
(semantic) information structure is always the salnés thus not possible for the same
sentence in the same context to have different tapifocus articulation in English,
German or Russian.The communication intention must remain the saegandless of the
means by which it is expressed in the particulaglege, see the following Examples (170)
to (173) that express the answer to the quesfitrat did you do yesterdayfd English,
Czech, German and Russian.

(170) English
Surface structurd:playedfootball yesterday.

Deep structurd:;; yesterdayplayeds FOOTBALL ¢

(171) Czech
Surface structuré/cera jsem hral fotbal.

Deep structureJa ] vcera; {jsem hral s FOTBAL ¢

(172) German
Surface structurégsestern habe ich FuRball gespielt.

Deep structurdch; gestern {habe gespie}ts FURBALL ¢

(173) Russian
Surface structur@uepa s uepan 6 hymooun.
Deep structureq ; 6uepa ; uepans {6 ®YTBOJI} ¢
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As seen from the examples, the annotation of +dpais articulation is the same in all
cases. The contextually bound itehendyesterdaybelong to topic and the contextually non-
bound itemsplay andfootball belong to focus. Also the communicative dynamisinthe
individual items is the same in all languages lii@ given context).

However, in the surface word order, e.g. the ngelterdaystands at the very end of
the sentence in English, i.e. in the place wherec@zsentence usually puts the focus proper.
The focus propefootball (i.e. the node with the highest communicative dyisan) stands
rightmost in the surface structure in Czech anussian, but not in German and English. On
the contrary, the node with the lowest degree ofiroanicative dynamisnh stands most to
the left in the surface word order only in Englist.German, it is behind the finite verb, in
Russian before a finite verb and, at the same tlejnd the expressioyesterdayand in
Czech| is not expressed in the surface structure at all.

The extent of the individual nodes is also différdrne predicatéo playis expressed
by a simple word in the surface structure in Russiad English but by an analytical predicate
in Czech and German (i.e. by a lexical verb plusl@uy verbs). In all cases, however, it is
just one node in the deep structure.

Not only the annotation of contextual boundnesthefindividual nodes is the same,
but also the communicative dynamism. It is indidate Examples (170) to (173) by the deep
word order (in the deep structure). From this, wayreee that nodes in topic have a lower
degree of communicative dynamism than nodes in sfoclihe lowest degree of

communicative dynamism carries the subjemtd the highest the focus propeotball.

The fact that the surface expression of a sentenddferent languages has the same
topic—focus articulation in the deep structure térms of contextual boundness as well as
communicative dynamism) is important for the antota of multilingual parallel
corpora such as thBrague Czech-English Dependency Treebdhlcontains the original
English texts from th&Vall Street Journabnd their Czech translations. The annotation of
topic—focus articulation in Czech and English plauos must be uniform.

On the other hand, it is clear that different lsagges can express the same
extralinguistic reality in different ways. In thertsequence, the deep dependency trees are not
absolutely the same for different languages incaes — e.g. they may have a different
number of nodes although they represent the santersx. For example, German very often
uses compounds even in cases where another langloggenot use them etc. However,

a compound is considered a single lexical unit e as a single dependency node. In this
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way, a certain extralinguistic reality in one laage may have a tree with more nodes (that
require their own annotation of contextual boundresd communicative dynamism) than in

another language, see Examples (174) to (177).

Czech
(174) Cajova Izika je vhodna pro michadaje nebo KAVY.
Deep structure:lgicka} +{ cajov§ ;

Russian
(175) Yaiinas noscka nooxooum ons cmewusanus yas uiu KODE.

Deep structure:foorcka} ¢ { uavinas} s

English
(176) ateaspoon is suitable for stirring of tea or COFFEE.
Deep structure:d teaspooh;

German
(177)Ein Teeloffel ist geeignet zum Ruhren Tee oder KAEF
Deep structure:din Teeloffel ¢

While German and English have a single lexical fmi a teaspoon(represented by
a single node in the deep structure), Czech andi&usise a connection of an attribute and
a noun, i.e. two lexical units (represented by thiterent nodes in the deep structure). In
English and German, the node representing a consb@uthus assigned a single value of
contextual boundness and the communicative dynansisiot marked within this node.

On the other hand, in Czech and in Russian, badesget their own value of contextual
boundness and their mutual order will be annotatechiccordance with the degree of
communicative dynamism — the attribute which carrehigher degree of communicative
dynamism will be placed to the right from its gaviag (and less dynamic) noun. However, it
is not admissible for the nodésaspoonand Teeldffelto get a different value of contextual
boundness than nodé&icka azoscka which are the governing nodes for phragapva

IZicka anduaiinas noorcka.
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11 Annotation of Topic—Focus Articulation in Depen@&ncy
Treebanks — Some Guidelines Principles

1. We carefully watch the preceding context.

2. In the annotated sentence, we firstly findatsus proper (i.e. the most important part due
to which the author realized the sentence) accgridirihe following points:

a) importance of the information that is carried by this part of sentence (the $ocu
proper is such part that is considered the mosbrtapt for the reader);

b) location of thentonation centre: we read the sentence aloud (in the context of the
previous statement) and we recognize where wehguntonation centre;

c) the part of the sentence where both a) anddak s the focus proper and we assign
it the value “f”. We move the node of the focus geo (with its whole subtree) to the
rightmost position in the dependency tree.

Note: Within a nominal group, the intonation centre nisy moved from the focus
proper to some of the noun modifications. The fopusper may thus be also a node
hierarchically higher than that one carrying th@iration centre.

Note: The focus proper does not have to be identicah whe grammatical
determination of sentence elements (i.e. e.g. lhabdes syntactically dependent on the focus

proper must necessarily have the value “f”), seange (178):
(178) How much dollars do you spent on your mobile phpA&dut 4@ dollars:.

Note: The focus proper in English sentences does na ttabe necessarily placed at
the final position in the surface word order.

Note: We translate the sentence into the language e¢fiatts topic—focus articulation
in the surface word order — e.g. in Czech, the $outoper is placed at the very end of the

sentence in most cases (i.e. in the sentence witmaarked, objective word order).

3. We carry out thequestion test We ask a question so that the annotated sentence
an adequate answer to this question. The questigst pontain all items known from the
broad context of the given communication situatitimey do not have to be explicitly

mentioned in the previous text), see Example (179).
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(179) [Yesterday | upgraded my Linux distribution. Althlbub like the improvements,
a problem that was already bad seems to have gettese: Size limits for plasmoids are too
big!] Because of that | had to remove it after upgrading.

Question test:

An example of a question representing the commtioitasituation outlined in the square
brackets:

WHAT did | dowith it because of the problem after upgrading?

Answer:Because of thathad to REMOVE:it after upgrading.

The items occurring both in the question and and@eectly dependent on the governing
verb) are contextually bound (part of topic) ana titems (directly dependent on the
governing verb) after which the question asks amextually non-bound (they are part of

focus):

Because of thatohic 1 had to REMOVE.s it after upgradingpic_1.

Note: If we cannot ask any similar question (the anteatasentence is too far from the
available context as in Example (180)), we askgbhestionWhat happened?hen it is the

so-called topicless sentence, i.e. a sentence wtittapic (not every sentence must have
a topic, but it always have a focus). Sentencebowit topic tend to be the first sentences of
atext or its heading. However, it is not true thdtfirst sentences and all headings are
without topic. They may include segments involveth ithe wide situational and experiential

context.

(180) [London 4 New media have become far more than just toys fQLPTICIANS focus

4. To check our judgements, we carry out alsotéisé with negation Its results should be

consistent with the results of the question test.

Because of that | had not to remove it after upgrgdbut because of lack of time.
Because of that | had not to remove it after upgrgdbut my brother.
Because of that | had not to remove it after upgrgdbut a car.

Because of that | had not to remove it after upgrgdbut after lunch.
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Because of that | had not to remove it after upgrgdbut | had to reinstall it

Text segments that are in the scope of negatiomameus whereas those that are not in the

scope of negation are in topic.

Because of thatohic 1 had to REMOVEs it after upgradingpic_i.

5. Text segments that are “asked for” in the qoestést and which may be in the scope of
negation are assigned the value “f” (on the levelanles directly dependent on the governing
verb; deeply embedded nodes in the tree can h&wmuose, a different value of contextual

boundness).

6. We have distinguished the items in the focusit@xtually non-bound) and in the topic
(contextually bound) — on the level of nodes disectependent on the governing verb.
Concerning items in the topic, it is necessary ¢cidke whether they amontrastive (then
they are assigned the value “c”) or non-contradtilren they receive the value “t”).

Note: We read the sentence aloud. We observe whethemaye put a contrastive
stress on any of the items (it has a rising melodiy¥o, it gets the value “c”. If not, all

contextually bound nodes are marked as “t”.

7. We assign the value of contextual boundnessoties that areleeply embeddedn the
sentence structure (they modify the nodes dired#igendent on the governing verb of the
main clause). Each of them has its own value ofecdnal boundness regardless of whether it

is dependent on the item in the focus or in théctop

8. We carry out the annotation @bmmunicative dynamism — in each level of the
dependency tree separately. We move the nodeseirtaihic directly depending on the
governing verb before the governing verb (i.e heleft) and nodes in the focus behind it (i.e.
to the right). According to the rules for orderingdes, we regulate the order of nodes in all

the levels of the dependency tree.
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12 Summary

In our manual, we have briefly introduced the tlyeof topic—focus articulation from the
perspective of the Functional Generative Descniptibhe fundamental features which the
Functional Generative Description works with ar@teatual boundness and communicative
dynamism. These two phenomena also serve as gréamdeslimitation of topic and focus.

The theory of the Functional Generative Descriptaleo served as a basis for the
annotation of topic—focus articulation in the Pragbzech-English Dependency Treebank.
Topic—focus articulation is annotated on the te@ognatical (deep syntactico-semantic)
layer of language in two steps — as contextual Ooess and communicative dynamism in
dependency trees. The division of sentences imie &nd focus is not explicitly marked but
it is clearly deducible from the annotation of @tial boundness and communicative
dynamism.

The annotation of topic—focus articulation in theadtie treebanks belongs to the
phenomena with quite high inter-annotator agreemetgspite the fact that the annotation of
authentic texts depends to some extent on the atonatinterpretation (see above mentioned
ambiguous sentences). The inter-annotator agreemeassigning the value to individual
nodes in the annotation of topic—focus articulatoPDT was 82% (see Mirovsky, 2015).

There are still afew open questions. One of thema further study of contrastive
contextually bound nodes. During annotations oftemi texts, it turned out that the annotators
are not sure in some cases whether the given naderccannot bring the facultative
contrastive stress. Yet, the possible occurrendbetontrastive stress is crucial in order to
decide whether the sentence element is contrastimen-contrastive contextually bound. In
such cases, the annotators have to rely on thegukge consciousness and experience to

some extent.
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13 Sample Annotation of Topic—Focus Articulation inDependency
Trees

For a practical demonstration of annotation of ¢efscus articulation, we have chosen two
separate texts (here marked as A and B) from Rhegue Czech-English Dependency
Treebank(PCEDT). PCEDT contains texts from theall Street Journalkollected in the
corpus Penn Treebank. The texts are from the neespaticles.

Topic—focus articulation is annotated in the delsgity trees in two steps — it
concerns two individual phenomena:

a) contextual boundnesq(its values are “c” for nodes that are contrastwatextually bound
and are marked in green, “t” for nodes that are-camtrastive contextually bound and are
marked in white and “f” for nodes that are conteXunon-bound and are marked in yellow);
b) communicative dynamism(it is annotated through the mutual sequence désan each
individual level of a dependency tree).

For illustration, we mark also the division of entence into (global) topic (not in
bold) and (global) focus (in bold) (local topic—tecarticulation, e.g. in dependent clauses, is
not explicitly marked but it is well visible fronhé dependency trees). The topic consists of
all contextually bound nodes directly dependentttaa governing verb (in the independent
clause) and all nodes depending on them. The fooasists of all contextually non-bound
nodes directly dependent on the governing verbtHe independent clause) and all nodes

depending on ther.

¥ The arrows seen in the figures capture the relatid coreference and associative anaphora.
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13.1 Text of the Article A

1) Beauty Takes Backseat To Safety on Bridges

2) Everyone agrees that most of the nation’s old @&lgeed to be repaired or replaced.

3) But there’s disagreement over how to do it.

4) Highway officials insist the ornamental railings oider bridges aren’t strong enough to
prevent vehicles from crashing through.

5) But other people don’t want to lose the bridgesit€éul, sometimes historic, features.

6) “The primary purpose of arailing is to contain ahicle and not to provide a scenic
view," says Jack White, a planner with the Indidtighway Department.

7) He and others prefer to install railings such as tiype F safety shape,” a four-foot-high
concrete slab with no openings.

8) In Richmond, Ind., the type F railing is being usedeplace arched openings on the G
Street Bridge.

9) Garret Boone, who teaches art at Earlham Collegdlsdhe new structure “just an ugly
bridge” and one that blocks the view of a new paglow.

10) In Hartford, Conn., the Charter Oak Bridge will sode replaced, the cast-iron
medallions from its railings relegated to a park.

11) Compromises are possible.

12) Citizens in Peninsula, Ohio, upset over changes twidge, negotiated a deal: The
bottom half of the railing will be type F, whileethop half will have the old bridge’s floral
pattern.

13) Similarly, highway engineers agreed to keep the ralitings on the Key Bridge in
Washington, D.C., as long as they could instaltash barrier between the sidewalk and the
road.
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1A) Beauty Takes Backseat To Safety on Bridges

(@)
EnglishT-wsj_0102-s1
root

Q.

take f

LN\

beauty f backseatf safetyf
ACT DPHR PAT
n.denot dphr n.denot

S

bridge f
LOC
n.denot
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2A) Everyonegpic agrees that most of the nation’s old bridges neex lde repaired or

replacechcys

o .
EnglishT-wsj_0102-s2
root -

agree f
PRED
v

b

everyone ¢ #Rcp t need f

ACT ADDR PAT
n.denot qcomplex v
most f or,
ACT) DISJ
adj.denot J)coap\)
bridge t #Cort #Gen t repair f replace f
MAT\ PAT ACT PAT_M PAT_M
n.denot qcomplex qcomplex v v

L N

nationf oldf
APP RSTR
n.denot adj.denot
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3A) Butopic there’s disagreement over how to dgdis

o

EnglishT-wsj_0102-s3
root

Q
be f
PRED
v

O
butt disagreement f
PREC ACT
atom n.denot

#Gent #PersPront or how f
ACT PAT MANN
gcomplex n.pron.defpers adv.pron.indef
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4A) Highway officialgpic insist the ornamental railings on older bridges art strong

enough to prevent vehicles from crashing throughs.

o
EnglishT-wsj_0102-s4
root

o
insist f.
PRED
v

official ¢ be f
ACT PAT
n.denot v

5 6

highway f raillingt #Negf strongf
RSTR /ACT \_ RHEM PAT
n.denot / ndenct Natom adj.denot

b\ b

bridget omamentalf enoughf
LoC RSTR
ndenot adj.denot

:

oldt
RSTR
adj.denot

#Cort #0bifm t
ACT DIR2
gcomplex qcomplex
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5A) But other peoplgyc don’t want to lose the bridges’ beautiful, sometimdistoric,

featuresocus.

(o}

EngllshT wsj_0102-s5
root s

e

/ want f
PRED

o

butt people c\#Negf lose f
PREC ACT

HEM PAT
atom n. denot atom x

other f #Cor t feature f
RSTR ACT PAT \

adj.denot qcomplex/ n.denot

bridge t bridge beautiful f historic f

APP RSTR RSTR

n.denot adj.denot adj.denot
sometimes f
TWHEN

adv.denot.grad.neg
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6A) “The primary purpose of a railingis to contain a vehicle and not to provide a scenic
view,“rocus SAYS Jack White, a planner with the Indiana HighWapartmentpic.

o
EnghshT-ws;_01 02-s6
root .
sayt
PRED
v
" g
#Comma #Gent be f
| APPS ADDR EFF
coap qcomplex v
White ¢ planner c purpose t and
ACT_M ACT_M PAT | | ADVS

n.denot n.denot n.denot coap

Jackf Departmentf railingt primaryf #Gent containf #Neg provide f

NE APP N\ ACT RSTR ACT ACT_M CM ACT M
n.denot n.denot \) n.denot adj.denot v atom
Indmaf Highway f vehicle f #Gent view f
NE PAT ADDR PAT
n.denot n.denot n.denot gcomplex n.denot
scenic f
RSTR
adj.denot
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7A) He and othersgpic prefer to install railings such as the “type F safeshape,” a four-

foot-high concrete slab with no openingss.

o
EnglishT-wsj_0102-s7
prefer f
PRED
v
o
and install f
CONJ PAT\

AN N

#PersPron t #Comma othert #Gent  #Oblfmt such_as

ACT_M ACT_M ACT LOC APPS

n.pron.def pers n.denot qcomplex qcomplex coap
& o
railing f #Comma
PAT_M APPS_M
n_? coap
shape slab f_
PAT_M PAT_M
n.denot n.denot

b Y% b

safetyf typef  concretef highf opening f
RSTR RSTR RSTR RSTR ACMP
ndenot n.denot adj.denot adj.denot n.denot

I

Ff
D RSTR RSTR
n.denot L n.pron.indef
four f
RSTR
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8A) In Richmond, Ind.,
on the G Street Bridgg.us.

0.
EngllshT-wsL0102-58
root )

the type F railigg. is being used to replace arched openings

use f
PRED

Richmond ¢ railing t #omma #Gent replace f

LOC PAT
n.denot n.denot
O
Ind. f type t
PAR P/ RSTR

n.denot n.denot

d

Ft
ID
n.denot

ACT \ AIM
qcomplex v

#Cor t opening f
ACT PAT N\,
qcomplex n.denot

archedf Bridge f
RSTR LOC\
adj.denot n.denot

5%

Street f

n.denot n.denot
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9A) Garret Boone, who teaches art at Earlham Collgge, callsoeus 1 the new
structureepic_1 “just an ugly bridge” and one that blocks the viegf a new park belowcus 1.

0.
EnglishT-wsj_0102-s9
call f
PRED
v
o]
Boone ¢ structure t railing Bridge” and
ACT\ PAT CONJ
n.denot n.denot coap
5 ‘\R :
teach f new f bridge one f
NE | DESCR RSTR EFF_M EFF_M
ndenot v adj.denot n.denot n.quant.def
d & §
artf Collegefjustt ugly f block f
ACT PAT ATT RSTR PAT

n.pron.indef n.denot ndenot atom adj.denct v

5 4

Earlham f thatt view f
NE ACT PAT
n.denot n.pron.indef n.denot

&

park f
PAT \

n.denot \O

new f
RSTR
adj.denot
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10A) In Hartford, Connepic_1 the Charter Oak Bridge will soon be replagggds 1

the cast-iron medallions from its railings. » relegated to a parkcus 2

°~ Tee
EnglishT-wsj_0102-s10
root Tl
#Comma
CONJ
coap
#Gen t replace f relegate f
ACT PRED_M PRED_M
qcomplex v L \ v
Hartford ¢ soon f Bridge f medalliont park f
LOC TWHEN PAT \ PAT DIR3
ndenot adv.denotgrad.neg n.denot n.denot n.denot
o 5 Ly
Conn. f Charterf Oakf jrailingt ironf
PAR_P NE NE\ DIR1 RSTR
n.denot n.denot n.denot n.denot adj.denot
#PersPron t cast f
APP RSTR

n.pron.def.pers
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11A) Compromisesyic are possiblgeus

o
EnglishT-wsj_0102-s11
root

be f\
PRED
Vv
compromise ¢ possible f

ACT PAT
n.denot adj.denot
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12A) Citizens in Peninsula, Ohio, upset over changes oidge;opic Nnegotiated a deal: The
bottom half of the railing will be type F, while #ntop half will have the old bridge’s floral

patternocus
EnglishT-wsj_0102-s12
negotiate f
PRED
nl .
LIS
citizenc #Gent #Colon
ACT N\ ADDR APPS
n.denot qcomplex coap
Peninsula f upset f deal f be f
LOC DESCR PAT_M PAT_M
n.denot v n.denot v
o -
Ohiof #Cort #Gent change f half c type f structure have f
PAR_P PAT ACT CAUS ACT, PAT CONTRD
n.denot gqcomplex gcomplex n.denot n.denot n.denot Jv \\Q
bridge t railingt bottomf -Ff half c pattern f
PAT MAT RSTR ID™~_ ACT PAT
n.denot ndenot ndenot n.denot ~n.denct n.denot

5% %

top f bridget floral f
RSTR APP RSTR
adj.denot n.denot adj.denot

d

old t
RSTR
adj.denot
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13A) Similarly, highway engineegsic agreed to keep the old railings on the Key Bridge i

Washington, D.C., as long as they could install @sh barrier between the sidewalk and
the roadocus

a

EnglishT-wsj_0102-s13
root "

N

i
similarly t /engineerc #Rcpt keep f

PREC ACT “ADDR PAT
atom n.denot qcomplex v

highway t #Cort railing f install f
RSTR ACT PAT \ COND \
n.denot qgcomplex n.denot v
5 \ .
old f Bridge f #PersPron t barrier f and
RSTR LOC\ ACT PAT CONJ
adj.denot n.denot\)n.pron.defpers n.denot lcoap\
Keyf  Washington f crashf  sidewalkf roadf
NE LOC RSTR LOC_M LOC_M
n.denot n.denot adj.denot n.denot n.denot
O
DC.T
PAR P
n.denot
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13.2 Text of the Article B

1) Seed for Jail Solution Fails to Take Root

2) It's atwo birds with one stone deal: Eggers Groapchitects propose using grain
elevators to house prisoners.

3) It would ease jail overcrowding while preservingtoric structures, the company says.

4) But New York state, which is seeking solutionsstprison cell shortage, says “no.”

5) Grain elevators built in the 1920s and ‘30s haveisch concrete walls and a tubular
shape that would easily contain semicircular cellth a control point in the middle, the New
York firm says.

6) Many are far enough from residential areas to ppablic muster, yet close enough to
permit family visits.

7) Besides, Eggers says, grain elevators are wortlsgmeng for aesthetic reasons — one
famed architect compared them to the pyramids gpEg

8) anumber of cities — including Minneapolis, Philadepand Houston — have vacant grain
elevators, Eggers says.

9) amedium-sized one in Brooklyn, it says, could beradt to house up to 1,000 inmates at
a lower cost than building a new prison in upstidtav York.

10) aspokesman for the state, however, calls the idea éffective or cost efficient.”
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1B) Seed for Jail Solution Fails to Take Rogius

(o]
EnglishT-wsj_0102-s38
root

fail f
PRED

seed f take f
ACT PAT
n.denot v

b

solution f #Cort root f
BEN ACT CPHR
n.denot qcomplex n.denot

S

jail f
PAT
n.denot
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2B) Itiopic_1'S a two birds with one stone degls = Eggers Group architectsic » propose

using grain elevators to house prison@xgs

]

EnglishT-wsj_0102-s39
oot

QL
be
F’REN

U}

<4

#PersPron t solution #Colon

ACT - APPS
n.pron.def pers coap
deal propose T
PAT_M PAT_M
n.denot v
#EmMpWerb t architect c use f
RSTR ACT ™ PAT
n.denot \ v
twio_birds_with_one_stone ¥ Group f #Gen t elevator f house f
DPHR AFP ACT PAT Al
dphr n.denot gcomplex n.denot v
Eqgoers f grainf #Gent #Oblfmit prisonerf
MNE PAT ACT LOC PAT
n.denot n.denot qcomplex  n.denot
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3B) It would ease jail overcrowding while preservingshoric structureSecus the company

Says)pm.

o' -
EnglishT-wsj_0102-s40
root RS

say t
PRED

RN

company ¢ Group #Gen't ease f
ACT ADDR EFF
n.denot qcomplex v

#PersPron t use Jovercrowding f preserve f

ACT PAT TPAR
n.pron.def.pers n.denot v

jail t #Gen t structure f
PAT ACT PAT
n.denot gcomplex n.denot

5

historic f
RSTR
adj.denot
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4B) But New York state, which is seeking solutionstdoprison cell shortage, says

“N0.” focus

0.
EnglishT-wsj_0102-s41

O

butt statec #Gent nof”
PREC ACT ADDR EFF
atom n.denot qcomplex

York f seek f
ID DESCR
n.denot v

5

Newf whicht solution f
NE ACT \ PAT
n.denot n.pron.indef n.denot

PAT
n.denot

#PersPron t cellt
APP PAT

n.pron.def.pers n.denot

s

prison t
RSTR
n.denot
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5B) Grain elevators built in the 1920s and ‘3@sve six-inch concrete walls and a tubular

shape that would easily contain semicircular cellsth a control point in the middlgscus the
New York firm sayspic.

0.
EnglishT-wsj_0102-s42
root ...

York t #PersPron elevator t structure and
RSTR CONJ
n.denot coap
New t wall f
NE PAT_M,
n.denot n.denot
. b
#Cort #Gent and concrete f inch f tubular f /contain f
PAT ACT CONJ ORIG RSTR RSTR RSTR
gcomplex qcomplex coap adj.denot adj.denot adjdenot v
1920s f '30s f six f that t cell f easily f point
TWHEN_M TWHEN_M RSTR ACT PAT MANN ACMP
nquant.def n.quant.def n.pron.indef n.denot adv.denotgradneg n.denot
semicircular f control f middle f
RSTR RSTR LOC
adj.denot ndenot n.denot
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6B) Manypic are far enough from residential areas to pass pwhinuster, yet close enough

to permit family viSitgcus.

o
EnglishT-wsj_0102-s43
root

close f
A LOC_M
adj.denot adv. denotgrad neg n.denot adv.denotgrad.neg

enoughf \r&udentlalf enough f
EXT

adv denot.grad.neg adj denot adv.denot.grad.neg

\\‘ pass f permit f

| RESL RESL

\v v

g

#Cort muster f #Cort visit

ACT PAT ACT PAT

gcomplex n.denot qcomplex n.denot
public f family f
RSTR ACT
adj.denot n.denot
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7B) Besidegpic 1, Eggerspic 2 Sayscus 2 grain elevatorgyic 1 are worth preserving for
aesthetic reasongus 1 — one famed architegic s compared them to the pyramids of

Egyptocus 3

o..
EnglishT-wsi_0102-s44

besides t say f elevator t #Cor worth f
PREC PAR P ACT PAT
n. denot

Eggers ¢ firm #PersPront #Gent graint #Cort praervef
ACT P EFF_P ADDR_P PAT ACT \ PAT
n.denot gcomplex n.denot gcomplex v

4

#Cort #Gent reésonf
PAT ACT~._ CAUS "
gcomplex qoonplex\n denot

aesthetlc f compare f
PAR P
adj denot \

archit ectt #F~r°FroP t pyramid

ACT P PAT P ADDR _ F

n. denot n.pron.defpers n.denot
fa’ned f onef Egypt f
RSTR_ P RSTR_ P APP_P
adj.denot n.quant.def n.denot
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8B) anumber of cities — including Minneapolis, Philadefjja and Houston— have vacant

grain elevatorsecus Eggers saysic.

Q.
EnglishT-wsj_0102-s45
root

Eggers t Eggers #Gen t have f
ACT ADDR EFF
n.denot qcomplex

number ¢ elevator f
ACT PAT |
n.denot\ n.denot
0 cé \o
and city f graint vacantf

CONJ_P MAT PAT RSTR

/ <Lcoap n.denot n.denot adj.denot

Minneapolis f Philadelphia f Houston f
ACMP_M P ACMP_M P ACMP_M P
n.denot n.denot n.denot
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9B) amedium-sized one in Brookly 1, itopic_2 Say%cus 3 could be altered to house up to

1,000 inmates at a lower cost than building a nerspn in upstate New Y 0Okkcys_1.

0.
EnglishT-wsi_0102-s46

house f
EFF
v

5

sized f Brooklyn f #PersPront #Gent #PersPron t Eggers #Cor t #0blfmt inmatef costf

onec
PAT \, ACT
nquantdef gcomplex

RSTR LoC EFF_P ADDR P ACT P ACT LocC PAT MANN
adj.denot n.denot qcomplex n.pron.defpers qcomplex gcomplex n.denot n.denot
medium f 1,000 f low f
MANN RSTR RSTR

n.quantdef adjdenot

upf build f
EXT CPR
v

4

#Gent prison f York f York
ACT PAT LOC \

qcomplex n.denot n.denot\)

new f Newf  upstate f
RSTR NE RSTR
adj.denot n.denot adj.denot
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10B) aspokesman for the state, howeygt, 1 callsocus 1 the idegpic_1 “not effective or cost

efficient.”socus 1

O.
EnghshT—ws; 0102-s47
root
o 2
however t /spokesman ¢ ideat alter . or"
PREC ACT PAT . DISJ
atom n.denot n. denot lcoap\
state t York #Neg effective f efficient f
BEN EFF_M EFF_M
n.denot atom ad). denot adj. denot
cost f
REG
n.denot

94



References and Sources

Baumann, Stefan, Caren Brinckmann, Silvia Hansénra; Geert-Jan M. Kruijff, Ivana Kruijff-Korbayady
Stella Neumann, Erich Steiner, Elke Teich and Haszgkoreit. 2004. The MULI Project: Annotation
and Analysis of Information Structure in German &mglish. In Maria Teresa Lino, Maria Francisca
Xavier, Fatima Ferreira, Rute Costa, Raquel SiRarla Pereira, Filipa Carvalho, Milene Lopes,
Ménica Catarino and Sérgio Barros (¢d®roceedings of the Fourth International Confererae
Language Resources and Evaluation (LREC’Q43bon: European Language Resources Association,
1489-1492.

Bejcek, Eduard, Eva Hajova, Jan Hafi, Pavlina Jinova, Véaclava Kettnerova, Veronika Kwola, Marie
Mikulova, Jii Mirovsky, Anna Nedoluzhko, Jarmila Panevova, eueblakova, Magda Sekova, Jan
Stepanek and Sarka Zikanova. 20P3ague Dependency Treebank.3ata/software. Prague: Charles
University in Prague, Faculty of Mathematics angdts, Institute of Formal and Applied Linguistics.
[cit. 2015_09_10]

Bohnet, Bernd, Alicia Burga and Leo Wanner. 201®wards the Annotation of Penn TreeBank with
Information Structure. In Ruslan Mitkov and JongRark (eds.)Proceedings of the Sixth International
Joint Conference on Natural Language ProcessiNggoya: Asian Federation of Natural Language
Processing, 1250-1256.

Calhoun, Sasha, Malvina Nissim, Mark Steedman aawbrd Brenier. 2005. A Framework for Annotating
Information Structure in Discourse. In Adam Meyéed.), Proceedings of the Workshop on Frontiers
in Corpus Annotations II: Pie in the Skdmn Arbor: Association for Computational Lingucst, 45-52.

Chomsky, Noam. 196®eep Structure, Surface Structure, and Semantarpneétation Bloomington: Indiana
University Linguistics Club.

Cinkova, Silvie, Jan Haji Marie Mikulova, Lucie Mladova, Anja Nedoluzko, tP@ajas, Jarmila Panevovéi Ji
Semecky, Jana Sindlerova, Josef TomanjiKaéJreSova and Zdék Zabokrtsky. 2006Annotation of
English on the tectogrammatical level. ReferencekbBrague: Charles University in Prague, Faculty
of Mathematics and Physics, Institute of Formal Apglied Linguistics. [cit. 2015_09 10]

Danes, FrantiSek. 1949. Intonace otazky. Kapitol&t&i prace [Intonation of a Question. Chapter froander
Work]. NaSerec, 33, 62—68.

Danes, FrantiSek. 197RBapers on Functional Sentence PerspectRrague: Academia.

Dipper, Stefanie, Michael Gotze and Stavros Sk@set@007.Information Structure in Cross-Linguistic
Corpora: Annotation Guidelines for Phonology, Moghbgy, Syntax, Semantics and Information
Structure Potsdam: Universitatsverlag Potsdam.

Firbas, Jan. 1964. On Defining the Theme in Funeti®Gentence Perspectiviegavaux Linguistique de Prague
1(1), 267-280.

Firbas, Jan. 1971. On the Concept of Communicaby@mamism in the Theory of Functional Sentence
PerspectiveBrno Studies in Englistv(19), 12-47.

Firbas, Jan. 1976. A study in the functional sergeperspective of the English and the Slavoniaiiatative
sentencesStudies in English12, 9-56.

95



Firbas, Jan. 199Z-unctional Sentence Perspective in Written and 8pdRommunicationCambridge, UK:
Cambridge University Press.

von der Gabelentz, Georg. 1868. Ideen zu einerdeielgenden Syntax — Wort- und SatzstelluBigitschrift fir
Vélkerpsychologie und Sprachwissenscléift), 376—384.

Haji¢, Jan, Eva Hajova, Jarmila Panevova, Petr Sgall, @jdojar, Silvie Cinkova, Eva Rikova, Marie
Mikulové, Petr Pajas, Jan Popelkaj Siemecky, Jana Sindlerova, Jadpdnek, Josef Toman, Ztka
UreSova and Zdesk Zabokrtsky. 2012. Announcing Prague Czech-Endlispendency Treebank 2.0.
In Proceedings of the 8th International ConferenceLamguage Resources and Evaluation (LREC
2012) Istanbul: European Language Resources Assocj@ik®8—-3160. [cit. 2015 _09_10]

Hajicova, Eva. 1972. Some Remarks on Presuppositidms.Prague Bulletin of Mathematical Linguistids,
11-23.

Hajicova, Eva. 1973. Negation and Topic vs. Commehtlologica Pragensial6(1), 81-93.

Hajicova, Eva. 1979\Negace a presupozice ve vyznamové stadtly [Negation and Presupposition in Semantic
Structure of Sentence]. Prague: Academia.

Hajicova, Eva. 1984. On presupposition and allegatinrCdntributions to Functional Syntax, Semantics and
Language ComprehensioAmsterdam: John Benjamins, 99-122.

Hajicova, Eva. 1995. Postaveni rematizatoraktualnim¢lenéni véty [Position of Rhematizers in the Topic—
Focus Articulation]Slovo a slovesnqsb6(4), 241-251.

Hajicova, Eva. 2012. Topic—Focus Revisited (ThroughHEkies of the Prague Dependency Treebank). In Jurij
D. Apresjan (ed.)smysly, teksty i drugie zachvatyvajassjuzety. Sbornik statejcest 80-letija Igorja
Aleksandrovia Mekuka Moscow: Jazyky slavjanskoj kultury, 218—232.

Hajicova, Eva, X Havelka and Katia Vesela. 2005. Corpus Evidence of ContextualiBloess and Focus. In
Pernilla Danielsson (ed.Rroceedings of the Corpus Linguistics ConferencdeSeBirmingham:
University of Birmingham, 1-9.

Hajicova, Eva, Barbara Partee and Petr Sgall. 19%fic—Focus Articulation, Tripartite Structures, dn
Semantic ContenDordrecht: Kluwer Academic Publishers.

Lambrecht, Knud. 1996.nformation Structure and Sentence Form: Topic, Uspcand the Mental
Representations of Discourse Refere@@ambridge, UK: Cambridge University Press.

Mathesius, Vilém. 1907. Studie kKjthdm anglického slovosledu [A Study on HistoryEriglish Word Order].
Vestnik Ceské akademjd 6(1), 261-265.

Mathesius, Vilém. 1929. Zur Satzperspektive im mpede Englisch.Archiv fir das Studium der neueren
Sprachen und Literatureri55(29), 202—-210.

Mathesius, Vilém. 1939. O tak zvaném aktualdlenéni vétném [On the So-Called Topic—Focus Articulation].
Slovo a slovesnqsh(4), 171-174.

Mathesius, Vilém. 1941. Zakladni funkcetrfdku slov westirg [The Main Functions of the Word Order in
Czech].Slovo a slovesnast, 169-180.

Mel’¢uk, Igor A. 1981. Meaning—Text Models: A Recent fidein Soviet LinguisticsAnnual Review of
Anthropology 10(1), 27-62.

Mikulova, Marie, Alevtina Bémova, Jan HgjiEva Hajéova, Jii Havelka, Veronika Koléva, Lucie Ki#ova,

Markéta Lopatkovéa, Petr Pajas, Jarmila Panevov@dsl&Razimova, Petr Sgall, Jag@inek, Zd#ka

96



UreSova, Katiina Vesela and Zdék Zabokrtsky. 2005Anotace na tektogramatické roviRrazského
zavislostniho korpusu. Anotatorskérpcka [Annotation on the Tectogrammatical Layer in thadrie
Dependency Treebank. AnnotagoManual]. Technical report TR-2005-28. Prague:rigsaJniversity

in Prague, Faculty of Mathematics and Physics,itliiet of Formal and Applied Linguistics. [cit.
2015 _08 30]. Available from <https://ufal.mff.curd/pdt2.0/doc/manuals/cz/t-layer/pdf/t-man-
cz.pdf>.

Mirovsky, Ji. 2015. Inter-Annotator Agreement. In Zikanova kKarHajgova Eva, Hladka Barbora, Jinova
Pavlina, Mirovsky 3, Nedoluzhko Anna, Polakova Lucie, Rysova K@ Rysova Magdaléna, VAacl
Jan, Discourse and Coherence. From the Sentence StmidturRelations in TextPrague: Charles
University in Prague, Faculty of Mathematics ang$its, Institute of Formal and Applied Linguistics,
89-96.

Mirovsky, Jii, Katefina Rysova, Magdaléna Rysova and Eva ddaja. 2013. (Pre-)Annotation of Topic—Focus
Articulation in Prague Czech-English Dependencyebexk. InProceedings of the Sixth International
Joint Conference on Natural Language ProcessiNggoya: Asian Federation of Natural Language
Processing, 55-63.

Nedoluzhko, Anna. 201RozSfena textova koreference a asatiaanafora: koncepce anotaceskych dat v
Prazském zavislostnim korpu&xtended Nominal Coreference and Bridging Anaph@ma Approach
to Annotation of Czech Data in Prague Dependenegiank)]. Prague: Charles University in Prague,
Faculty of Mathematics and Physics, Institute afffal and Applied Linguistics.

Paggio, Patrizia. 2006. Annotating Information Stue in a Corpus of Spoken Danish. In NicolettdzGlari,
Khalid Choukri, Thierry Declerck, Hrafn Loftsson,eBte Maegaard, Joseph Mariani, Asuncion
Moreno, Jan Odijk and Stelios Piperidis (edBrngceedings of the Fifth International Conferenae o
Language Resources and Evaluation (LREC'@&¢noa: European Language Resources Association,
1606-1609.

Paul, Hermann. 188@rinzipien der Sprachgeschichtdalle: Max Niemeyer.

Rysova, Katéina. 2011. The Word Order of Inner Participant€irech, Considering the Systemic Ordering of
Actor and Patient. In Kim Gerdes, Eva Hajia and Leo Wanner (edsDgpling 2011: Proceedings,
International Conference on Dependency Linguist8arcelona: Universitat Pompeu Fabra, 183-192.

Rysova, Kattina. 2014 O slovosledu z komuni&aiho pohledfOn Word Order from the Communicative Point
of View]. Prague: Charles University in Prague, lHgc of Mathematics and Physics, Institute of
Formal and Applied Linguistics.

Rysova, Katina and Ji Mirovsky. 2014. Valency and Word Order in CzecA -€orpus Probe. In Nicoletta
Calzolari, Khalid Choukri, Thierry Declerck, Hrafloftsson, Bente Maegaard and Joseph Mariani
(eds.), Proceedings of the Ninth International Conferencge language Resources and Evaluation
(LREC'14) Reykjavik: European Language Resources Assonia@in5—980.

Rysovda, Kat#ina, Jii Mirovsky and Eva Hajova. 2015. On an Apparent Freedom of Czech Worde©Ord
A Case Study. Inl4th International Workshop on Treebanks and Listici Theories (TLT 2015)
Warszawa: IPIPAN, 93-105.

Sgall, Petr. 1967Generativni popis jazyka éeska deklinac¢Generative Description of Language and Czech

Declension]. Prague: Academia.

97



Sgall, Petr. 1975. On the Nature of Topic and Fobusiakan Ringbom (ed.Btyle and Text (Studies Presented
to Nils Erik Enkvist) Stockholm: Scriptor, 409-15.

Sgall, Petr. 1979. Towards a Definition of Focud aopic.Prague Bulletin of Mathematical Linguistic31, 3—

25.

Sgall, Petr, Eva Hajova and Eva BeneSova. 197pic, Focus and Generative Semanti€sonberg/Taunus:
Scriptor.

Sgall, Petr, Eva Hajova and Eva Butfova. 1980 Aktualnicleneni wety v ¢estire [Topic—Focus Articulation in
Czech]. Prague: Academia.

Sgall, Petr, Eva Hajova and Jarmila Panevova. 198the Meaning of the Sentence in Its Semantic and
Pragmatic Aspectdordrecht: Reidel Publishing Company.

Stede, Manfred and Arne Neumann. 2014. Potsdam @wtany Corpus 2.0: Annotation for Discourse
Research. In Nicoletta Calzolari, Khalid Choukrhifrry Declerck, Hrafn Loftsson, Bente Maegaard,
Joseph Mariani, Asuncion Moreno, Jan Odijk andi&ePiperidis (eds.)Proceedings of the Ninth
International Conference on Language Resources Bwauation (LREC’14) Reykjavik: European
Language Resources Association, 925-929.

Steedman, Mark. 1991. Structure and Intonati@mguage 67(2), 260—296.

Skvorecky, Josef. 198@vorak in Love. A light-hearted dreanransl. from the Czech origin@cherzo
capricciosoby Paul Wilson. Toronto: Lester & Orpen Dennys.

Skvorecky, Josef. 1998cherzo capriccioso: Vesely sen o Balmvi Prague: Odeon.

Stépankova, Barbora. 201Aktualizatory ve vystavhtextu, zejména z pohledu aktualnieneni [Foculizing
Particles in Text Structuring, especially from Togtrocus Articulation Perspective]. Prague: Charles
University in Prague, Faculty of Mathematics angdis, Institute of Formal and Applied Linguistics.

Vesela, Kat#ina, Nino Peterek and Eva Hava. 2003. Some Observations on Contrastive Tapi€Zech
Spontaneous SpeedPrague Bulletin of Mathematical Linguistjcg9—-80, 5-22.

Wegener, Philipp. 188%Jntersuchungen lber die Grundfragen des Sprachkelfensterdam: Benjamins.

Weil, Henri. 1844 Question de grammaire générale: de I'ordre des ndaiss les langues anciennes comparées
aux langues modernes (thése francai®gris: Joubert. Transl. by Charles W. Super ad, \Menri.
1887.The Order of Words in the Ancient Languages Contharigh That of the Modern Languages
Boston: Ginn.

Weil, Henri. 1978.The Order of Words in the Ancient Languages Contbaxth That of the Modern
LanguagesAmsterdam/Philadelphia: Benjamins. Aldo Scagli¢ee.), edited and reprinted version of
Weil (1887), see Weil (1844).

Zikanova, Sarka. 2006. What do the Data in PragapeBdency Treebank Say about Systemic Ordering in
Czech?The Prague Bulletin of Mathematical Linguisti&®, 39-46

Zikanova, Sarka, Miroslav Tynovsky andiJHavelka. 2007. Identification of Topic and Fodas Czech:
Evaluation of Manual Parallel AnnotatioriEhe Prague Bulletin of Mathematical Linguisti&y, 61—
70.

98



Appendix: Abbreviations of Functors in the Prague @pendency
Treebanks
(see Mikulova et al., 2005)

ACMP adjunct expressing accompanimtatinek s maminkoACMP (=Father with
(in the broad sense of the word) |Mother)
ACT argument — Actor OtecACT pracuje. (=Father is working)
ADDR |argument — Addressee Poslal darek_ piteli. ADDR (=He sen
a present to a friend)
paratactic structure root node|Videl, ale. ADVS neslySel. (=He saw (it) b
ADVS . : M .
adversative relation he didn't hear a thing)
AIM adjunct expressing purpose va, aby zhubIaA!M (=She does exercis
in order to lose weight)
adnominal adjunct expressi .. _
APP appurtenance muj. APPhrad (=my castle)
the oot node of an appositiorjsubstantivum, neboAPPSpodstatné jmén
APPS - :
structure (=substantive, or noun)
ATT atomic expression expressing [Je to samozjne.ATT pravda. (=Of coursg
speaker's attitude it is true)
adnominal adjunct referring to t < .
AUTH author (of sth) NezvalovyAUTH verSe (=Nezval's poems)
adjunct expressing that sth . . - .
BEN happening for the benefit ;r:ilgripi;% f)lrmuBEN (¥He is working for
disadvantage) of sb/sth fe company
adjunct expressing the cause (Z divodu nemocCAUSzaveno. (=It i
CAUS )
sth) closed_because of illness)
Navzdory studijnim ugphim.CNCSse \
CNCS  |adjunct expressing concession praxi neuplatnil. (:Deslplte he was success
as a studenthe wasn't equally successful
practice)
CM conjunction modifier otec atike’._:M syn  (=lit.  Father ang
as_well_as his son)
COMPL |adjunct — predicative complemen :i/rr:él)la se_unaven&OMPL (=She  returne
adjunct expressing @ndition (foKdyZ spiCOND, nezlobi. (=If he sleep$e is
COND
sth else to happen) good)
aratactic structure root node Pavel € zlepsuje, kdeZIONFRJan
CONFR |P . dostava ctyrky. (=Pavel is getting bettg
confrontation ; . .
while Jan is getting fours/bad marks)
CONJ paratactic structure root node Pavel aCONJJan (=Pavel and Jan)

simple coordination/conjunction
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paratactic structure root nodewo

CONTRA|entities are in conflict (in ematch|otec versuCONTRASsyn (=Father_vs. son)
fight etc.)
Zatimco mzdy klesafONTRD, ceny s
CONTRD|adjunct expressing confrontation|zvySuji. (=While wages are going dg
prices are going up)
the nominal part of aomple§ . . _
CPHR predicate mit planCPHR(=to have_a plan)
. . . vic nez tisicCPRkorun (=more than ong
CPR adjunct expressing comparison
thousand crowns)
. . |Se"ad’ slova_podle abecedyRIT (=Put thg
adjunct expressir . , : :
CRIT . words in the alphabetical ordelit. organize
a criterion/measure/standard :
words_according to alphabet)
. Pracoval nezodpedne, aCSQproto dosta
paratactic structure root node| . """ , : :
CSQ ) . vypowd. (=He wasn't responsie (in his
consequential relation :
work), and therefore, he was fired)
effective root node of ¢
DENOM |independent nominal clause (wh|zZakladni_Skol&DENOM (=Primary school)
is not parenthetical)
adjunct expressing differencdJe vySSi o dva centimetdliFF (=He is twg
DIFF i ;
(between two entities, states etc.|centimeters taller)
directional adjunct -answering th{Prijel z__ PrahyDIR1(=He came from
DIRl H " — !
guestion "odkud (=where from?)'{ Prague)
DIR2 directional adjunct -answering th{Jdou lesenDIR2 (=They are walkin
qguestion "kudy (=which way?)" [through the woods)
DIR3 dlrect!onz?'l adjurlct answerlf?g th PriSel doni.DIR3 (=He came home)
guestion "kam (=where t0?)
DIS] pgr_atact_ic structure root node|Pojedu ja,_ neb®I1SJty. (=Either | will go, or
disjunctive relation you)
DPHR the depfandent part of an idiomg krizem_kréZemDPHR (=crisscross)
expression
EFF argument — Effect J_menovall hoje_dse@&FF .
(=They appointed him as a chairman)
EXT adjunct expressing extent v nadpla» jepv_esre.EXT litr vody. (=The po
contains_exactly one liter of water)
FPHR (Pt of - aforeigrianguagdy i, ostnFPHRIok FPHR
expression
GRAD paratactic structure root node|Bézel, baGRAD utikal. (=He _not only rar
gradation but he ran helter-skelter)
HER adjunct expressing inheritance fsate_kpio_matcblER(:ht. scarf after Mother
i.e. inherited)
ID the nominative of identity arhrad KarlStejnID; trest smrtilD (= the castlq
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explicative genitive

Karlstejn, lit.

de_athgenitivs)

death penalty; penalt)

atomic expression referring tihe

174

INTF "false (expletive) subject” OnaINTF prsi. (=Itis raining)

INTT adjunct expressing intention Sel nakoupitNTT (=He went shopping)

LOC Iocat|ye ?djunc_t —anSW?rlng th Pracuje_v Praz¢ OC (=She works in Praha
guestion "kde (=where?)

MANN |2dlunctexpressing the manner |y, ¢ hiasiz MANN (=He is talking loudly)
doing sth)
adnominal argument referring : _

MAT the content of a container sklenice vodWIAT (=a glass_of water)
adjunct expressing means (o/PiSe peremMEANS (=She is writing _with

MEANS .
doing sth) a pen)

MOD atomic expression with modalPracuje asiMOD na pil Gvazku. (=Sh
meaning works_probably part-time)
paratactic structure root no . _. . .

OPER referring to smathematica EetizOPERdeset hodin (=from five to m¢

\ : ours)
operation or interval

ORIG argument — Origo Vyrqbl nabytek ze /dvaORIG (=He make:

furniture out of wood)

PAR effective root node of parentheti{Prijedu 13. prosince (patedRAR). (=l am
(verbal or nominal) clause coming on December 13th (Friday))
effective root node of a|HurdPARTL, vyhrali jsme! (=Hurray we

PARTL |. . o
independent interjectional clause/won!)

PAT argument — Patient Vai obed.PAT (=He is cooking lunch)

prEC  |AfOMIC expression refering o §, ppecnak odesel. (zAnd then he left)
preceding context
effective root node of ¢ L

PRED |independent verbal clause (whicl Pavel@]PREDkytku Martire. (=Pavel gave

) a flower to Martina)
not parenthetical)
aratactic structure root node Dostal vypovd, neba.REASpracoval

REAS P ) nezodpoxdne. (=He was fired, _sincehe

causal relation , .
wasn't responsible)
. . , Vzhledem k p@siREGnelze nic planova

REG adjunct expressing with regard (=Considering the weathernt's not possibl
what sth is asserted .

to plan anything)
adiunct exoressing the result/eft Mluvi tak potichu, Ze mu nerozumiRESL

RESL ) P 9 (=He is speaking so softlyhat we can

of something , :
understand what he's saying)
adjunct expressing an exceptiolKrom¢ tebeRESTRtam  byli  vSichni

RESTR - -
restriction (=Except for you, everybody was there)

RHEM |atomic expression — rhematizer |JenRHEM Karel odeSel. (=Only Karel left)
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adnominal adjunct modifying i

RSTR governing noun velkyRSTRdum (=a big house)
SUBS adjunct expressing that sb/|Za otceSUBSjednal stryc. (Instead of
substitutes for sb/sth else Father, our uncle took action)
temporal adjunct -answering th{... . _ i
TFHL guestion ha jak dlouho? (=for ho Prijel na__mesicTFHL (SHe  came _fo
" a month)
long?)
temporal adiunct -answering th Prelozil jednani ze sobafyFRWH na|
TFRWH PC " ) _ 9 M dnegek. (=He shifted the negotiatiof®m
guestion "ze kdy? (=from when?
Saturday to today)
temporal adjunct -answering th
THL guestions jak dlouho? (=hoyStihnul to_za tydeHL (=He managed to d
long?)" and Za jak dlouho? (=aftqit in a week)
how long?)"
temporal adjunct -answering th
THO guestions jak casto? (=hoVPracuju na tom kazdy derHO (=l work on
often?)" and Kolikrdt? (=howthat every day)
many times?)"
temporal adjunct -answering th Prelozil jednani ze sobotya
TOWH poral adj _ 9 "dnegekrowH (=He moved the negotiatio
guestion "na kdy? (=to when?)
from Saturdayo today)
temporal adjunct -answering th
guestions Sowasre s ¢im? (=inBehem nasi dovolenBWHEN ani jednou
TPAR parallel/simultaneously wilneprSelo. (=During our_holidayt didn't rain
what?)" and Béhem jaké dobyjonce)
(=during what time?)"
temporal adjunct -answering th{Budu pracovatod zittdSIN (=1 will be
TSIN . ~ - :
guestion "od kdy? (=since whenqworking from tomorrow)
TTILL temporal adjunct -answering th{Udélam to do patkd TILL (=1 will do it
qguestion "do kdy? (=until when?)(before Friday)
TWHEN tempqral "adjunc_t —answ?rlng th Prijdu zitra TWHEN (=I'll come tomorrow)
guestion "kdy? (=when?)
VOCAT effective root node of gHankaVOCAT, podej mi to. (=Hankagive

independent vocative clause

it to me)

102



Tue UFAL/CKL TecunicaL REPORT SERIES

UFAL

UFAL (Ustav formalni a aplikované lingvistiky; http://ufal.mff.cuni.cz) is the Institute of Formal and Applied
linguistics, at the Faculty of Mathematics and Physics of Charles University, Prague, Czech Republic. The Institute
was established in 1990 after the political changes as a continuation of the research work and teaching carried out by
the former Laboratory of Algebraic Linguistics since the early 60s at the Faculty of Philosophy and later the Faculty of
Mathematics and Physics. Together with the “sister” Institute of Theoretical and Computational Linguistics (Faculty
of Arts) we aim at the development of teaching programs and research in the domain of theoretical and computational
linguistics at the respective Faculties, collaborating closely with other departments such as the Institute of the Czech
National Corpus at the Faculty of Philosophy and the Department of Computer Science at the Faculty of Mathematics
and Physics.

CKL

As of 1 June 2000 the Center for Computational Linguistics (Centrum komputaéni lingvistiky; http://ckl.mff.cuni.cz)
was established as one of the centers of excellence within the governmental program for support of research
in the Czech Republic. The center is attached to the Faculty of Mathematics and Physics of Charles University

in Prague.

TecHNicAL REPORTS

The UFAL/CKL technical report series has been established with the aim of disseminate topical results of research
currently pursued by members, cooperators, or visitors of the Institute. The technical reports published in this Series
are results of the research carried out in the research projects supported by the Grant Agency of the Czech Republic,
GACR 405/96/K214 (“Komplexni program”), GACR 405/96/0198 (Treebank project), grant of the Ministry of
Education of the Czech Republic VS 96151, and project of the Ministry of Education of the Czech Republic
LNO0AO063 (Center for Computational Linguistics). Since November 1996, the following reports have been published.

UFAL TR-1996-01 Eva Hajicova, The Past and Present of Computational Linguistics at Charles University
Jan Haji¢ and Barbora Hladka, Probabilistic and Rule-Based Tagging of an Inflective Language
— A Comparison

UFAL TR-1997-02 Vladislav Kuboti, Toma$ Holan and Martin Platek, 4 Grammar-Checker for Czech
UFAL TR-1997-03 Alla Bémova at al., Anotace na analytické roving, Ndvod pro anotdtory (in Czech)

UFAL TR-1997-04 Jan Haji¢ and Barbora Hladka, Tagging Inflective Languages: Prediction of Morphological
Categories for a Rich, Structural Tagset

UFAL TR-1998-05 Geert-Jan M. Kruijff, Basic Dependency-Based Logical Grammar
UFAL TR-1999-06 Vladislav Kuboti, 4 Robust Parser for Czech

UFAL TR-1999-07 Eva Haji¢ova, Jarmila Panevova and Petr Sgall, Manudl pro tektogramatické znackovani (in
Czech)

UFAL TR-2000-08 Tomas Holan, Vladislav Kuboti, Karel Oliva, Martin Platek, On Complexity of Word Order

UFAL/CKL TR-2000-09 Eva Haji¢ova, Jarmila Panevové and Petr Sgall, 4 Manual for Tectogrammatical Tagging
of the Prague Dependency Treebank

UFAL/CKL TR-2001-10 Zdengk Zabokrtsky, Automatic Functor Assignment in the Prague Dependency Treebank

UFAL/CKL TR-2001-11 Markéta Stratidkova, Homonymie piedlozkovych skupin v cestiné a moznost jejich
automatického zpracovani

UFAL/CKL TR-2001-12 Eva Haji¢ova, Jarmila Panevové and Petr Sgall, Manudl pro tektogramatické znackovani
(1L verze)



UFAL/CKL TR-2002-13 Pavel Pecina and Martin Holub, Sémanticky signifikantni kolokace
UFAL/CKL TR-2002-14 Jifi Hana, Hana Hanova, Manual for Morphological Annotation

UFAL/CKL TR-2002-15 Markéta Lopatkové, Zdengk Zabokrtsky, Karolina Skwarska and Vendula BeneSova,
Tektogramaticky anotovany valencni slovnik ceskych sloves

UFAL/CKL TR-2002-16 Radu Gramatovici and Martin Platek, D-trivial Dependency Grammars with Global Word-
Order Restrictions

UFAL/CKL TR-2003-17 Pavel Kvétoti, Language for Grammatical Rules

UFAL/CKL TR-2003-18 Markéta Lopatkova, Zdenék Zabokrtsky, Karolina Skwarska, Véaclava Benesova, Valency
Lexicon of Czech Verbs VALLEX 1.0

UFAL/CKL TR-2003-19 Lucie Kucové, Veronika Kolafova, Zdenék Zabokrtsky, Petr Pajas, Oliver Culo, Anotovdni
koreference v Prazském zavislostnim korpusu

UFAL/CKL TR-2003-20 Katetina Vesela, Jiti Havelka, Anotovdni aktudlniho ¢lenéni véty v Prazském zavislostnim
korpusu

UFAL/CKL TR-2004-21 Silvie Cinkova, Manudl pro tektogramatickou anotaci anglictiny
UFAL/CKL TR-2004-22 Daniel Zeman, Neprojektivity v Prazském zavislostnim korpusu (PDT)
UFAL/CKL TR-2004-23 Jan Haji¢ a kol., Anotace na analytické roviné, ndvod pro anotdtory

UFAL/CKL TR-2004-24 Jan Hajic, Zdenka UreSova, Alevtina Bémova, Marie Kaplanova, Anotace na
tektogramatické roviné (uroven 3)

UFAL/CKL TR-2004-25 Jan Haji¢, Zdeiika Uresové, Alevtina Bémova, Marie Kaplanova, The Prague Dependency
Treebank, Annotation on tectogrammatical level

UFAL/CKL TR-2005-27 Jiii Hana, Daniel Zeman, Manual for Morphological Annotation (Revision for PDT 2.0)

UFAL/CKL TR-2005-28 Marie Mikulové a kol., Prazsky zavislostni korpus (The Prague Dependency Treebank)
Anotace na tektogramatické roviné (uroven 3)

UFAL/CKL TR-2005-29 Petr Pajas, Jan Stépanek, A4 Generic XML-Based Format for Structured Linguistic
Annotation and Its application to the Prague Dependency Treebank 2.0

UFAL/CKL TR-2006-30 Marie Mikulova, Alevtina Bémova, Jan Haji¢, Eva Hajicova, Jifi Havelka, Veronika
Kolarova, Lucie Kucova, Markéta Lopatkova, Petr Pajas, Jarmila Panevova, Magda Razimova,
Petr Sgall, Jan Stépének, Zdenka UreSova, Katefina Vesela, Zdenék Zabokrtsky, Annotation on
the tectogrammatical level in the Prague Dependency Treebank (Annotation manual)

UFAL/CKL TR-2006-31 Marie Mikulova, Alevtina Bémova, Jan Haji¢, Eva Hajic¢ova, Jifi Havelka, Veronika
Kolatova, Lucie Kucova, Markéta Lopatkova, Petr Pajas, Jarmila Panevova, Petr Sgall, Magda
Sevéikova, Jan Stépanek, Zdetika Uresova, Katefina Vesela, Zdenék Zabokrtsky, Anotace na
tektogramaticke roviné Prazského zavislostniho korpusu (Referencni prirucka)

UFAL/CKL TR-2006-32 Marie Mikulova, Alevtina Bémova, Jan Haji¢, Eva Hajic¢ova, Jiti Havelka, Veronika
Kolatova, Lucie Kucova, Markéta Lopatkova, Petr Pajas, Jarmila Panevova, Petr Sgall,Magda
Sevéikova, Jan Stépanek, Zdeiika UreSova, Katefina Vesela, Zdendk Zabokrtsky, Annotation on
the tectogrammatical level in the Prague Dependency Treebank (Reference book)

UFAL/CKL TR-2006-33 Jan Haji¢, Marie Mikulové, Martina Otradovcova, Petr Pajas, Petr Podvesky, Zdeiika
UreSova, Prazsky zavislostni korpus mluvené cestiny. Rekonstrukce standardizovaného textu z
mluvené reci

UFAL/CKL TR-2006-34 Markéta Lopatkova, Zdenék Zabokrtsky, Véaclava BeneSova (in cooperation with Karolina
Skwarska, Klara Hrstkova, Michaela Nova, Eduard Bejéek, Miroslav Tichy) Valency Lexicon of
Czech Verbs. VALLEX 2.0

UFAL/CKL TR-2006-35 Silvie Cinkova, Jan Haji¢, Marie Mikulové, Lucie Mladové, Anja Nedoluzko, Petr Pajas,
{armila Panevova, Jiti Semecky, Jana Sindlerova, Josef Toman, Zdenka UreSova, Zden¢k
Zabokrtsky, Annotation of English on the tectogrammatical level

UFAL/CKL TR-2007-36 Magda Sev¢ikova, Zdengk Zabokrtsky, Oldfich Kriiza, Zpracovini pojmenovanych entit
v Ceskych textech

UFAL/CKL TR-2008-37 Silvie Cinkova, Marie Mikulova, Spontaneous speech reconstruction for the syntactic and
semantic analysis of the NAP corpus

UFAL/CKL TR-2008-38 Marie Mikulova, Rekonstrukce standardizovaného textu z mluvené ieci v Prazskéem
zavislostnim korpusu mluvené cestiny. Manudl pro anotdtory



UFAL/CKL TR-2008-39 Zdengk Zabokrtsky, Ondiej Bojar, TectoMT, Developer's Guide

UFAL/CKL TR-2008-40 Lucie Mladova, Diskurzni vztahy v éestiné a jejich zachyceni v Prazském zavislostnim
korpusu 2.0

UFAL/CKL TR-2009-41 Marie Mikulova, Pokyny k prekladu urcené prekladateliim, revizorim a korektorium textii
z Wall Street Journal pro projekt PCEDT

UFAL/CKL TR-2011-42 Loganathan Ramasamy, Zden&k Zabokrtsky, Tamil Dependency Treebank (TamilTB) — 0.1
Annotation Manual

UFAL/CKL TR-2011-43 Nguy Giang Linh, Michal Novéak, Anna Nedoluzhko, Coreference Resolution in the
Prague Dependency Treebank

UFAL/CKL TR-2011-44 Anna Nedoluzhko, Jiii Mirovsky, Annotating Extended Textual Coreference and
Bridging Relations in the Prague Dependency Treebank

UFAL/CKL TR-2011-45 David Mareéek, Zdenék Zabokrtsky, Unsupervised Dependency Parsing

UFAL/CKL TR-2011-46 Martin Majli§, Zdenék Zabokrtsky, W2C — Large Multilingual Corpus

UFAL TR-2012-47 Lucie Polakova, Pavlina Jinova, Sarka Zikanova, Zuzanna Bedfichova, Jifi Mirovsky,
Magdaléna Rysova, Jana Zdenkova, Veronika Pavlikova, Eva Hajicova,
Manual for annotation of discourse relations in the Prague Dependency Treebank

UFAL TR-2012-48 Nathan Green, Zdengk Zabokrtsky, Ensemble Parsing and its Effect on Machine Translation

UFAL TR-2013-49 David Marecek, Martin Popel, Loganathan Ramasamy, Jan Stépanek, Daniel Zemana,
Zdenek Zabokrtsky, Jan Haji¢ Cross-language Study on Influence of Coordination Style on
Dependency Parsing Performance

UFAL TR-2013-50 Jan Berka, Ondiej Bojar, Mark Fishel, Maja Popovi¢, Daniel Zeman,
Tools for Machine Translation Quality Inspection

UFAL TR-2013-51 Marie Mikulova, Anotace na tektogramatické roviné.
Dodatky k anotatorské prirucce (s ohledem na anotovani PDTSC a PCEDT)

UFAL TR-2013-52 Marie Mikulova, Annotation on the tectogrammatical level.
Additions to annotation manual (with respect to PDTSC and PCEDT)

UFAL TR-2013-53 Marie Mikulov4, Eduard Bejcek, Jifi Mirovsky, Anna Nedolvuzhko, Jarmila Panevova,
chie Polakova, Pavel Straniak, Magda Sevcikova, Zden¢k Zabokrtsky,
Upravy a dopliiky Prazského zavislostniho korpusu (Od PDT 2.0 k PDT 3.0)

UFAL TR-2013-54 Marie Mikulové, Eduard Bejcek, Jiti Mivrovsk}'/, Anna Nedolvuzhko, Jarmila Panevova,
Lucie Poldkova, Pavel Straniak, Magda Sev¢ikova, Zdenék Zabokrtsky,
From PDT 2.0 to PDT 3.0 (Modifications and Complements)

UFAL TR-2014-55 Rudolf Rosa, Depfix Manual

UFAL TR-2014-56 Veronika Kolatova, Valence vybranych typii deverbativnich substantiv
ve valencnim slovniku PDT-Vallex

UFAL TR-2014-57 Anna Nedoluzhko, Eva Fu¢ikova, Jifi Mirovsky, Jifi Pergler, Lenka Sikova,
Annotation of coreference in Prague Czech-English Dependency Treebank

UFAL TR-2015-58 Zdeiika Uresov4, Eva Fuikova, Jana Sindlerova,
CzEngVallex: Mapping Valency between Languages

UFAL TR-2015-59 Katefina Rysové4, Magdaléna Rysova, Eva Hajicova,
Topic—Focus Articulation in English Texts on the Basis of Functional Generative Description



