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Abstract

It has been observed that the inclusion
of morphosyntactic information in depen-
dency treebanks is crucial to obtain high
results in dependency parsing for some
languages. In this paper we explore in
depth to what extent it is useful to in-
clude morphological features, and the im-
pact of diverse morphosyntactic annota-
tions on statistical dependency parsing of
Spanish. For this, we give a detailed anal-
ysis of the results of over 80 experiments
performed with MaltParser through the ap-
plication of MaltOptimizer. Our goal is to
isolate configurations of morphosyntactic
features which would allow for optimizing
the parsing of Spanish texts, and to evalu-
ate the impact that each feature has, inde-
pendently and in combination with others.

1 Introduction

As shown in natural language processing (NLP)
research, a careful selection of the linguistic in-
formation is relevant in order to produce an im-
pact on the results. In this paper, we want to look
into different sets of morphosyntactic features in
order to test their effect on the quality of pars-
ing for Spanish. To this end, we apply MaltParser
(Nivre et al., 2007b), and MaltOptimizer (Balles-
teros and Nivre, 2012b; Ballesteros and Nivre,
2012a), which is a system capable of exploring
and exploiting the different feature sets that can be
extracted from the data and used over the models
generated for MaltParser.

Starting from a corpus annotated with fine-
grained language-specific information, we can use
all, or a part of the morphosyntactic features
to build different models and see the impact of
each feature set on the Labeled Attachment Score
(henceforth LAS) of the parser.

We decided to use MaltOptimizer in order to
answer the following questions: (i) is the inclu-
sion of all morphological features found in an an-
notation useful for Spanish parsing?; (ii) what are
the optimal configurations of morphological fea-
tures?; (iii) can we explain why different features
are more or less important for the parser?

For this purpose, we used the UPF version of
a subsection of the AnCora corpus (Mille et al.,
2013) (see also Section 3.2), which includes fea-
tures such as number, gender, person, mood, tense,
finiteness, and coarse- and fine-grained part-of-
speech (PoS). The impact of each feature or com-
bination of features on subsets of dependency re-
lations is also analyzed; for this, a fine-grained an-
notation of the syntactic layer is preferred since it
allows for a more detailed analysis. The version
of the AnCora-UPF corpus that we use contains
41 language-specific syntactic tags and thus is per-
fectly suitable for our task.

In the rest of the paper, we situate our goals
within the state-of-the-art (Section 2), we describe
the experimental setup, i.e. MaltParser, MaltOpti-
mizer, the corpus used and the experiments that we
carried out (Section 3), we report and discuss the
results of the experiments (Section 4), and finally
present the conclusions and some suggestions for
further work (Section 5).

2 Motivation and Related Work

Other researchers have already applied MaltOpti-
mizer to their datasets, with different objectives
in mind. Thus, the work of Seraji et al. (2012)
shows that, for Persian, the parser results improve
when following the model suggested by the opti-
mizer. Tsarfaty et al. (2012a) work with Hebrew
–a morphologically rich language- and incorporate
the optimization offered by MaltOptimizer for pre-
senting novel metrics that allow for jointly evaluat-
ing syntactic parsing and morphological segmen-
tation. Mambrini and Passarotti (2012) use the op-
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timizer not only to capture the feature model that
fits best Ancient Greek, but also to evaluate how
the genre used in the training set affects the pars-
ing results. A step further is taken by Atutxa et
al. (2012) for Basque: they want not only a good
performance of the parser, but also a better dis-
ambiguation of those nominal phrases that can be
either subjects or objects. In order to do that, they
use the optimizer to detect the features (including
morphosyntactic ones) in the annotation that are
useful for this task.

Even though the state-of-the-art results of pars-
ing are very good when working with English,
the results notoriously worsen when working with
morphologically rich languages (MRLs). In this
way, Tsarfaty et al. (2012b) present three differ-
ent parsing challenges, broadly described as: (i)
the architectural challenge, which focuses on how
and when to introduce morphological segmenta-
tion; (ii) the modeling challenge, focused on how
and where the morphological information should
be encoded; and (iii) the lexical challenge, which
faces the question of how to deal with morpholog-
ical variants of a word that are not included in the
corpus. Our work is directly related to the mod-
eling challenge, given that we analyze in depth
whether it is useful to incorporate morphological
information as independent features.

Eryigit et al. (2008) have already contributed
to this topic by testing different morphosyntac-
tic combinations and their effect on MaltParser
when applied to Turkish: they point out that some
features do not make the dependency parser im-
prove (in their case, number and person), and
that Labeled and Unlabeled Attachment Scores
(LAS/UAS) are unequally impacted by the fea-
ture variation (inflectional features affect more the
labeled than the unlabeled accuracy). We also
find interesting the work of Bengoetxea and Go-
jenola (2009) and Atutxa et al. (2012), which
have respectively tried to include semantic classes
and feature propagation between different parsing
models, with the intention of improving the pars-
ing results for Basque. However, none of these
works made use of MaltOptimizer in their experi-
ments, for the simple reason that it was not avail-
able at the time.

Spanish may not be as morphologically rich
as other languages such as Hebrew, Turkish or
Basque, but it involves enough morphological in-
teractions to allow our research to contribute to

such important discussion (Tsarfaty et al., 2010).
For instance, determiners and adjectives agree in
number and gender with the governing noun, finite
verbs in number and person with their subjects;
more complex types of agreement are (i) sibling
interactions, such as copulative with subject, ad-
jectival or past-participial with subject or object,
(ii) dependents of siblings in the compound pas-
sive analytical construction, (iii) agreement of pro-
nouns with their antecedent, (ii) and (iii) involv-
ing gender, number and sometimes person shar-
ing; furthermore, some features are required on
some verbs by their syntactic governor, such as a
certain type of finiteness (gerund, participle, in-
finitive, finite) or mood. All those properties are
encoded in the tagset used for the annotation of
the AnCora-UPF corpus (see (Burga et al., 2011;
Mille et al., 2013) for details about how the tagset
was designed), so we expect that the presence or
absence of one or more of these features in the
training corpus will have a clear impact on the
quality of the parsing.

In this way, the work of (Cowan and Collins,
2005) makes a step exploring how specific mor-
phologic features (encoded as different PoS) af-
fect the parsing results in Spanish. Even though
the authors use a constituent-based treebank and
not a dependency-based one, they find that number
and mood (verbal feature that overlaps our mood
and finiteness) are the features that most affect the
parser’s behaviour.

3 Experimental Setup

Here are the five steps we followed:
1. The corpus was divided into a training set (3263
sentences, 93803 tokens, 28.7 tokens/sentence)
and a test set (250 sentences, 7089 tokens, 28.4
tokens/sentence);
2. 82 different versions of the training and test
sets were created, based on different combinations
of morphosyntactic features;
3. MaltParser was trained on a baseline model
that does not include morphological features but
uses the default feature models and parameters set
in MaltOptimizer Phase 2, which provides general
parameters and the best parsing algorithm for the
data set.
4. We applied MaltOptimizer Phase 3, on each
of the 82 training sets, and each configured model
output was applied to the test set in order to obtain
an evaluation;
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5. We retained from the evaluation file LAS, UAS
and LA (Labeled Accuracy) over all relations, as
well as the recall of [dependency relation + at-
tachment] for each of the 41 edge types.1

In the rest of this section, we give more details
about MaltParser and MaltOptimizer, before ex-
plaining the annotation that is used as the basis of
this experiment.

3.1 MaltParser, MalOptimizer and the
CoNLL Data Format

MaltParser (Nivre et al., 2007b) is a transition-
based dependency parser generator that requires
as an input a training set annotated in CoNLL-X
data format,2 and provides models capable of pro-
ducing the dependency parsing of new sentences.
MaltParser implements four different transition-
based parsers families and provides high and sta-
ble performance (see, e.g., (Mille et al., 2012)). In
the CoNLL Shared Tasks in 2006 and 2007 (Buch-
holz and Marsi, 2006; Nivre et al., 2007a), it was
one of the best parsers, achieving either the first or
the second place for most of the languages.

A transition-based parser is based on a state
machine over mainly two data structures: (i) a
buffer that stores the words to be processed and
(ii) a stack that stores the ones that are being pro-
cessed (see Figure 1 for details). The different
transitions are shown in Figure 2; as can be ob-
served, the state machine transitions manage the
input words in order to assign dependencies be-
tween them. The transition-based parsers imple-
mented in MaltParser use a model learned over a
training corpus by using a classifier with the inten-
tion of selecting the best action (transition) in each
state of the state-machine. The classifiers make
their decisions according to the linguistic annota-
tion included in the data, shown in Figure 3. This
basically means that the better the linguistic anno-
tation is, the better the results are expected to be.

The CoNLL data format is now a standard for
dependency parsers; the following attributes are
the ones included in the CoNLL-X format that are
used as features by the parser:

1. FORM: Word form.

2. LEMMA: Stemmed version of the word.

1Because each training set contains different features, the
test sets are obviously parsed differently and, in some cases,
not all of the 41 dependency relations were predicted by the
parser.

2http://ilk.uvt.nl/conll/#dataformat

INITIAL-STATE

[ ROOT ] { } [ Eso es lo que hicieron . ]

... (some hidden transitions)

LEFT-ARC

[ ROOT ] { Eso } [ es lo que hicieron . ]

subj

RIGHT-ARC

[ ROOT Eso es ] { } [ lo que hicieron . ]
subj

ROOT

RIGHT-ARC

[ ROOT Eso es lo ] { } [ que hicieron . ]
copulsubj

ROOT

SHIFT

[ ROOT Eso es lo que ] { } [ hicieron . ]
subj

ROOT

copul

... (some hidden transitions)

RIGHT-ARC

[ ROOT Eso es lo que hicieron . ] { } [ ]
subj

ROOT

copul
dobj

relat

punc

Figure 1: Some of the parsing transitions of the sentence
included in the AnCora-UPF corpus: Eso es lo que hicieron
- That’s what they did. The buffer is the structure that is rep-
resented to the right of the picture between ‘[’ and ‘]’, and
the stack is the one to the left. Between each parsing state we
show the transitions selected by the parser considering the
features over the stack and the buffer.

3. CPOSTAG: Coarse-grained part-of-speech
tag.

4. POSTAG: Fine-grained part-of-speech tag.
5. FEATS: List of morphosyntactic features

(such as number, gender, person, case, finite-
ness, tense, mood, etc.)

6. DEPREL: Dependency relation to head.3

A feature model is an option file in a Malt-
Parser specific language based on XML that pro-
vides the linguistic annotation that the parser must
take into account in order to produce the tran-
sitions. In each parsing state, the parser only
knows the linguistic annotation included in the

3These six attributes are located in columns 2, 3, 4, 5, 6,
8 respectively in Figure 3.
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Nivre’s transition system:
Initial = 〈[], [w1 . . . wn], ∅, ∅〉 → Final = {〈Π, [], H,∆〉 ∈ C}

Transitions:
Shift 〈Π, wi|β,H,∆〉 ⇒ 〈Π|wi, β,H,∆〉
Reduce 〈Π|wi, β,H,∆〉 ⇒ 〈Π, β,H,∆〉
Left-Arc (dr) 〈Π|wi, wj |β,H,∆〉 ⇒ 〈Π, wj |β,H[wi → wj ],∆[wi(dr)]}〉

if h(wi) 6= 0.

Right-Arc (dr) 〈Π|wi, wj |β,H,∆〉 ⇒ 〈Π|wi|wj , β,H[wj → wi],∆[wj(dr)]}〉
if h(wj) = 0

Figure 2: Transition System for Nivre’s algorithms with reduce transition (Nivre et al., 2007b).

Figure 3: Sample AnCora-UPF annotated sentence in the 10-column CoNLL format: Los Mbitis también
mueren (lit. ’the Mbitis also die’).

feature model. MaltParser includes a default fea-
ture model for each parsing algorithm. The default
feature models, as we can see in Figure 4, only in-
clude features based on part-of-speech (POSTAG),
the word form (FORM) and the partially built de-
pendency structure (the output column, DEPREL)
over the first positions of the stack and the buffer.
Therefore, in order to let the parser know about the
rest of the annotation (LEMMA, CPOSTAG and
FEATS), if it exists, we need to perform a search
of the different possible features.

Figure 4: Default feature model for the Nivre arc-
eager parsing algorithm.

To this end, we used MaltOptimizer (Balles-
teros and Nivre, 2012b; Ballesteros and Nivre,
2012a) which is a system that not only imple-
ments a search of an optimal feature model, but
also provides an optimal configuration based on
the data set, exploring the parsing algorithms and
the parameters within by performing a deep anal-
ysis of the data set. Thus, MaltOptimizer takes

as input a training set and it returns an options file
and an optimal feature model. MaltOptimizer uses
LAS as default evaluation measure and a thresh-
old (>0.05) in order to select either the parame-
ters, parsing algorithms or features. Due to the
size of the training corpus, we run MaltOptimizer
with 5 fold cross-validation in order to ensure the
reliability of the produced outcome, and follow-
ing the recommended settings of the system. Note
also that MaltOptimizer sets a held-out develop-
ment set during the optimization process (actually,
5 different development sets, one for each fold
cross-validation), thus the evaluation results pro-
vided over the test set are actually using unseen
data during the optimization process.

We are aware of the interactions between the
features that are included in the feature model –the
ones included in the default feature model- and the
ones selected or rejected by MaltOptimizer. How-
ever, our intention is to study the effect of the fea-
tures included in the FEATS column, and the in-
teraction with the other features is actually the real
case scenario. By performing an automatic search
of the linguistic annotation with MaltOptimizer,
we are sure that all the morphosyntactic annota-
tion included in the FEATS column is studied and
tested by MaltOptimizer.

After running MaltOptimizer for Phase 1 and
Phase 2, the best parser for (all) our data sets is
Nivre arc-eager (Nivre, 2003), which behaves as
shown in Figure 1; we were therefore ready to run
the feature selection implemented in the Phase 3
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of MaltOptimizer. Furthermore, the experiments
performed by MaltOptimizer ensure that our fea-
tures are tested in the last steps of the optimization
process (Ballesteros and Nivre, 2012a).

3.2 The AnCora-UPF dependency corpus

This corpus, presented by Mille et al. (2013), con-
sists of a small section (3513 sentences, 100892
tokens) of the Spanish dependency corpus AnCora
(Taulé et al., 2008). Mille et al. (2009) explain the
partially automatic mapping between the two cor-
pora, and Burga et al. (2011) detail what kind of
information is encoded in the syntactic tags.4 The
annotation is theoretically based on the Meaning-
Text Theory (MTT, (Mel’čuk, 1988)), according
to which the set of surface syntactic (SSynt) rela-
tions is unique to each language, and should cover
as many syntactic idiosyncracies of the given lan-
guage. Lexical and morphologic features are not
directly encoded into the syntactic relations, but
rather into attribute/value pairs associated to each
node. The authors manually revised the syntactic
annotation, but no manual revision was performed
on the morphosyntactic features.

The AnCora-UPF corpus is released in the
CoNLL’08 format5; hence, it contains all the in-
formation that a CoNLL file as described in Sec-
tion 3.1 can contain. We took a close look at the
annotation, and in particular at the FEAT column,
in which there are 7 features: finiteness, gender,
mood, number, person, spos, tense. Unlike in the
source AnCora corpus, the authors did not anno-
tate cases. One explanation could be that there are
no very clear case markers in Spanish apart from
on personal pronouns. However, there is a new
feature, spos, which is another feature for part-
of-speech. The possible values for this attribute
are very similar to those of the POSTAG column6,
but the few differences between the two tagsets
have noticeable consequences on the results of the
evaluation, as discussed in Section 4.3. Table 1
shows these discrepancies: four POSTAGs have
been split into two (IN, SYM, VB, WP), while two
spos tags (in bold) correspond to twice as many
POSTAGs.

Table 2 shows the possible values that the re-

4For downloading the corpus, see
http://www.taln.upf.edu/content/resources/495.

5We transformed it into the 10-column CoNLL-X format
for our experiments.

6This column contains a subset of the Tree Tagger PoS
tagset, widely used in corpus annotation nowadays.

POSTAG spos
CC conjunction
CD cardinal number
DT determiner

IN conjunction
preposition

JJ adjective
NN common noun
NP proper noun
PP personal pronoun
RB adverb

SYM punctuation
percentage

UH interjection

VB auxiliary
copula

VH auxiliary
VV verb

WP interrogative pronoun
relative pronoun

Formula formula
- foreign word

Table 1: Correspondences between PoS and spos
tagsets.

maining six features can take, and Table 3 how
these morphosyntactic features are distributed
through the corpus with respect to generic part-of-
speech. We can see that gender and number are
the most frequent attributes, and that they are an-
notated on elements of different parts-of-speech.
The 2.02% of verbs that include gender are actu-
ally past participles. gender=C is not common; it
stands for elements that do not express masculine
or feminine gender, e.g. the dative pronoun “le”.
The other four attributes, (finiteness, mood, person
and tense) are exclusively verbal features (except
for the annotation errors).

FEAT Possible Values #Occurrences

fin finite, gerund, infinitive, 11776past participle
gen neutral, femenine, masculine 41735

moo imperative, indicative, 8116subjunctive
num plural, singular 53608
per 1st, 2nd, 3rd 8132
ten future, past, present 8070

Table 2: Possible values and total number of oc-
currences of the 6 features.

3.3 Versions of the corpus
We prepared 82 different versions of the corpus
in our experiments. The total number of possible
combinations of the 7 features is 128 (0 features:1
combination; 1:7; 2:21; 3:35; 4:35; 5:21; 6:7; 7:1).
However, after looking at figures with 1, 5, 6 and 7
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FEAT V N Adj Det Pro Other
fin 99.91 0.01 0.06 0 0 0.02
gen 2.02 46.72 14.31 32.33 4.37 0.25
moo 99.95 0.01 0 0 0 0.04
num 16.74 36.57 15.15 27.1 4.25 0.19
per 99.98 0.01 0 0 0 0.01
ten 99.98 0 0 0 0 0.02

Table 3: Distribution of features over elements of
different generic part-of-speech (%).

features, we noticed that the combinations that ex-
cluded the spos feature were systematically mak-
ing the parser unable to reach a certain score. As a
result, for the rest of the experiments, we focused
on combinations that do include spos.

The 82 combinations are: 7 features (1 combi-
nation); 6 features (7); 5 features (21); 4 features,
only those including spos (20); 3 features, only
those including spos (15); 2 features, only those
including spos (6); 1 feature (7); 0 features (base-
line, 1); 4 extra combinations in order to test the
PoS/spos impact.

4 Results and Discussion

First, we discuss the results of the first 78 experi-
ments. In the last subsection, we will discuss the
part-of-speech issues related to the other 4 experi-
ments.

4.1 Feature combinations and general
labeled accuracy

The LAS recall provided by the baseline model
(no features) is 82.25%.7 From a general perspec-
tive, 25 out of the 78 feature combinations make
the baseline LAS rise by at least 0.9 points; 14
of them make the LAS rise by more than 1 point.
The biggest improvement, 1.33 points, is obtained
with four features, namely [finiteness gender num-
ber spos]. Some similar improvements, between
1.28 and 1.3 points, have been obtained with the
following combinations: [finiteness number per-
son spos], [gender number spos tense], [finite-
ness gender number spos tense]. Three out of
the four biggest enhancements have been obtained
with only 4 features.This goes along the lines of
Eryigit et al. (2008), who report for Turkish the
best results with only a subset of the morphologi-
cal features present in the annotation.

What makes some features inefficient? In or-
der to answer that question, we looked at the re-

7The full set of results can be checked at
http://www.taln.upf.edu/system/files/
resources_files/table.pdf

spo num fin gen per ten moo
14 14 14 10 10 8 6 5
25 25 22 17 15 13 11 12

Table 4: Occurrences of features in the 14 and 25
best scoring feature combinations.

FEAT #Comb. #better #worse #Best/Worst
spo 6 6 0 6/0
num 31 30 1 22/3
fin 31 25 4 16/6
gen 31 21 10 9/11
per 31 16 15 7/9
moo 31 13 17 1/14
ten 31 12 19 1/22

Table 5: Contribution of each feature when enlarg-
ing the number of elements in a combination.

sults from another perspective. For a given set of
features, we wondered (1) if adding one particu-
lar feature makes the LAS better or worse; and (2)
which of the remaining features triggers the best
LAS improvement. For instance, for the combi-
nation [finiteness gender spos]: (1) what happens
to the LAS when we add one of the four remain-
ing features? is it getting better or worse? and (2)
which of these four features improves the most the
LAS obtained while using only [finiteness gender
spos]?

Thus, based on the comparison between combi-
nations that contain X elements and combinations
that contain X+1 elements, we counted how many
times each added feature made the LAS better, and
how many times it made it worse. We also counted
how many times each feature was involved in the
best-scoring feature combination. The results ob-
tained according to those lines are presented in Ta-
ble 5. In the following, the detailed analysis for
each feature is provided:
• spos was measured just when comparing the

groups of five and six features (6 cases in to-
tal). It always improves the results (half of
the times with a percentage higher than 0.3
points). It never worsens and never belongs
to the worst feature combination. See Sec-
tion 4.3 for more details about this feature.
• number makes the LAS improve 30 out of

31 times (17 times the improvement is higher
than 0.3 points), and is involved 22 times in
the best scoring combination. It only wors-
ens the results once (from 5 to 6 features,
when combined with [finiteness gender mood
person tense].8 This feature is very useful

8All the feature combinations improve the baseline; how-
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in our experiments, and this could be ex-
plained by the following: (i) as shown in Ta-
ble 2, this feature appears more frequently
than any other feature (except spos), and it is
distributed over elements of a great variety of
PoS (see Table 3); (ii) many dependency rela-
tions in the AnCora-UPF corpus use number
directly or indirectly, on the head and/or the
dependent: most verbal argumental relations
(subjects, copulatives, direct objects, comple-
tives, clitic objects), verbal non-argumental
relations (passive analytical, copredicatives);
nominal relations (determinative, modifica-
tive); etc.
• finiteness makes the LAS improve 25 times

out of 31 (8 times the change is superior to
0.3 points). This feature is included in the
optimal combination 16 times. On the other
hand, it only worsens the results 4 times (and
only once by more than 0.3 points, when
combined with [gender mood number person
tense], and it belongs to the worst combina-
tion 6 times. This feature often participates
in improving the LAS, which could be due
to the fact that it is the most important ver-
bal feature, since it determines the presence
or absence of other verbal features (e.g. it is
only when finiteness has as value finite that
other features such as number, tense or per-
son can also be associated to the verb in ques-
tion). In addition, this feature has a direct cor-
relation with very frequent dependency rela-
tions as annotated in the corpus: only finite
verbs can have a subject or be the head of a
relative clause; only non-finite verbs can be
governed by a preposition; in all analytical
constructions (perfect, progressive, passive,
future) the finiteness of the verb that depends
on the auxiliary is always the same; etc.

• gender improves the results 21 times out of
31 (7 times the change is higher than 0.3
points), and belongs to the best combina-
tion 9 times. However, it makes the LAS
worsen 10 times (although just once –in com-
bination with [finiteness mood number per-
son tense] the variation is higher than 0.3
points), and belongs to the worst combination
11 times. Even though there are numerous
relations that directly use this feature, most
of the time it co-occurs with number, which

ever, some of them do it in a more significant way.

possibly overshadows it. As a result, only in
certain cases gender can bring new informa-
tion that actually helps the parser.
• person improves the results 16 times out of

31 (4 times the change is higher than 0.3
points), and belongs to the best combina-
tion 7 times. On the other hand, it worsens
the results 17 times (two times the change
is higher than 0.3 points) and belongs to the
worst combinations 14 times.
• mood improves the results 13 times out of 31

(only 2 times the variation is higher than 0.3
points), and belongs to the best combination
just 1 time (with [finiteness gender number
person spos]). It worsens the results 17 times
(two times by more than 0.3 points) and be-
longs to the worst combination 14 times.
• tense is, according to this perspective, the

“less useful” feature, in the sense that it im-
proves the results just 12 times (and 2 times
with a variation higher than 0.3 points). At
the same time, tense makes the LAS drop 19
times out of 31, and it belongs to the worst
combination 22 times. The only time that
it belongs to the best combination (even if
the results worsen) is with [finiteness gender
number spos] (the “strongest” features).

We believe that mood, tense, and person are more
redundant than informative for the parser, because
(1) their presence on a node also indicates that a
verb is finite, overlapping with the finiteness fea-
ture, and (2) no dependency relation uses the tense
in the tagset, very few use the mood of a verb (only
a subclass of the conj relation), and the person is
only used in order to differentiate a subject from
an object, since only the subject has to have the
same person value as the verb. However, being
Spanish an SVO (subject-verb-object) language,
it is possible that the linear order –which is also
taken into account by the parser- is sufficient to de-
cide who is the subject and who is not; in addition,
most nouns are 3rd person, thus, it is not surprising
that this feature does not help much. This redun-
dancy is reflected in McNemar’s test for p<0.05,
which indicates that there is a statistically signifi-
cant difference between the best model with 4 fea-
tures and another model that has the same number
of features, but includes, for instance, mood in-
stead of gender.9

The first conclusion is that the observations of
9McNemar’s test shows no statistically significant differ-
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this section coincide almost exactly with the ones
made in Table 4: the features that individually tend
to improve the LAS when added to other features
are more likely to be in the best scoring combi-
nations, while the features that often contribute
to make the LAS drop are not. Interestingly, the
four most frequent features in the 14 and 25 best
combinations are also the four features that com-
bine the best together, resulting in an increase of
the baseline LAS of 1.33 points. This is not re-
ally a surprise, but it was a little less expected that
this best scoring feature combination –[finiteness
gender number spos]- comprises all (and only)
the features that have a largely positive ratio of
times they improve the LAS to times they make
the LAS drop: respectively 25/4, 21/10, 30/1 and
6/0, as opposed the remaining three features that
have 16/15, 13/17 and 12/19.

Second, the four best features according to our
experiments are also the four most frequent in
the corpus (see Table 2). The fact that a fea-
ture is productive in an annotation makes it obvi-
ously more likely to help a parser. However, it is
not that straightforward: for instance, finiteness is
four times less frequent than gender, but it triggers
LAS improvements more often.

Third, it is not possible to get the best feature
combination by simply looking at how each fea-
ture improves the LAS when being on its own: for
instance, number and gender do not increase the
LAS a lot by themselves (respectively ranks 77
and 78 out of 78 combinations), but they do very
well when they are combined to other attributes.

4.2 UAS, LA and specific dependency
relations

We look first at general LAS figures, because we
are primarily interested in the general quality of
the labeled parsing. However, depending on the
type of application one is interested in, one may
not be interested in labels, or may want to parse
better some dependency relations in particular.

For this, we first compared the UAS and LA
scores to the LAS, and as expected, they are be-
having very similarly to the LAS results in that the
same feature combinations work the best for all
metrics. However, two differences can be pointed
out: (1) the best LAS and LA are obtained with

ence between the best 14 feature combinations, but we con-
sider that the differences can be interpreted anyway; in the
rest of the section we look at the results taking into account
both perspectives.

four features, while the best UAS is obtained with
5 features; (2) the LAS improves by up to 1.33
points (from 82.25% to 83.58%), while the LA
and UAS rise up to 1.04 and 1.06 points respec-
tively (from 86.38% to 87.42% and from 87.99%
to 89.05%), corresponding to a reduction of errors
of respectively 7.49%, 7.64% and 8.83%.

Then, we tried to find direct correlations be-
tween the presence or absence of a feature in the
annotation and the improvement (or not) of the
LAS figures for some relations in particular. The
task was maybe too ambitious: it appears to be
very hard to find such correlations by simply look-
ing at the figures. For example, relations like sub-
jects and different kind of objects are systemat-
ically parsed better with the introduction of any
(combination of) feature(s), but some similar im-
provements are obtained with very different sets,
which makes it hard to interpret. As pointed out
recently by Schwartz et al. (2012) in a work about
how to annotate some key dependencies in order
to optimize parser results, annotating one depen-
dency in a particular way will not only influence
the parsing of this dependency, but also that of
the surrounding dependencies. We believe that we
failed in our task because one of the reasons is that
there are a lot of indirect correlations that the hu-
man eye cannot see.

However, we wondered which feature combina-
tions were the most efficient for specific applica-
tions, in particular, for the identification of verbal
arguments and of the root of the sentences, and
for the analysis of nominal groups and coordinated
structures; interestingly, even if performing very
well, the best general combination is never the best
for any of those cases. For instance, for the identi-
fication of verbal arguments and sentence root, the
best set is [finiteness number person spos]; for the
internal NP structure, one should prefer [gender
mood number person spos tense]; finally, for coor-
dinated structures, one of [finiteness gender num-
ber spos tense], [finiteness gender number person
spos] or [gender number spos tense].

4.3 Some comments on Part-of-Speech

In this section, we detail shortly the last four ex-
periments, that aim at finding out more about the
importance of part-of-speech. In two feature com-
binations that did not include spos, we filled the
POSTAG column –which normally contains the
Tree Tagger PoS tags- with the spos tags from the
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AnCora-UPF corpus. Both times, the LAS was
0.5 points better. We also inverted PoS and spos
in two other experiments, putting the latter in the
POSTAG column of the CoNLL file, and the for-
mer in the FEATS column.10 Again, the parser’s
LAS dropped half a point in both cases. It is ob-
viously due to the tagsets differences between PoS
and spos pointed out in Section 3.2, and we believe
that in particular to the fact that the spos tagset
splits the IN tag into conjunction and preposition,
since this tag is way more frequent than the other
mismatching tags.

Therefore, when the more fine-grained tagset
spos is in the FEATS column, it specifies the
POSTAG column and can be used in order to im-
prove the parsing; however, it does not work the
other way around: the Tree Tagger PoS tags in
the FEATS column do not bring any new informa-
tion to that one already introduced in the POSTAG
column, and thus are ignored by MaltOptimizer.
Also, MaltOptimizer follows a stepwise proce-
dure, under this scenario it starts with a higher
baseline and it is therefore difficult to get improve-
ments during the optimization steps by testing new
features, and thus the features are not selected.
There is therefore less room for improvement.

Klein and Manning (2003) present similar im-
provements when splitting the IN tag during their
experiments on constituency parsing with a PCFG;
we can see now that it is probably the case for de-
pendency parsing too.

5 Conclusions and Future Work

The best configuration for MaltParser and
AnCora-UPF corpus is [finiteness gender number
spos]. For parsing purposes, then, it seems enough
to enrich the morphosyntactic annotation just with
these features, at least in the case of Spanish.
These features not only work well together, but
also very often improve the results when are
individually added to any combination of features.

On the one hand, there is an almost perfect
correlation between feature frequency and perfor-
mance: those features that appear most frequently
are the ones that provide best performance (see
Section 4.1). On the other hand, we have ob-
served that the interaction between features also
influences significantly the results. So, in order

10Note that the default feature models include several fea-
ture specifications for the POSTAG column and the deepest
experiments performed by MaltOptimizer are indeed in this
feature window.

to get the highest performance, frequency and lin-
guistic knowledge should be both taken into ac-
count. However, it is important to see how features
combine in practice, because when we look at how
each feature makes the LAS improve individually
(1FEAT), there is no way to say which combina-
tion is going to work the best. Another interesting
conclusion is that it seems like separating the part-
of-speech of prepositions and conjunctions has an
important impact on the dependency parsing re-
sults, at least in the conditions of our experiments.

We believe that this paper opens many perspec-
tives for further experiments. The next step will be
to study whether different levels of dependency re-
lation granularity are affected by the combination
of several features and the analysis of the results
presented in this paper, following the same idea as
presented by Mille et al. (2012). It will also be
interesting to study in depth the effect of differ-
ent feature combinations for specific dependency
relations, taking into account that the results for
a specific dependency relation are deeply affected
by the others that are interacting at the same time.
For this, an automatic analysis of the results could
allow for reaching conclusions that seem out of
reach for the human eye.

A question that remains open is how to com-
pare the effect of different morphological features
on dependency parsing of different languages.
Moreover, another interesting experiment would
be to make use of an automatic morphological-
analyzer/tagger that could show the accuracy pro-
vided by the parser when it does not use gold mor-
phosyntactic tags coming from the treebank.

We could create new CoNLL columns in the
data format, one for each feature, and generate
new feature models; we are actually doing a sim-
ilar thing with the split MaltParser feature specifi-
cation of the FEATS column, but we think that the
features could be explored by the parser in a differ-
ent way.11 Finally, we could also try other parsers
that use different parsing strategies, such as graph-
based parsing (e.g.(McDonald et al., 2005)), other
transition-based parsers (e.g. (Zhang and Clark,
2008; Zhang and Nivre, 2011; Bohnet and Nivre,
2012)), joint systems (e.g (Bohnet and Kuhn,
2012)) or even study the effect of the features in
different algorithms included in MaltParser.

11We did not do it for these experiments because this would
make the use of the current version of MaltOptimizer impos-
sible; however, we are planning to modify the MaltOptimizer
source code in order to make it possible.

21



References
A. Atutxa, E. Agirre, and K. Sarasola. 2012. Con-

tribution of Complex Lexical Information to Solve
Syntactic Ambiguity in Basque. In Proceedings of
COLING, pages 97–114.

M. Ballesteros and J. Nivre. 2012a. MaltOptimizer:
A System for MaltParser Optimization. In Proceed-
ings of the 8th LREC, pages 2757–2763.

M. Ballesteros and J. Nivre. 2012b. MaltOptimizer:
An Optimization Tool for MaltParser. In Proceed-
ings of the System Demonstration Session of the 13th
EACL, pages 58–62.

K. Bengoetxea and K. Gojenola. 2009. Application of
feature propagation to dependency parsing. In Pro-
ceedings of IWPT, pages 142–145.

B. Bohnet and J. Kuhn. 2012. The Best of Both
Worlds - A Graph-based Completion Model for
transition-based parsers. In Proceedings of EACL,
pages 77–87.

B. Bohnet and J. Nivre. 2012. A Transition-Based
System for Joint Part-of-Speech Tagging and La-
beled Non-Projective Dependency Parsing. In Pro-
ceedings of EMNLP-CoNLL, pages 1455–1465.

S. Buchholz and E. Marsi. 2006. CoNLL-X Shared
Task on Multilingual Dependency Parsing. In Pro-
ceedings of CoNLL-06, pages 149–164.

A. Burga, S. Mille, and L. Wanner. 2011. Looking
Behind the Scenes of Syntactic Dependency Cor-
pus Annotation: Towards a Motivated Annotation
Schema of Surface-Syntax in Spanish. In Proceed-
ings of DepLing ’11, pages 104–114.

B. Cowan and M. Collins. 2005. Morphology and
reranking for the statistical parsing of Spanish. In
Proceedings of EMNLP, pages 795–802.

G. Eryigit, J. Nivre, and K. Oflazer. 2008. Depen-
dency parsing of Turkish. Computational Linguis-
tics, 34(3):357–389.

D. Klein and Ch. Manning. 2003. Accurate Unlexi-
calized Parsing. In Proceedings of ACL-03, pages
423–430.

F. Mambrini and M.C. Passarotti. 2012. Will a Parser
Overtake Achilles? First experiments on parsing the
Ancient Greek Dependency Treebank. In Proceed-
ings of the 11th TLT, pages 133–144.

R. McDonald, F. Pereira, K. Ribarov, and J. Hajič.
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S. Kübler, S. Marinov, and E. Marsi. 2007b. Malt-
parser: A Language-Independent System for Data-
Driven Dependency Parsing. Natural Language En-
gineering, 13:95–135.

J. Nivre. 2003. An Efficient Algorithm for Projective
Dependency Parsing. In Proceedings of IWPT-03,
pages 149–160.

R. Schwartz, O. Abend, and A. Rappoport. 2012.
Learnability-based Syntactic Annotation Design. In
Proceedings of COLING 2012, pages 2405–2422.

M. Seraji, B. Megyesi, and J. Nivre. 2012. Depen-
dency parsers for Persian. In Proceedings of 10th
Workshop on Asian Language Resources, COLING
2012, pages 35–44.
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