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Abstract: This doctoral thesis is devoted to linguistic analysis of discourse
relations as one of the aspects of discourse coherence. Discourse relations are
semantic relations holding between propositions in a discourse (discourse argu-
ments). The aim of the thesis is a complex description of discourse relations in
Czech and its application in the annotation scheme of the Prague Dependency
Treebank. The thesis is divided into three parts: The first one is focused on
the theoretical description of discourse relations and on analysis of adequacy of
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Introduction

1.1 Discourse Relations

It is widely acknowledged that discourse (text) is more than a sequence of indi-
vidual pieces of information, more than a succession of utterances. A well-formed
discourse, spoken or written, is a coherent, meaningful whole, and its individual
segments are interconnected by a number of diverse relations.

In this dissertation thesis, we investigate one such aspect of discourse coher-
ence: “discourse relations” or, in other words, semantic relations that connect
discourse segments. This is illustrated by Example (1)! which presents a connec-
tion of three such discourse segments?.

(1) In a Delhi hotel, the Beatles registered under the name of Brown and party.
Reporters later found a Sikh sitar player giving lessons to George Harrison,
while John Lennon was found trying to play a snake-charmer’s flute.

One discourse relation (signaled by the expression later) occurs between the two
sentences and expresses temporal successiveness; another (signaled by the expres-
sion while) occurs intra-sententially, within the second sentence, and indicates
simultaneity:.

We propose a framework for a systematic description of discourse relations and
their ways of expression in Czech, based on observations on written contemporary
texts, predominantly from journalistic domain. Methodologically, we put special
emphasis on corpus processing, formal representation and applicability of the
analysis in natural language processing (NLP). There are two points of departure
for our research: the framework for the description of discourse relations in the
Penn Discourse Treebank 2.0 (PDTB) for English, and the tectogrammatical

! from the BBC Magazine

2 There might be more discourse segments in Example (1), depending on their definition.



1 INTRODUCTION

(deep syntactic and semantic) representation of Czech sentences in the Prague
Dependency Treebank (PDT).

In our study, we first focus on conceptual issues and possibilities of a linguistic
analysis on such a complex level of language description. Then, we propose
a description scheme for discourse relations in Czech and carry out an extensive
analysis on authentic texts. The analysis goes hand in hand with our aim to
design a first corpus of Czech annotated for discourse relations (among other
discourse-related phenomena, like coreference and associative anaphora). The
procedure of the corpus creation is described. In the last part of the thesis,
we discuss the outcomes and contributions of the annotation project, addressing
in particular two topics: (i) mismatches between analyses of sentence structure
and discourse structure and (ii) consequences of presence or absence of discourse
connectives and other discourse-structuring devices in discourse relations.

1.2 Motivation

Coherence and discourse structure are nowadays burning research topics in in-
ternational linguistics. The most elaborated concepts, however, are developed
predominantly for English. English was also the first language to be annotated
for discourse-related phenomena (Carlson et al. 2002). This fact literally in-
vites the speakers of other languages to test and verify such theories on other
languages, possibly typologically very different.

It is not that the Czech linguistics would lack discourse-oriented studies. The
discipline of text linguistics has been forming since 1970’s in Czechoslovakia, cf.
Section 2.3.1. But, so far, neither a Czech (Czechoslovak) nor a foreign approach
to discourse phenomena has been tested systematically and on a large scale on
Czech language material.

These facts open an excellent opportunity to attempt at a systematic de-
scription of discourse phenomena in Czech using authentic texts and methods of
corpus linguistics. The idea suggests itself even more as we already have at our
disposal complex corpus analyses of sentential phenomena (the annotation layers
of the Prague Dependency Treebank, cf. Section 2.2.3).

Also, the topic of this thesis has the advantage to build on the results of our
diploma thesis (Mladova 2008a, in Czech) where we targeted the meeting points
of sentential syntax (and its representation in the Prague treebanks) and relations
in discourse, as a preparatory study for creation of a future annotation scheme
for discourse.
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1.3 Objectives

The starting point for the research in this thesis, and also a common denominator
for all related theories and corpus projects, is the basic question: What makes
a discourse/text coherent? What are the means in a natural language for
connecting pieces of information together and so enabling successful communica-
tion? Can coherence of a discourse be modeled, can it be formalized in any way?
And to what extent?

The main, overall aim of this thesis is to contribute to the general knowledge
about discourse coherence and to find, at least partial, answers to these questions
for Czech. In particular, the research objectives of the thesis are the following:

- to address the conceptual question of a linguistically adequate description for
discourse based on existing frameworks

- to introduce the points of departures for our approach to discourse (The Praguian
Functional Generative Description and its application in Prague corpora and the
Penn Discourse Treebank project)

- to define, delimit and classify discourse relations in Czech, in particular for the
purposes of their formalized representation in a language corpus; and, in this
way, to contribute significantly to a design of the discourse layer of language
description in the PDT

- to document thoroughly the process of creation of the Prague Discourse Tree-

bank 1.0

- to perform a quantitative analysis of the annotation results and put it into
context of the theoretical frame used

- to detect problematic issues in the annotation, interpret them linguistically and
propose a possible solution for their further treatment

The nature of the thesis objectives brings along some limitations which we are
well aware of: First, it is the restrictions we face when working mostly with texts
from a single domain. The language data we use are fairly big (almost 50,000
sentences), taking into consideration what is achievable by the costly manual
annotation, but they are not representative. Therefore we sometimes use also
other corpora to support our claims with evidence from other domains. Still,
most of our findings are necessarily influenced by the convention of language use
in journalism.

Next, the nature of the task of applying a theoretical concept to a large amount
of language data has the consequence that not all phenomena that deserve atten-
tion can be addressed in detail. This is why, once having the annotated treebank
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at our disposal, we had to select only a few subtopics for an in-depth linguistic
analysis. Our selection of these subtopics was motivated by (i) repeatedly occur-
ring inconsistencies in the annotations and by (ii) weak points discovered in the
theoretical concept.

Finally, the task of a large corpus creation is always by its nature a col-
lective work. Even the linguistic concept as an annotation base can hardly be
a deed of a single person (not to mention data management, hundreds of hours
of annotation work, revisions etc.). In this respect, we want to clarify our own
contribution to the linguistic work behind the corpus creation and to the devel-
opment of the corpus itself. The initial idea to draw inspiration from the Penn
Discourse Treebank research team comes from Eva Hajicova who also supervises
the whole project. The role of the author of this thesis in the project was first
to develop an annotation scheme for discourse relations in Czech and then to
lead and coordinate the annotation process (while being one of the annotators).
Some basic decisions on how the Czech annotation scheme for discourse rela-
tions should be shaped were discussed with Eva Hajiové, Sarka Zikanova and
Zuzanna Bedrichova. Later, during the intensive annotation period, the theoreti-
cal issues and annotation feedback were mostly discussed with Pavlina Jinova and
Jiti Mirovsky. Pavlina became the most active and experienced annotator, and
Jit{ was responsible for the annotation tool and data management. The research
reported in this thesis is therefore necessarily influenced by and dependent on the
work of these fellow researchers. We greatly acknowledge all this work and the
support of all the team members during the time of creating this thesis.

1.4 Structure of the Thesis

The thesis has three major parts: the theoretical part (Chapter 2) is devoted
to the notion of discourse relations in general; Chapter 3 describes the linguistic
scheme proposed for annotation of discourse relations in the Prague Discourse
Treebank 1.0 (PDiT 1.0) and the process of the annotation. In Chapter 4, we
report on the annotation results and analyze the annotated material in various
aspects.

In Chapter 2, we first define the basic terms used in our research (Section
2.1). In Section 2.2, we introduce the theoretical background, methodology and
describe the Prague Dependency Treebank as the main resource of Czech mate-
rial analyzed. Section 2.3 reviews Czech and international linguistic approaches
to analyzing discourse structure and coherence and offers an overview of the
state-of-the-art discourse annotation projects. In Section 2.4, we address general
theoretical and methodological issues in discourse analysis stemming from the
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frameworks introduced earlier; we describe basic linguistic properties of discourse
relations and discuss their possible ways of treatment in the intended corpus-
oriented analysis.

In Chapter 3, we first outline the two fundamental decisions underlying the
creation of the Prague Discourse Treebank — inspiration by the Penn Discourse
Treebank and annotating discourse relations on top of syntactic trees (Section
3.1). Section 3.2 describes the technicalities: the data representation and format,
the annotation tool and the interface for treebank querying. Section 3.3 takes
a closer look at the annotation procedure itself. In Sections 3.4 to 3.7, a detailed
characteristics of the annotation of discourse connectives, discourse arguments,
discourse relations and other discourse-related phenomena is presented. Section
3.8 gives an overview of post-annotation checking procedures and offers an eval-
uation of annotation consistency.

Chapter 4 is divided into three parts: Section 4.1 offers a detailed corpus
statistics for all annotated phenomena. In Section 4.2, we analyze in detail one
of the most apparent source of annotation inconsistencies — the places where the
syntactic structure and the discourse structure clash, mainly in terms of discourse
unit delimitation and location. Finally, Section 4.3 explores a possible analysis
extension on the basis of our experience so far: the topic of implicit discourse
relations.

Chapter 5 summarizes the findings of the previous chapters and the contri-
butions of the thesis.






Theory and Methodology

2.1 Key Terms

In this section, we provide definitions of the basic notions used in this thesis.
Their detailed characteristics follows later on, in Chapter 3.

2.1.1 Text and Discourse

The terms of text and discourse are broad concepts that have undergone a di-
verse development in different times, areas and scientific disciplines. To avoid
terminology confusion, we offer here a brief overview of the development of both
terms in text-/discourse-oriented linguistic research and specify the way these
terms will be further used in this thesis.

European linguistic schools in general prefer to use the term text to discourse,
following W. Dressler’s concept of Textlinguistik established as a discipline in
the seventies of the last century (Dressler 1972; de Beaugrande and Dressler
1981). So does the British Hallidayan school (Halliday and Hasan 1976). The
Czech linguistic tradition follows the European one; the field of our interest is
established in the Czech linguistic community primarily as textovd lingvistika
(text linguistics).

On the other hand, American and America-inspired linguistic schools work
predominantly with the term discourse. In general, in English written linguistic
research, we speak nowadays about the “structure of sentence and discourse”,
about “discourse and dialog”, about “spoken and written discourses”. The term
discourse is problematic in Czech partly because of its various translation pos-
sibilities connected to other meanings (diskurz, text, promluva, jazykovy projev),
partly due to its generally ambiguous nature. Discourse was until recently mostly
associated with the interdisciplinary approach of CDA — critical discourse analy-
sis (e.g. Fairclough 1989) or even as a term from other disciplines, like sociology
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and literary science (Foucault, Bachtin etc.). In linguistics, it is mostly related
to stylistics.

There are various studies distinguishing the properties of texts from the properties
of discourses in different approaches (cf. Schiffrin 1994, p. 21 or Tarnyikova
2002, p. 19). With the exception of the mentioned geographical difference, the
notions of text and discourse vary in different approaches in many aspects: text
is sometimes treated as written communication, an artefact whereas discourse is
spoken communication. Also, text can be treated as a static concept (a product)
whereas discourse is a dynamic concept (the process of text creation).

In this thesis, the diverse interpretations of both terms are disregarded and
both terms are used as synonyms, with the preference of the term discourse. One
of the main sources of inspiration comes from the University of Pennsylvania
and the Penn Discourse Treebank project (Prasad et al. 2008), so adopting its
English terminology has appeared not only as a convenient, but even a necessary
decision.

Discourse is in our approach understood as a written or spoken form of com-
munication, as a unit of communication which consists of one or more utter-
ances, it is coherent and comprehensible. When we speak about text, we mainly
refer to the actual corpus texts we conduct our research on. Also, we use the
well-established complex expressions like discourse relations, discourse structure,
discourse units and discourse connectives on one hand, but we do not avoid ex-
pressions like text segment, textual coreference and similar expressions.

2.1.2 Coherence and Cohesion

The terms coherence and cohesion of a discourse are often used inconsistently in
linguistic literature. In some approaches, the two terms are used as synonyms (e.g.
Hrbacek 1994, p. 9). But mostly, coherence refers to semantic interconnectedness
of a text whereas cohesion is the demonstration of coherence on the surface, at
the level of language expressions (Danes et al. 1987, p. 633). The terminological
heterogeneity of these terms is thoroughly discussed e.g. by Hoffmannova (1993).

In this work, we accept the latter view: coherence is in our approach un-
derstood as the semantic interconnectedness and consistency of a discourse. In
terms of reception, coherence is a necessary prerequisite for the recipient’s ability
to assign meaning (intended by the author) to a sequence of text units.

2.1.3 Aspects of Discourse Coherence

There are many factors that participate in creating discourse coherence. Accord-
ing to Czech grammar books (cf. Danes et al. 1987, p. 685), each discourse unit
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contains at least one element that connects it with the surrounding discourse
units. The Hallidayan school, for instance, distinguishes five aspects (conjunc-
tions, reference, substitution, ellipsis, lexical cohesion) that together organize
a text as a neatly woven “texture” (Halliday and Hasan 1976, p. 2). Ten years
later, Grosz and Sidner speak about three structures in a discourse that are in
mutual relationship: linguistic structure, intentional structure, attentional state
(Grosz and Sidner 1986, p. 177).

It is beyond the scope of this thesis to offer a detailed account of all aspects
of discourse coherence. We have drafted the possible ways of discourse analysis
earlier (cf. Mladova 2008a, pp. 26-28) and in terms of corpus annotation, we
have listed the different “layers” of discourse analysis that are now available in
our 2014 study (Poldkova 2014, pp. 246-248)'. However, having pointed out the
variety of ways of discourse analysis should put the role of analysis of discourse
relations into context of the general account of discourse coherence.

2.1.4 Discourse Relations

The expression discourse relations has two interpretations. The broader one,
where discourse is roughly equal to text (as explained above), refers to all relations
that can be found in a discourse, including coreferential and associative relations
(bridging), thematic structure etc.

In its narrower sense, the term discourse relations covers only such type of
coherence relations that express a semantic connection between two discourse
segments, often anchored by an explicit operator (a discourse connective or some
alternative of it).?

! The most prominent analyses concern: referential structure, associative links (bridging),
discourse relations, rhetorical structure, temporal structure, intentional structure, the-
matic structure, graphical and phonological structure. We also put emphasis on the fact
that determining the so-called “pragmatic” aspects of discourse analysis is not easy, mainly
because there are multiple views on what this domain actually includes: it can be inten-
tional structure of a discourse, communicative functions, speech act analysis, the so-called
pragmatic discourse relations, subjectivity, inferences, presuppositions etc.

Even here, the terminological diversity of the subject is high. In different approaches,
these relations are called: coherence relations (e.g. Hobbs 1979; Kehler 2002), rhetorical
relations (Rhetorical Structure Theory (Mann and Thompson 1988), Segmented Discourse
Representation Theory (Asher and Lascarides 2003)), conjunctive relations (Martin 1992;
Stede 2008), informational coherence relations (Wolf and Gibson 2005), discourse relations
(Miltsakaki et al. 2004) and so on. In the Czech terminology, for instance, the terms used
are “mezivypovédni vztahy obsahové sémantické” or “vztahy rematické” (Hrbécek 1994, p.
52).
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In accordance with the Penn Discourse Treebank terminology, we use this term
in the narrower sense. For the broader sense, to avoid ambiguity, we prefer to
use the terms coherence relations or relations in a discourse.

2.1.5 Discourse Connectives

Language expressions whose function is to connect pieces of text into a meaning-
ful whole are called discourse connectives (henceforth also DCs)?. This category
includes devices operating both between sentences and within them, cf. [later
and while in Example (1) above for the two respective cases. Also here, following
the PDTB, we define a discourse connective as a predicate of a binary relation
that takes two discourse units (mainly clauses or sentences?) as its arguments,
cf. Webber et al. (1999). A DC combines these units to larger ones, signal-
ing a semantic relation between them. In the Prague annotation scenario, most
of the connectives are morphologically inflexible and they usually do not act as
grammatical constituents of a sentence. Like sentence modality markers, they
are “above” or “outside” the proposition. DCs are represented by coordinat-
ing conjunctions (e.g. and, but), some subordinators (e.g. because, if, while),
some particles (e.g. also, only) and sentence adverbials (e.g. afterwards), and
marginally also by some other parts-of-speech — mainly in case of fixed compound
connectives like in other words or on the contrary.

2.1.6 Discourse Arguments

The two discourse units building a discourse relation are referred to as discourse
arguments. Semantically, they are text spans expressing a certain proposition®
(an action, a state, an event, etc.). Asher (1993) calls them abstract objects and
offers a detailed classification of them (Asher 1993, p. 1).

Syntactically, a discourse argument can be any possible representation of an
abstract object. The most typical discourse argument is a single clause with
a finite verb; it may be also a connection of clauses, a (compound) sentence, but
also participial and infinitive constructions and nominalizations.

3 Other terms are e.g.: discourse cues, cue phrases, discourse markers etc. The term dis-
course markers is, nevertheless, in our approach a wider concept: we treat discourse con-
nectives as a subset of discourse markers.

4 Throughout this thesis, a clause denotes a structure with a single predication (“véta
jednoduchd”) whereas sentence is understood as a structure “from full stop to full stop”,
consisting of one or more clauses.

5 We further use the term proposition in a linguistic sense for an elementary predicate struc-
ture in a natural language, not in sense of propositional logic.
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2.1.7 Semantic Types

For the semantic categories of discourse relations, we use the term semantic types.
This differs from the PDTB terminology where the term discourse senses is used.
In the present thesis, we only speak about senses when referring to the PDTB
annotation scheme and categories. We haven’t adopted the PDTB term sense in
this particular case because it is used with a different interpretation in the FGD
tradition, cf. Section 2.2.2.

Other terms used in this thesis, mainly concerning the tectogrammatical ana-
lysis of the Prague Dependency Treebank, are introduced gradually, as they ap-
pear in the text.

2.1.8 Typographical Conventions

Throughout the thesis, we use the following typographical conventions: Examples
with no annotation are printed in italics. In annotated examples, Argument 1 of
a discourse relation is printed in italics, Argument 2 is in bold.® The discourse
connective (or its alternative) is underlined, cf. Example (2).

(2) Pripravu jsem mél vseho druhu. Tteba pri rozvozu jsem denné prenesl
péknych par tun na zadech.

I had training of all kinds. For example during deliveries, I daily moved
the weight of a good few tons on my back.

Unless stated otherwise, the examples come from the Prague Dependency Tree-
bank. Artificially constructed examples are marked “LP”. The English transla-
tions of authentic Czech examples are often influenced by the translation limits.
Due to the language differences, some of the translations are the nearest possi-
ble approximations to the Czech originals. Consequently, we do not use literal
translations of the Czech examples; we only provide literal translations for every
case where it is crucial to the understanding.

6 Be aware of the different strategy in naming the arguments in different corpora, cf. Section
3.5.3.
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2.2 Approaches, Methods and Data

In this section, we introduce the basic features of the theoretical and methodo-
logical background of our research and characterize the data we carry out our
analysis on. Specific starting points for our research within these frameworks are
discussed separately in Section 3.1.

2.2.1 Functional Generative Description

The Functional Generative Description (FGD) is a formal framework for natural
language description proposed in the 1960’s by Petr Sgall and further developed
by him and his group (Sgall 1967, Sgall et al. 1969, 1986, Panevova 1980). Tt
is based on the Prague functional and structural linguistic tradition. Its main
features are the stratificational approach to language description, the use of
dependency syntax with the notion of verb’s valency and the inclusion of
the description of the information structure (topic-focus articulation) into
the analysis of a sentence. In the FGD framework, the center of the sentence is
the predicate verb; other sentence constituents including the subject are directly
or indirectly dependent on it. In accordance with the stratificational approach
in FGD, there are several levels of language description, the lowest one being
the level of form, corresponding to the surface manifestation of the sentence, and
the highest one corresponding to the level of linguistic meaning. The units of
neighboring levels are in the relation of form and function: a linguistic form on
a lower level of description represents a specific function of a higher level.

In the application of FGD for the scenario of the Prague treebanks, there
are four layers, a layer of the tokenized text (w-layer — word layer) and three
annotation layers. The lowest annotation layer is the morphological layer (m-
layer), the next one, analytical layer (a-layer) corresponds to surface syntax, and
the highest level of annotation, which represents underlying syntactic structure
and semantic relations in a sentence, is called the tectogrammatical layer (t-layer).
The a-layer and the t-layer contain records of sentences as tree structures. The
annotation planes are interconnected; from higher ones there are links to lower
ones and, at the same time, a piece of information assigned “lower” is projected
up to the higher layer. So, in a tectogrammatical tree structure, information on
morphological categories assigned to a certain language unit on the morphological
layer is retained.

12
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2.2.2 The Concept of Discourse in the FGD Framework

Based on the previous section, we now define the concept of discourse in the
Functional Generative Description. Discourse in FGD is the use of a language
as a system in the process of communication; a discourse is thus understood
as a sequence of utterances (“sled vypovédnich udalosti”). The sense (“smysl”)
of an utterance consists of the meaning (“vyznam”) of the sentence as a language
unit with a specification of the reference of all its referring units (Sgall et al.
1986, p. 17). This implies that discourse relations cannot be understood as some
“grammar of the text”, it is rather a broader term: discourse is an interconnected
network of syntactic, semantic and pragmatic relations.

A question arises whether to speak in the FGD about another level of lan-
guage description, the level of discourse. It would build a superstructure above
the underlying syntactic (tectogrammatical) level. The concept of forms and
functions in stratificational approach of FGD would certainly enable the under-
standing of a clause (a form at the syntactic level of description) as a unit, whose
function is reflected at the level of discourse. The levels of description would
thus remain intertwined. What is problematic, however, is that a correct in-
terpretation of discourse or even of its individual parts needs more information
than a detailed description and linking language levels. It is necessary to take
into account extra-linguistic reality, not only the language context, but also the
situational one. A “step aside” from the stratification system of language de-
scription needs to be made. One should start with the assumption that certain
relations in discourse are close to the systematic language description and there
are certain patterns and regularities to be investigated. The final understanding
of a discourse is, nevertheless, dependent on its anchoring in the communication
process, which itself is unique and unrepeatable.

The representation of discourse-related phenomena in Prague treebanks is an
extension of the tectogrammatical (underlying syntactic) sentence level. It is
neither a separate level “above” the sentential one nor does it belong to it. It is
a solely practical decision to annotate discourse (and for that matter, coreference
and bridging relations) on the tectogrammatical tree structures. We should keep
in mind that theoretically we want to hold apart the underlying representation of
a sentence (i.e. tectogrammatics = syntactico-semantic analysis including topic-
focus articulation) and the phenomena “beyond the sentence boundary”. And,
from the top-down perspective, we do not want to build a new, uniform layer of
systematic language description for discourse, since, as already stated, discourse-
level phenomena stand “a step aside” from the stratal language system.

13
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2.2.3 The Prague Dependency Treebank

The Prague Dependency Treebank (PDT) is a project of the team of researchers
from the Institute of Formal and Applied Linguistics (UFAL), initiated in 1995.
It is a language resource of Czech journalistic texts (two dailies, an economic
weekly and a weekly scientific journal”) containing approx. 2 million tokens taken
over from the Czech National Corpus (CNC). The PDT texts are provided with
complex and interlinked annotations of morphology, surface syntax, underlying
syntax and semantics (approx. 50 000 sentences, i.e. 0.8 million tokens are anno-
tated on all layers), but also some coreference relations, information structure of
a sentence, annotation of named entities etc. are represented. The treebank, or
more precisely the 0.8 million tokens annotated on three levels so far, are being
continuously updated and enriched by manual annotations of different linguistic
phenomena.

For the purposes of this work, we further describe the basic features of the
tectogrammatical representation (TR).

2.2.4 Tectogrammatical Representation

In the PDT, the underlying sentence structure and semantics is represented on
the so-called tectogrammatical level by a tree structure, cf. Figure 2.1. A tec-
togrammatical tree consists of tectogrammatical nodes (t-nodes) and edges. The
t-nodes represent content words; function words (prepositions, auxiliary verbs,
etc.) are represented as attribute values. Also, t-nodes can be newly added to
the structure, e.g. a t-node representing a pro-dropped subject or other elided
element in reconstructed elliptical constructions. The edges between t-nodes
typically express dependency, i.e. they represent the relation between a gov-
erning and a dependent node. The semantic type of this relation is a property
(attribute) of the edge. However, in the tree representation, it is reflected as
one of the most important attributes of the dependent node. This attribute is
called the tectogrammatical functor (syntactico-semantic label). There are also
auxiliary, non-dependency edges in the tectogrammatical representation: they
indicate other types of relation — coordinate structures, other specific syntactic
functions or they are of technical nature.

7 (Lidové Noviny, Mlad4 fronta Dnes, Ceskomoravsky profit, Vesmir)
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The tectogrammatical tree structures capture the following aspects of sentences:

syntactic and semantic dependencies

« syntactic/lexical derivation (t-lemmas)

o fine-grained morphological information

e coordination, apposition, parenthesis

o valency

« information structure (topic-focus articulation)

o grammatical and textual coreference

ellipsis restoration

According to the concept of valency in FGD, the verb complements can be divided
into two groups: actants (or inner participants) and free modifications. Actants
are assigned according to the valency frame of the verb; unless coordinated, each
actant can appear in the valency frame of the given verb only once. There are
five types of actants, represented by the following functors: ACT — actor, PAT
— patient, EFF — effect, ADDR — addressee, ORIG — origin. The semantic scale
of the free modifications is wide (functors of time, space, direction, manner,
causality, etc.). More free modifications of the same type can be assigned to
a single verb without coordination.

Further, there are several subgroups of tectogrammatical functors particularly
important for the purposes of this work. They are the functors for the meanings
of coordinate structures (thus, not describing a type of syntactic dependency
but a relation between coordinated items), the functor for conjunction modifiers
(CM), functors for expressing attitude of the author towards the content (ATT),
functor for modal characteristics (MOD) and the functor for reference to the
preceding context (PREC).8

Figure 2.1 presents a tectogrammatical tree structure for the sentence in Ex-
ample (3). The technical root of the tree is displayed in the upper left corner.
The effective root of the tree is the conjunction a (and) connecting (with non-
dependency edges) two main clauses governed by the verbs myslit (to think) and
tesit se (to look forward). Their common (pro-dropped) subject jd (I) is repre-
sented by a single generated node with the t-lemma substitute #PersPron. The
dependent clause introduced by the verb byt (to be) is connected to its governing
clause by a dependency edge with the functor EFF.

8 For a detailed classification of functors cf. Mikulové et al. 2006.
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root

[and]
CONJ

#PersPron myslit fééit_se

ACT [to_think] J[to_look_forward]
PRED ‘PRED
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[to_be] [it] [already]
IEFF PAT RHEM
ten vystup
[it]  [climb]
ACT PAT

naroény

[difficult]

RSTR \
technicky  velice

[technical]  [very]
REG EXT

Figure 2.1: A tectogrammatical tree structure

(3) Myslim, Ze je to velice technicky ndaroény vistup, a uz se na to tésim.

I think it is technically a very difficult climb, and I'm already looking forward
to it.

In our discourse-oriented research, the tectogrammatical analysis is particularly
useful for its concept of syntactic dependency and coordination. Also, the semantico-
syntactic labeling and certain nodes representing connecting expressions and are
potentially relevant for analysis of discourse relations. The advantages of the

tectogrammatical analysis for analysis of discourse are discussed thoroughly in
Section 3.1.2.

2.2.5 Data versions: The Prague Discourse Treebank 1.0
and The Prague Dependency Treebank 3.0

The Prague Discourse Treebank 1.0 is a result of a subproject of the research

group concerned with linguistic phenomena “beyond the sentence boundary”. It

contains the same texts as the PDT. For the PDiT 1.0, the existing tectogram-
matical annotations of the version PDT 2.5 (Bejcek et al. 2011) were taken as
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a base. A new annotation layer, portraying (i) discourse relations, their con-
nectives, arguments and semantic types and (ii) relations of extended textual
coreference and bridging relations were added, resulting in The Prague Discourse
Treebank 1.0. It was released in November 2012 (Poldkova et al. 2012¢, Polakova
et al. 2013). Later on, the discourse-related annotations were updated and ex-
tended for the PDT 3.0 release, which is, up to the present, the newest version
publicly available (Bejéek et al. 2013, Mikulova et al. 2013)?. Both projects
have also detailed web documentation.'® Table 2.1 sums up and compares the
discourse-related annotations present in the two treebank versions.

The work reported in the present thesis is a result of research spanning over
several years. In our research, we first worked with the unpublished annotated
material, then with The Prague Discourse Treebank (PDiT 1.0) and finally with
the most updated version, the PDT 3.0. This is why we mostly report numbers
for both treebanks, if both were available at the time of the research.

9 Both treebanks can be downloaded from the LINDAT-Clarin  Reposi-
tory: http://hdl.handle.net/11858,/00-097C-0000-0008-E130-A  (PDiT 1.0) and
http://hdl.handle.net/11858,/00-097C-0000-0023-1AAF-3 (PDT 3.0).

10 see http://ufal.mff.cuni.cz/pdit and http://ufal.mff.cuni.cz/pdt3.0/
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phenomenon PDiT 1.0 PDT 3.0
DISCOURSE RELATIONS

explicit discourse relations yes yes — updated
- explicit connectives yes yes — updated
- semantic types yes yes — updated
list structures yes yes — updated
headings yes yes — updated
captions yes yes — updated
metatexts yes yes — updated
alternative lexicalizations no preliminary
genres no yes
COREFERENCE and BRIDGING

grammatical coreference yes yes
textual coreference (extended) yes yes — updated
coreference of pronouns of 15t and 2™ person no yes
bridging relations yes yes — updated

Table 2.1: Discourse-related phenomena annotated in the PDiT 1.0 and in
the PDT 3.0

2.3 Related Research

In this section, we first describe important work in the area of text studies in the
Czech linguistics. Subsequently, we introduce influential approaches to discourse
structure and coherence in international linguistics. Given the rich number and
diversity of the international approaches, frameworks and studies, we have to
be very selective and focus on those most relevant for this thesis. They are the
Rhetorical Structure Theory (RST) and the Penn Discourse Treebank (PDTB)
lexical approach. We focus on these ways of discourse analysis because they sub-
stantially influenced the development of views on analyzing discourse in general,
and because they were implemented by corpus methods on authentic texts.

Other influential studies and frameworks regarding discourse analysis were not
entirely omitted: some were mentioned earlier in Section 2.1 and some appear
further on relevant places throughout the thesis.
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2.3.1 Discourse in Czech Linguistics

In the Czech linguistic tradition, the first studies relating to some aspect of
discourse appear long before the establishment of text linguistics as a separate
discipline. In principle, it is research concerned with the structuring of given
and new information, first within a sentence, later also in discourses. Of interna-
tional importance is the work of V. Mathesius and the Prague Linguistic Circle,
mainly the contrastive studies on word order and the information structure of
a sentence, which is determined by both syntactic properties of the language and
by contextual relations (Mathesius 1939, 1943). The early findings were later
extended in Brno by J. Firbas and his notion of functional sentence perspective
(Firbas 1974) and in Prague by P. Sgall and E. Hajicova’s studies on topic-focus
articulation (Sgall et al. 1973, Sgall et al. 1986) and the related notion of text
topics and salience (Hajicova 1993). F. Dane$ explores thematic progressions
(tematické posloupnosti) in a text (1968) and analyzes in-depth phenomena on
the border of syntax and discourse structure (1985).

A different viewpoint on discourse phenomena is represented by the develop-
ment of stylistics, one branch of which also has roots in the Prague structuralist
school; it emphasizes the functions of communication. K. Hausenblas (1964,
1971) proposes a detailed classification of discourses, their ways of construction
and communicative functions.

A systematic account of the so-called “hypersyntax”; along with a first com-
plex proposal of discourse-related terminology, is offered by J. Hrbacek (1994).

There are, of course, a number of other Czech linguists contributing to dis-
course topics from various perspectives, J. Kofensky (1992), J. Tarnyikova (2002)
and P. Saldova (2002) to name but a few. Yet, longtime attention has been paid
to one specific area: to discourse connectives and other discourse markers. These
expressions have been in the focus of attention in the studies of J. Hoffmannova
(mainly 1983 and 1984) where the ability of the connective expressions to fulfill
different functions and their relation to unexpressed contents and pragmatic uses
are highlighted. Further contributions, mainly to the definition of the category
or individual case studies are offered by F. Danes (1985), P. Adamec (1995),
I. Kolarova (1998, 2002), Z. Bedfichova (2008), P. Jinova (2011); in Slovak lin-
guistics especially by J. Mistrik (e.g. 1975). One of the most in-depth studies
on discourse connectives is given in the monograph of O. Pesek (2011), which
targets an argumentative subgroup in Czech and in French.

19



2 THEORY AND METHODOLOGY

2.3.2 Discourse on the International Scene

In a nutshell, the leading approaches in discourse analysis, which focus on corpus
and/or computational processing, access the issue from two main perspectives:
the so-called “global” and “local” discourse structure modeling. In other words,
the former approaches access discourse phenomena from the top, representing
a whole document as a single connected structure (also referred to as a “deep”
discourse parsing), and the latter ones access discourse phenomena from the syn-
tactic perspective, looking for similar patterns in discourse (“shallow” discourse
parsing). The project this thesis is concerned with, the Prague Discourse Tree-
bank (PDiT 1.0), belongs to the latter perspective.

The most influential frameworks among the former are the Rhetorical Struc-
ture Theory (RST, Mann and Thompson 1988), the Discourse Graphbank (Wolf
et al. 2005) and the Segmented Discourse Representation Theory (SDRT, Asher
and Lascarides 2003).

The latter, “local” direction of discourse analysis is best represented by the
lexically grounded approach of the Penn Discourse Treebank (for English, PDTB,
Prasad et al. 2008), which accesses discourse relations in the first place by search-
ing for their lexical anchors — discourse connectives. It also does not make any
claims about the shape of the overall discourse structure.

In the following paragraphs, we will describe the RST and the PDTB ways
of discourse analysis. We briefly characterize their starting points and describe
their contributions to acquisition of linguistic knowledge from annotated data
as well as to automatic processing. Also, the following introduction opens some
general issues one encounters while developing such a theory. We discuss these
issues in the last part of this section and we point out what lessons can (or must)
be learned from the previous research.!!

2.3.2.1 Rhetorical Structure Theory

The Rhetorical Structure Theory was originally developed by Bill Mann, Sandra
Thompson and Christian Matthiessen at the University of Southern California
in the eighties (Mann and Thompson 1988) with the intention to model text
coherence in order to study computer-based text generation. The main principle
of RST is the assumption that coherent texts consist of minimal units, which
are linked to each other, recursively, through rhetorical relations and that coher-

1 We do not pay special attention to the Segmented Discourse Theory in this section, even
though it certainly deserves to be mentioned. We have already offered a detailed description
of this theory and also an analysis of a Czech text within this framework in our diploma
thesis (Mladova 2008a, pp. 33—40).
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ent texts do not exhibit gaps or non-sequiturs (Taboada and Mann 2006). The
RST, as a linguistic theory nonetheless independent of its computational uses,
represents the whole text document as a single interconnected structure. Basic
features of these structures are the rhetorical relations'? between two textual units
(smaller or larger blocks that are in the vast majority of cases adjacent) and the
notion of nuclearity. For the classification of RST rhetorical relations, a set of
labels was developed, which originally contained 24 relations, but the authors
themselves add that it is an open set “susceptible to extension and modification
for the purposes of particular genres and cultural styles” (Mann and Thompson
1988, p. 250). The type of a rhetorical relation is defined with respect to the
author’s intended effect on the reader together with the application of the princi-
ples of nuclearity (cf. Footnote 14). The nuclearity in RST roughly corresponds
to the subordinate and coordinate syntactic relations in a language (Matthiessen
and Thompson 1988). Nucleus is the one of the two connected text spans that
represents more essential information for the text’s purpose. (That means, from
the syntactic viewpoint it is in principle the main, governing clause.) The other
text unit, which brings rather background or supplementary information, is called
the satellite. So, for instance, if a claim is followed by an evidence for the claim
in the RST analysis, the relation will be labeled Evidence with the claim as a nu-
cleus and the evidence for the claim as a satellite, cf. Example (4) from an online
RST analysis.

(4) Darwin is a geologist. [claim = nucleus] His work contributed significantly
to the field. [evidence = satellite]

However, multi-nuclear relations also can be found, e. g. Contrast or temporal
Sequence, cf. Example (5) from the same source.

(5) One agent pointed to a massive chandelier [nucleus] and asked, “What would
you call that in England? [nucleus]

Both for nucleus and satellite, there can be pragmatic constraints on their real-
ization that help define the relation holding between them.'* Another important
component of RST is the hierarchical organization of text units: rhetorical rela-
tions may enter recursively into new relations.

12 also referred to as coherence relations or discourse relations in other theories
13 http:/ /www.sfu.ca/rst /pdfs/rst-analyses-all.pdf

14 An example, again on the relation Evidence: the constraint on nucleus (N) is that the
reader might not believe the N to a degree satisfactory to the writer. The constraint on
satellite (S) is that the reader believes S or finds it credible. Hence, the constraint on
both N and S, and so the definition of the relation itself, is that reader’s comprehending S
increases reader’s belief of N.
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All these features, the text units, the rhetorical relations between two adjacent
units, the nuclearity principle and the recursion make it possible to represent
a text document as a single tree-like structure.

The RST itself, as one of the first thorough attempts in modeling coherence
relations, has gained great attention. Since its very beginning, there have been
lots of reactions, it was further developed and tested, language corpora were built
with RST-like discourse annotation (for instance, for English on a portion of an
American business weekly Wall Street Journal — under the name RST Treebank
(Carlson et al. 2002); for German the Potsdam Commentary Corpus (Stede
2004, Stede and Neumann 2014)). Also, in some of its theoretical claims, it was
repeatedly opposed. The authors themselves decided to sum up the discussions
twenty years later in two overview articles, one about the theory itself (Taboada
and Mann 2006a), second about the applications inspired by the RST (Taboada
and Mann 2006b).

2.3.2.2 The Penn Discourse Treebank

Since 1998, B. Webber and A. Joshi and their research team at University of
Pennsylvania have been developing a lexically based model of discourse. Their
analysis of discourse relations consists primarily in finding and analyzing lexi-
cal cues of discourse coherence as “anchors” of discourse relations. Such a cue,
a discourse connective, is defined as a discourse-level predicate opening positions
for two discourse arguments (two propositions, events, situations), cf. Webber et
al. (1999). In the Penn Discourse Treebank annotation scheme, discourse con-
nectives include coordinating conjunctions (apart from those coordinating mere
sentence participants like “mum and dad”), subordinating conjunctions and dis-
course adverbials. A given set of approx. 100 types of discourse connectives was
then manually annotated on the English texts of the business daily Wall Street
Journal (henceforth WSJ).

Apart from connectives, the two discourse arguments of a discourse relation
(and their extent) and the semantic type (sense) of a discourse annotation were
annotated. Discourse arguments in the Penn Discourse Treebank are outlined
as linguistic realizations of abstract objects (Asher 1993), prototypically predica-
tions with finite verbs, but also gerunds and nominalizations. As a convention,
the argument containing the connective is marked as Argument 2, the other as
Argument 1, disregarding its location.

For ascribing semantic categories to single discourse connectives in a context,
a set of 30 semantic labels was developed, organized in a three-level hierarchy, cf.
Figure 2.2 (Prasad et al. 2007). On the most general level, the class level, there
are four semantic categories: TEMPORAL, CONTINGENCY, COMPARISON
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Figure 2.2: The PDTB sense label hierarchy

and EXPANSION. On the second level, the type level, there are further 16 cat-
egories (types) and on the third, most fine-grained level, some of the types are
further sub-classified into subtypes.

In 2004, the first version of Penn Discourse Treebank was released (Miltsakaki et
al. 2004). The second release of the PDTB four years later includes annotation
of the ca. 49,000 sentences of the WSJ part of the Penn Treebank (PDTB 2.0,
Prasad et al. 2008).
been annotated in this version, mainly implicit relations and connectives and

Apart from explicit connectives, other phenomena have

attribution.

(i) Implicit connectives: discourse relations that are not realized by explicit
DCs must be inferred by the reader. “In the PDTB, such inferred relations are
annotated by inserting a connective expression called an “Implicit” connective
(Prasad et al. 2008).
connectives were inserted into slots between two adjacent sentences, with the

that best expresses the inferred relation.” The implicit

exception of paragraph boundaries. Where no appropriate implicit connective
could be provided, the annotators could use three distinct labels (Prasad et al.
2008, p. 2963):

“AltLex” (alternative lexicalization of a connective) was used for cases where
the insertion of an implicit connective would lead to a redundancy since the
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relation is signaled by some non-connective expression (cf. Example (6) from the
PDTB).

(6) Ms. Bartlett’s previous work, which earned her an international reputation
in the non-horticultural art world, often took gardens as its nominal subject.
AltLex: Mayhap this metaphorical connection made the BPC Fine
Arts Committee think she had a literal green thumb.

“EntRel” (entity-based relation): was used for cases where only an entity based
coherence relation could be perceived between the sentences (cf. Example (7)
from the PDTB):

(7) Hale Milgrim, 41 years old, senior vice president, marketing at Elecktra
Entertainment Inc., was named president of Capitol Records Inc., a unit
of this entertainment concern. EntRel: Mr. Milgrim succeeds David
Berman, who resigned last month.

Finally, “NoRel” (no relation) was used for cases where no discourse relation or
entity-based relation could be perceived between the sentences (cf. Example (8)
from the PDTB):

(8) Jacobs is an international engineering and construction concern. NoRel
Total capital investment at the site could be as much as $400
million, according to Intel”

(ii) Attribution, in the PDTB terms, is “attributing beliefs and assertions ex-
pressed in text to the agent(s) holding or making them” (Prasad et al. 2007,
p. 40), cf. Example (9) from the PDTB. In this example, the attribution clause
is highlighted in bold, whereas the attributed content, in this case a direct speech,
is highlighted in italics. A closer description of the annotation of attribution fol-
lows in Section 4.2.1.

(9) “When the airline information came through, it cracked every model we had
for the marketplace,” said a managing director at one of the largest
program-trading firms.

The PDTB-style connective/argument analysis has become very popular, also
because such an analysis requires less interpretation and pragmatic inference than
the RST analysis. The PDTB authors also claim that their approach is theory-
neutral, independent from any syntactic theory, and as such can be transferred
to other languages.
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2.3 RELATED RESEARCH

2.3.3 Recent Discourse Annotation Projects

In this section, we give an overview of annotation projects portraying discourse

relations. First, we list corpora for English (arisen from different perspectives),
and then corpora for languages different than English. The latter are mostly

projects finished in recent years or running projects, and they nicely illustrate

how the general interest in discourse-annotated language resources increases in

the field of corpus and computational linguistics:

Discourse-annotated corpora for English:

The RST-Treebank (Carlson et al. 2002)

Discourse Graphbank (Wolf et al. 2005)

The Penn Discourse Treebank 2.0 (Prasad et al. 2008)

The BioDiscourse Relation Bank (BioDRB, Prasad et al. 2011)
RST Signalling Corpus (Das et al. 2015)

Discourse-annotated corpora for languages other than English. Most of them

follow in some way or another the annotation principles introduced by the PDTB
team (Prasad et al. 2008):

Hindi Discourse Relation Bank (HDRB, Kolachina et al. 2012,
Oza et al. 2009).

The Leeds Arabic Discourse Treebank (Al-Saif and Markert 2010)
PDTB-style annotation of Chinese (Zhou and Xue 2012)
Turkish Discourse Bank (Zeyrek et al. 2010)

LUNA: PDTB-style annotation of Italian spoken dialogs
(Tonelli et al. 2010)

Potsdam Commentary Corpus (Stede 2004, Stede and Neumann 2014)
— German

French Discourse Treebank (Danlos et al. 2012)

Tuba-D/Z Treebank (Gastel et al. 2011, Versley and Gastel 2013)

— German
AnnoDis (Afantenos et al. 2012) — French
RST Basque Treebank (Iruskieta et al. 2013)
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2 THEORY AND METHODOLOGY

2.4 Theoretical Issues in Discourse Processing

There are many theoretical issues in conception possibilities of discourse process-
ing arisen from the existing projects and their trickier parts. Tracking the existing
discussions offers useful ideas of what can be achieved when developing a the-
ory for discourse analysis or a corpus tagged for discourse phenomena, and also,
what are the possible risks. The most important is naturally the purpose of the
intended analysis — a strictly formal account would differ from a corpus-driven
study or from a scenario for an annotation project.

The basic question how to represent discourse structure can be decomposed
to smaller sub-questions. They are the basic ones and they must be answered
in any discourse theory: What is a discourse-level unit? How the discourse-
level units are connected, i.e. what is the nature of the discourse (coherence)
relations among these units? Can they be described with formal means or are they
rather a subject of psychological judgments? What are their classification criteria
and their number? In what way do they participate in establishing discourse
coherence and to what extent do they interact with other means of coherence?

In the following paragraphs, we discuss some of these theoretical questions
and bring to light some of the fundamental views from the literature.

One of the most burning points of discussion, which is worth addressing more
thoroughly, is the question of adequacy /sufficiency of representation of a discourse
structure as a tree graph, as used in the RST. Linguistically, the strong constraints
of a tree (no crossing edges, one root, all the units interconnected etc.) gave rise
to a search for counter-arguments and counter-examples in real-world texts.

One direction pointed out that not only adjacent text units exhibit coherence
links and that there are even cue phrases on the surface, which connect non-
adjacent units and thus support the claim that a tree graph is too restricted
a structure for an adequate discourse representation (Wolf and Gibson 2005).
Therefore, more complex graphs with crossings and overlaps should be adequate
for modeling discourse structure. This argumentation resulted in the creation of
the Discourse GraphBank (Wolf et al. 2005; Wolf and Gibson 2005), a resource
of English WSJ texts annotated in a similar fashion like the RST, but with the
main diverging principle of relaxing the “tree-ness” constraint on the resulting
representations.

Webber et al. (2003) and Lee et al. (2006) stated that cue phrases connecting
non-adjacent units can be treated as anaphoric and thus they are of different
nature and they do not violate the basic notion of a tree structure.

Another widely discussed property of RST is the representation of the whole
document as one hierarchical structure. This concept has a strong potential in
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2.4 THEORETICAL ISSUES IN DISCOURSE PROCESSING

the possibility to demonstrate the composition of smaller blocks of the text, as
well as to get to the more general and more important text contents and relations
between them all the way up in the tree (following the nuclearity principle). The
strong constraints have moreover the advantage that they hold the model in one
piece while still enabling an elaborate, well considered analysis. The question
asked at this point is, whether such a level of description is not too abstract to be
agreed on by the analysts and, when we want to use it computationally, imple-
mented by a machine. The opponents of RST, but also the authors themselves
mention the rising degree of ambiguity in the interpretation of larger texts. We
could say that this is a general issue encountering any attempt in such a complex
task as text analysis. But the fact that the original RST made a large step away
from the linguistic form, working directly and in a single representation with
semantics, text topics and intentions, is a possible disadvantage for a reliable de-
scription by corpus methods. This fact triggered interesting further work in this
area — e.g. on the nature, basic properties and classification criteria of discourse
relations. We will address these questions in Section 2.4.2 below.

2.4.1 Layers of Discourse Analysis

Before turning our attention to the properties of discourse relations, let us make
a short digression and mention another conclusion that can be drawn from the
RST analysis. It concerns the need of a multilayer (multidimensional) analysis
of discourse. The completeness (one schema application contains the entire text)
and the complexity of the tree representation of discourse in RST can be seen as
piling up several types of linguistic information for the purpose of getting a single
structure. The hypothesis that in a coherent text each unit must be somehow
linked to the others, is widely accepted, but the RST analyses do not tell us
explicitly that there are more ways in which a text holds together, converting
any such diverse information into one of the 24 coherence relations. A different,
multilayered approach to discourse structure was first proposed by Grosz and
Sidner (1986), who also show that there are different structures of a text (linguis-
tic structure, intentional structure, attentional state) that together contribute to
text coherence. They are interlinked and influence each other, but nevertheless
should be recognized and held apart in the analysis. Similarly, Stede (2008) offers
a division of RST analysis into several levels according to the nature of the coher-
ence relations (referential, thematic, conjunctive!® and intentional structure). In

15« Conjunctive relations are links that can be read off the text surface without performing
“deep” inferences; these relations can be directed but they do not assign different degrees
of prominence to the relata. Crucially, in MLA [Multilayer Analysis, LP] it is also possible
that adjacent text segments are not linked by any such relation.” (Stede 2008, pp. 319-320)
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accordance with these views, we, too, argue that a multilayer analysis of discourse
is needed. It should enable us to model in what way, with what frequency and in-
tensity the various discourse-related phenomena take part in creating coherence.
Surely, during the flow of the text, the extent with which several language means
participate in linking the elements can be very different. Thus, we are convinced
that in any annotation scheme for discourse phenomena, apart from discourse
relations — the research of which will nevertheless remain the main objective of
this thesis — there should be a separate layer of coreference analysis, a layer of
intentions, of the text topics and their salience, of bridging relations, an analysis
of graphical segmentation of the written texts, for spoken texts a layer of prosody
analysis, and maybe other.

2.4.2 The Nature of Discourse Relations

The basic characteristics of discourse relations given in Section 2.1.4 explains the
general notion shared by the discourse-oriented linguistic community. However,
it does not say enough about the nature and properties of these relations in or-
der to represent discourse structure. In the following paragraphs we describe the
most pressing theoretical questions about the nature of discourse relations. It is
the “semantic” and “pragmatic” dichotomy (Section 2.4.2.1), the possibilities of
a definition of discourse relations by formal means (Section 2.4.2.2), the relation
of discourse relations to sentential syntax (Section 2.4.2.3), the notion of nucle-
arity and (a)symmetry of discourse relations (Section 2.4.2.4) and some thoughts
on granularity of semantic classification of the relations for annotation (Section
2.4.2.5).

2.4.2.1 “Semantic” and “Pragmatic” Relations

One of the most discussed properties of discourse relations is their “semantic” or
“pragmatic” nature, in other words, the question where the source of coherence
comes from, or what is actually related — propositions, inferences, illocutions,

716 s a little

etc. The commonly used distinction “semantic” vs. “pragmatic
confusing, as the relations are always semantic but they either hold between text
contents or between materials inferred. These two types of relations are very
much interconnected and yet very different. One possible way to capture this
issue theoretically is aptly explained by Kehler (2002), who offers a cognitive

viewpoint for the interpretation of discourse relations and for coherence theory

16 This distinction is used also in the PDTB sense taxonomy. In the PDTB, four pragmatic
senses are distinguished and annotated: pragmatic cause, pragmatic condition, pragmatic
contrast and pragmatic concession.
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in general. According to him, in order to understand any real-world situation or
discourse we perform a number of inferential processes. The degree of coherence
depends on the amount of material inferred. If we are unable to infer any adequate
piece of information (from the context or from our general world knowledge), the
discourse/situation seems incoherent. We hereby satisfy the “desire to coherence”
(Kehler 2002, p. 14), the need to resolve coherence. Kehler calls this process
“coherence establishment”.

As for the “semantic”/ “pragmatic” distinction, Kehler agrees with the defi-
nition of Sanders et al. (1992): “A relation has a semantic source of coherence if
the segments are related at the level of propositional content, whereas the source
of coherence is pragmatic if they are related at the level of illocutionary meaning.”
(Kehler 2002, p. 27). This distinction is also connected to inferential processes
needed to establish a coherent relation: To be able to interpret a pragmatic mean-
ing, one has to infer the right illocutions or unexpressed contents. According to
Kehler, the “semantic”/“pragmatic” distinction is often less clear than other co-
herence features. In fact, there is also a three-way division of the “pragmatic”
relations to content, epistemic and speech act readings (Sweetser 1991), demon-
strated by the three following examples according to Sanders (1997), respectively.
In the epistemic reading (11), writer’s reasoning is involved in the relation, (i.
e. writer’s conclusion, that John loved Mary from the premise that John came
back) and in the speech act reading (12) the causality holds between a speech
act and the speaker’s justification of performing it. This sub-classification within
the pragmatic domain to epistemic and speech act is used by some of the newest
annotation projects, e. g. for Italian dialogs (Tonelli et al. 2010) — spoken dialogs
appeared to offer a higher number of pragmatic usages of connectives than the
written texts, or in the Hindi Discourse Relation Bank (HDRB, Kolachina et al.
2012; Oza et al. 2009).

(10) John came back because he loved her.
(11) John loved her, because he came back.
(12) What are you doing tonight, because there’s a good movie on.

There are, of course, many other attempts to further categorize the pragmatic
domain, their adequacy being more or less supported by corpus data. Next, we
will mention two such studies that might be useful to follow in future:

The authors of HDRB describe a situation where a whole proposition must
be inferred to establish the coherence relation; they call it pragmatic relation
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at propositional level (d)'". The examples from Hindi data appear somewhat
difficult, but a clear example can be found in Czech (taken from Hrbacek 1994):

(13) Na vysokou skolu se nehldsil. Stejné by se nedostal.

He did not apply for the university. He would not pass the entrance exams,
anyway.

Here, the whole proposition in the sense of I kdyby se hldsil (Even if he applied)
represents the Argument 1 of the discourse relation. This third pragmatic subtype
was included in the HDRB annotation scenario.'®

Another interesting study of semantic and pragmatic nature of discourse re-
lations was carried out by Robaldo et al. (2010), although they do not explicitly
use the dichotomy “semantic”/“pragmatic”. Their analysis of connectives with
concessive meaning from the PDTB brought insight into different sources of ex-
pectations, the denial of which creates a concession. They found four different
sources of expectations, i. e. different types of inference processes. Among them,
only one can be seen as (denied) semantic Causality (Example (14)). Other three
types, Implication (15), Correlation (16) and Implicature (17) require more com-
plicated inferential processes (or, we can say, require to infer more material) to
establish a coherent discourse and so they can be treated as pragmatic. In fact,
Implicature does not convey a concessive meaning at all.

(14) Although Greta Garbo was considered the yardstick of beauty, she never
married.

(15) Although he does not have a car, he has a bike.
(16) John will finish his report, but he’ll do it at home.

(17) Although it is not the first company to produce the thinner drives, it is the
first with an 80-megabyte drive.

The last example brings us to a different problem, which is nevertheless worth
addressing in this section. Let’s demonstrate it on the following three (invented)
examples with a typically conditional if as a discourse connective. Under (18),

17 “The propositional subtype involves the inference of a complete proposition. The relation
is then taken to hold between this inferred proposition and the propositional content of
one of the arguments”. (Oza et al. 2009)

18 However, when working with real-text data, the situation is sometimes so complex that

the annotator cannot really say what syntactic structure the inference they make actually
forms. From the nature of discourse units could be concluded that what is inferred is always
a whole proposition. The subclassification of the pragmatic domain is in many discourse
projects still a matter to be further investigated.
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a trouble-free semantic relation of condition holds between the two clause con-
tents. Under (19) some shifting of the conditional meaning happened that is
needed to be understood to establish a semantic relation. It is a type of inference
in sense of “for the case that you need some help, you should know that I will
be next door”. According to our approach, this case of indirect condition (Quirk
et al. 2004, pp. 1088-1089) is already treated as a pragmatic condition — the
if-connective does not connect directly the propositions represented by the two
clauses. Rather, it signals the condition under which the speaker makes an utter-
ance. Still, both formally and semantically, there is a conditional meaning and we
can find many more examples of semantic relations of condition between inferred
materials of any type. In the third example (20), however, the if-connective con-
nects two contents that can be under any usual circumstances hardly interpreted
as a condition. The rather untypical usage of if is nevertheless quite typical in
these particular constructions of confrontation (with a slight tinge of gradation),
easily replaceable with whereas or while (such structures cf. Quirk et al. 2004, p.
1087).

(18) If you exercise a lot, you will win the contest. LP
(19) If you need some help, I will be next door. LP

(20) Jestlize vcera Sparta hrdla Spatné, dnes to byla katastrofa. LP
If Sparta played poorly yesterday, today it was a disaster.

In (20), a typically conditional connective (formal perspective) signals a con-
trastive meaning (semantic perspective). The point is that cases such as (20)
should not be treated as pragmatic conditions. The formally conditional (and
also syntactically subordinate) relation can mislead to some pragmatic interpre-
tation of the condition. That is wrong, there is obviously no condition involved
in such cases, neither between the very contents of the clauses, nor between any
possible inferences or illocutions.'®

To sum up, we have addressed the issue of semantic and pragmatic discourse
relations to specify where the source of coherence comes from and to avoid con-
fusion which may arise from the terminology. In some approaches, the so-called
“false” or pragmatic (intra-sentential, mainly dependent) relations are named ac-

cording to the formal perspective, according to the prevailing meaning of the

19 Subordinate conjunctions in constructions with non-typical meanings, as demonstrated in
Example (20), were targeted in our joint study with P. Jinovd and J. Mirovsky (Jinova et
al. 2013).
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connective.?’ In this view, Example (17) would be called a false concession and
(20) a false condition. In our semantically based approach to discourse analysis,
in contrast to the form-based terminology, we treat these cases as (semantic)
contrasts/confrontations disregarding the prevailing meaning of the connective.

2.4.2.2 Are Discourse Relations Formally Definable?

Although it goes beyond the scope of this thesis to elaborate on this issue in
depth, we find important to point out what appears to be the essential problem
behind the formal accounts of description of discourse relations. Let us get there
via the already mentioned cognitive approach by A. Kehler, as his classification
of discourse relations demonstrates where the difficulties of formal accounts start.

According to Kehler (2002, p. 15, p. 26) we only perform a certain small
number of cognitive processes in order to identify a discourse relation in our
mind; these are the same processes that are also familiar operations from ar-
tificial intelligence. They determine Kehler’s taxonomy of discourse relations,
which is inspired by David Hume (1748) and uses three major categories: For
the Resemblance category, the constraints are defined with help of set member-
ship and relations among the subsets in sense of properties of individuals and
sets involved — contrasting, comparing, exemplifying, drawing parallels etc. This
should be a demonstration of our general cognitive ability to reason analogically
(Kehler 2002, p. 18). The Cause-Effect category is based on implication, not in
the strictly logical sense, but rather translated as “B could plausibly follow from
A”. The third and last category of Contiguity “is a bit murkier” (p. 22), as it ex-
presses a sequence of eventualities centered around some system of entities, and
so it requires to employ knowledge gained from human experience. So Example
(21) from Samet and Schank (1984) is perfectly coherent despite the amount of
material not mentioned at all:

(21) Larry went into a restaurant. The baked salmon sounded good and he
ordered 1t.

Kehler comments on the Contiguity category as definable “in less formal terms
than the others because precise constraints that utilize this knowledge prove
difficult to state explicitly” (2002, p. 22). We would need to successfully model
a whole semantic representation of event-types that typically happen, in a certain
order, and are expectable in real world. The encoding of such knowledge seems
to be the core of the problem of any formal treatment of discourse structure,

20 In Czech syntactic description the phenomenon is prototypically called nepravé véty vedlejsi
(false dependent clauses). Also, in the tectogrammatical annotation of the PDT, they were
annotated according to their formal structure rather than according to their semantics.
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disregarding whether theoretical mathematical definitions or NLP applications
are concerned. Other discourse theoreticians came to similar conclusions, namely,
that certain group of discourse relations can be fairly satisfactorily described
by appropriate formal means, whereas other group is less open to these means.
Sanders et al. (1992) use binary features to distinguish discourse relations in their
taxonomy, the first feature being the basic operation — the distinction between
causal (P — Q) and other relations. If the relation is not causal, it is additive (P
& Q). The problem of defining additive relations in such a way, though, is that
any two propositions (that are both true for the speaker) can be put together and
seen as coherent. Here, the constraints for a formal definition appear too weak.

2.4.2.3 Correspondence of Discourse Structure to Sentence
Structure and Semantics

One theoretical issue about the nature of discourse relations is of particular in-
terest for this thesis — the (partial) correspondence of discourse structure and
semantics to the structure and semantics of (within) a sentence. We mention
it briefly here for the sake of completeness; in the practical part of this thesis,
Section 4.2 is devoted to this particular topic. The fact that the discourse project
in Prague is based on the previous annotation of underlying syntax reflects the
basic assumption that, roughly speaking, the semantics within a sentence is the
same as the semantics of discourse relations (cf. Section 3.1). Thus, for instance,
a causal relation between a predicate verb and its dependent clause remains the
same causal relation on the level of discourse analysis. Moreover, any causal re-
lation between separate sentences expresses “the same” causality (cf. Jinova et
al. 2014). When analyzing a language starting from the smallest units, from the
phonological and morphological level all the way up, as it is the case not only
in the Prague school, we can state that discourse relations, or at least some of
them, are syntactically motivated and syntax-bound (e.g. the conditional mean-
ing, cf. again Jinova et al. 2014): we cross the sentence boundary and find the
same semantic patterns. From the opposite point of view, when we start ana-
lyzing discourse composition, we will sooner or later arrive to discourse-relevant
intra-sentential phenomena. Thus, there is no doubt that sentence syntax and
semantics are of a great relevance for discourse analysis. However, there are,
of course, such discourse composition principles one hardly finds within a sen-
tence. To sum up, discourse relations are syntax-bound or syntax-independent
with a different degree according to their semantic properties.?!

21 Jinova et al. (2014) refers to a joint study with Jinovd and Mirovsky, it is an extended
version of a 2011 research paper from the Dependency Linguistics Conference. The study
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2.4.2.4 (A)symmetry and Nuclearity of Discourse Relations

Only a small step away from the correlation between syntactic structure and dis-
course structure is the question of symmetry/asymmetry?? of discourse relations
or, in a different viewpoint, also the notion of nuclearity (again, nucleus is the one
of the two arguments which is more central to the author’s purposes). Previous
sections were devoted to the nature of discourse relations; here we actually speak
about the nature of discourse arguments entering a discourse relation.

In the PDTB approach, the third level of the sense hierarchy refines the senses
on the second level (Prasad et al. 2008), cf. Figure 2.2 in Section 2.3.2.2, but
it also determines the nature of the discourse arguments. For instance, for the
Asynchronous TEMPORAL sense, the two arguments are always precedence and
succession. We call this relation asymmetric since the arguments have different
semantic properties. The same case holds for the PDTB Cause (and for causality
in general): one argument is always the reason and the other is always the result.
The properties of the arguments are clearly set and clearly recognizable, no matter
in which order the arguments appear. Such an obvious argument classification,
however, is not possible with other types of relations, which we call symmetric.
Confronting, contrasting, temporal synchronicity, conjunction, disjunction and
equivalence bring together arguments that have the same semantic properties —
the only way the arguments of these relations differ is their order of appearance
in a text.

If a discourse relation is realized between a governing and a dependent clause
within a single sentence (intra-sententially), the relation seems to be always asym-
metric. The syntactic government/subordination signals a different semantic na-
ture of the two arguments, and, in the RST terms, also nuclearity. The governing
clause is then the nucleus and the dependent is the satellite. According to RST,
the satellites can be in principle omitted while the main information of the re-
lation is preserved in the nucleus. Multinuclearity is a phenomenon of certain
paratactic structures: “In RST, parataxis is reflected in multinuclear relations,
those where no span seems more central than the other to the author’s purposes.”
(Taboada and Mann 2006a).

The symmetry and asymmetry of discourse relations, and also the notion of
nuclearity bring consequences for designing a semantic classification of the rela-
tions. We have to carefully distinguish between refining discourse semantic types
to further subtypes on the one hand, and between characterizing the arguments

demonstrates the different degree of syntax-boundness for three discourse relations: con-
dition, opposition and specification.

22 Symmetry and asymmetry of discourse relations are not understood as mathematical no-
tions.

34



2.4 THEORETICAL ISSUES IN DISCOURSE PROCESSING

of the relations on the other. Moreover, the awareness about different seman-
tic properties of arguments of different relations is useful for setting rules for
annotating these arguments.

2.4.2.5 Granularity of Semantic Types

In the discourse-oriented literature, there is a huge discussion on the number
and classification criteria for discourse relations. There are many proposals of
sets of discourse relations, the number of which varies from two relations (Grosz
and Sidner 1986; Polanyi 1988) to large, fine-grained sets (cf. the comparative
study of Hovy 1990). Many of these taxonomies are proposed hierarchically,
which makes even the very detailed relation sets convertible to few more general
discourse categories. The apparent question here is what the most reasonable
option for a representation is. The answer, again, is dependent on the purpose
of the analysis. For manual data annotation and subsequent machine learning
tasks, one risks facing data sparsity and lower inter-annotator agreement, if the
label set is too rich. On the other hand, a rather modest set of relations can lead
to omissions of important types of information. Is then, for this purpose, the
middle way the best? The RST, as already stated, originally used a taxonomy of
24 relations (Mann and Thompson 1988, p. 250), which was further refined to 78
relations in 16 classes for the purposes of RST-Treebank annotation (Carlson and
Marcu 2001). Wolf and Gibson (2005) use a set of 10 relations®® in four general
classes for the annotation of their Discourse GraphBank. The Penn Discourse
Treebank 2.0 has been annotated with a set of 30 relations in four general classes
in three-level hierarchy, the number 30 being the most detailed level. In Prague
discourse annotation, the definite number of discourse relations assigned to the
texts is 22 in four major classes. It seems a common empirical experience of those
who work with discourse-aimed corpora that for the purposes of data annotation
the discourse relations set should contain around 20 to 30 relations. This granu-
larity, in our opinion, enables one to reach reasonable inter-annotator agreement
and at the same time not to use too general, less informative categories. Also,
from a cognitive point of view, one can imply that, in general, in order to under-
stand texts uniformly, and as meaningful, coherent and unambiguous wholes, the
readers make distinctions between the relations on approximately such a level of
semantic granularity, no less detailed and no more detailed.

23 altogether 11, with the Same relation (a continuation of a discontinuous argument)
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Discourse Annotation

in the PDiT 1.0 and the PDT 3.0

In this chapter, we describe the process of creation of the Prague Discourse Tree-
bank 1.0 (PDiT 1.0), i.e. the discourse annotation of the Czech texts from the
Prague Dependency Treebank. As the work on the project spanned across more
than four years and went through different phases, there have already been pub-
lished some work-in-progress reports, evaluations and first corpus-based studies
during this period. Also, there are extensive annotation guidelines in English in
the form of a technical report (Poldkové et al. 2012b)!. The chapter is divided
into several sections in which first theoretical starting points (Section 3.1), then
the practical annotation process (Sections 3.2 to 3.7) and, finally, the evaluation
of the annotated data (Section 3.8) are described in detail. Some parts of the de-
scription of the manual annotations in the PDiT are to some extent similar to the
annotation guidelines provided in the technical report. However, the guidelines
were put together before and during our real touch with the data. The following
chapter of the present thesis, in contrast, offers an updated and summarizing
look back on the processed and released treebank.

Throughout this chapter, we refer mostly to the PDiT 1.0 version of the
annotation, as it is the first resource with this type of annotation and the first
one publicly released. Where needed, we describe the adjustments and changes
in the more recent data release within the PDT 3.0.

1 The Czech version of the annotation guidelines is so far unpublished and it is available
upon request.
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3.1 Basic theoretical decisions

The idea to create a discourse-annotated corpus for Czech emerged as a possi-
bility of testing the lexical approach of connective identification in the PDTB
on a syntactically more complex (and typologically different) language (Lee et
al. 2006, Footnote 1). For the Prague group, this was quite a natural step to
do, as we had at our disposal a large, multilayer-annotated resource for Czech
(PDT 2.5), the tectogrammatical level of which offered already some informa-
tion possibly relevant for discourse annotation in the sense of PDTB. This was
our basic assumption and a starting point at the beginning of the project: A
syntactico-semantic analysis of a sentence contains (retrievable) infor-
mation about relations in discourse. Or, in other words: Certain enti-
ties and relations in a syntactico-semantic analysis of a sentence have
corresponding counterparts in an analysis of discourse. What kind of
information this is, how it is represented in the Prague Dependency Treebank
and in which way and to what extent it can be adopted and employed in building
a discourse-annotated corpus was the main topic of our diploma thesis (Mladova
2008a). Later, the application itself was discussed in research papers by Mirovsky
et al. (2012) and Jinova et al. (2012), of which the author of this thesis was a co-
author. Two main theoretical decisions for discourse representation in Prague
are the following:

 inspiration by the PDTB lexical approach and annotation scenario

« annotation on syntactic trees of the tectogrammatical layer

Another, a rather practical decision is connected to the latter point, to the deci-
sion to annotate discourse directly on top of syntactic trees:

 two-phase annotation (first manual, then computer-aided)

The following two sections discuss the motivations behind these decisions, respec-
tively.

3.1.1 Inspiration by the PDTB Approach

The approach of the PDTB group was reflected in the build-up of annotation
scheme of the PDiT 1.0 in two main points: The first point is the basic concept
of connective identification, the identification of the two arguments of the con-
nective and the assignment of a semantic label to the relation signaled by the
connective. This is the primary method adopted. The second point of inspiration
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by the PDTB was the shape of the hierarchy of sense tags for discourse. Here,
the subsequent PDTB-like projects had the advantage to use the empirical ex-
perience made by the PDTB creators. So, for each of the projects, including the
PDiT, there are some adjustments to the sense hierarchy. Mostly, the original
division into four major semantic classes is preserved but within these classes,
the repertoire of the relations varies.

In the PDiT 1.0 and the PDT 3.0, the annotations of discourse relations are
limited to the relations expressed by explicit DCs (present on the surface); other
tags (for implicit connectives, AltLex, EntRel and NoRel, cf. Section 2.3.2.2) be-
tween adjacent sentences were not assigned. Alternative lexicalizations (AltLex)
were annotated in a preliminary fashion, with no sense assignment so far. Their
thorough analysis, though, is a work in progress (Rysova 2012a). Entity-based
relations (EntRel) are, in our view, a matter of coreference and bridging relations.
As such, these relations are annotated in the PDiT 1.0 within another subproject
(cf. Nedoluzhko 2011 and also Poldkova et al. 2013).

Another phenomenon not annotated in Prague treebanks so far in comparison
with the PDTB is attribution. We believe that this information can be at least
partially obtained from syntactic features of the syntactic layers of PDT, e.g.
attributes for direct speech, parentheses, verbal valency etc. (cf. Poldkova et al.
2013).

A comparison of discourse phenomena annotated in the PDTB 2.0 and the
PDT 3.0 is given in Table 3.1. We find it more convenient to refer here to the
latest data version released, which is the PDT 3.0. For comparison of annotations
in the PDiT 1.0 and the PDT 3.0, cf. Table 2.1 above.

phenomenon PDTB 2.0 PDT 3.0

explicit DCs yes yes

implicit DCs yes no

Altlex yes preliminary

EntRel yes within coreference annotation
NoRel yes no

attribution yes no

list structures as a sense tag as a special type of structure
headings no yes

genres yes yes

Table 3.1: A comparison of discourse annotations in PDTB 2.0 and PDT 3.0
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3 DISCOURSE ANNOTATION IN THE PDIT 1.0 AND THE PDT 3.0

3.1.2 Annotating on Top of Syntactic Trees

The main motivation for carrying out the annotation of discourse phenomena on

syntactic (tectogrammatical) trees was to preserve the connection with and infor-

mation from the analyses of previous levels. The aim was to mine the treebank

for all the already once manually annotated information that can be relevant

for representing discourse structure. This is quite a unique approach among

the similarly aimed projects® and it brings many (both linguistic and technical)

advantages, but also some disadvantages. The main benefits are the following:

Almost all syntactic counterparts of intra-sentential discourse relations are
in fact already annotated within the tectogrammatical layer, which makes
the information easily automatically retrievable for a discourse annotation.

Many inter-sentential DCs were also marked within the tectogrammatical
analysis. They are assigned the functor PREC (reference to PREceding
Context). The PREC-functor represented a strong guide for the annotators
and it also played a significant role in final checking procedures.

A substantial advantage of using the tectogrammatical representation was
the ellipsis restoration annotated on this layer. In particular, resolution of
structures with elided verbs helped determine the borders and the extent
of discourse arguments.

The possibility to directly confront the syntactic structure of a discourse
argument helped sort out such phenomena as parentheses, reporting clauses,
appositions, coordinations of mere noun phrases etc.

Of great advantage was also the possibility for the annotator to search for
and visualize more linguistic phenomena at once. Specifically, when an-
notating discourse relations, the possibility to display also the annotated
coreference chains and bridging anaphora is of great help. Some coreferen-
tial relations are known to be a distinctive feature for recognizing a DC or
a discourse relation.

Disadvantages accompanying the annotation of discourse relations directly on the

syntactic trees are mostly of a technical nature.
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the fact that the annotators could not use and be influenced by any syntactic information.



3.1 BASIC THEORETICAL DECISIONS

e To learn to read a tectogrammatical tree, a structure with quite a rich
annotation and a high level of abstraction, takes a while. Also, marking the
discourse relation and all its attributes in the tree representation requires
concentration and it is a time consuming task.

o In the tree-mode of the annotation tool, large arguments cannot be dis-
played as a whole at one time®. Some adjustments of the tool were made
to make the work with trees as comfortable as possible. A textual window
is always used simultaneously with the tree-window.

e One methodological disadvantage of annotating discourse relations directly
on syntactic trees is a possible restrictive thinking of the annotators in terms
of (sub)trees. We were aware of such a tendency — tree structures intuitively
underline the respective sentence boundaries, and, besides, possible places
where the argument boundaries mismatch with the (sub)tree boundaries
could be overseen. Also, looking for DCs in a tree representation is not
easy. That is why we asked the annotators to work first with a hard copy
and raw texts only, to find DCs for a whole document at a time, think of the
relations, and only then they started to work with the tree representation.

3.1.3 Two-phase Annotation

The annotation of discourse relations in the PDiT 1.0 consisted of two phases:

In the first phase, the treebank was thoroughly manually processed, the an-
notators focused on inter-sentential discourse relations (relations between sen-
tences) signaled by explicit discourse connectives. Intra-sentential relations were
only marked manually in cases where the tectogrammatical representation did
not convey a certain type of discourse semantics (Jinova et al. 2012), according
to the annotation guidelines set for the discourse (Poldkova et. al 2012b).

The second, subsequent phase focused on the remaining, so far unmarked
intra-sentential discourse relations. We performed an automatic extraction of
relevant syntactic features, namely those corresponding to some relations of syn-
tactic dependency or coordination within a sentence, along with their connectives
and arguments. These were then automatically mapped onto the discourse an-
notation. A detailed description of the annotation procedure in both phases is
given in Section 3.3.

3 Depending on the computer screen used, one can typically display up to 6 trees in a rea-
sonable (readable) size.
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3 DISCOURSE ANNOTATION IN THE PDIT 1.0 AND THE PDT 3.0

3.2 Data Format, Annotation Interface and
Querying

3.2.1 Data Format

The primary format of Prague treebanks is called PML (Prague Markup Lan-
guage)?. It is an abstract XML-based format designed for annotation of linguis-
tic corpora, and especially treebanks. PML-formatted data can be browsed and
edited in a tree editor TrEd (cf. Section 3.2.2) and processed automatically using
btred, a command-line tool for applying Perl scripts to PML data.

3.2.2 TrEd and Data Representation

For most types of manual annotation of the Prague treebanks, the annotation
interface TrEd is used. TrEd is a fully customizable and programmable graphical
editor and viewer for tree-like structures® (Pajas and Stépanek 2008). It can
be easily adjusted to a desired purpose by extensions that are included into
the system as modules. The TrEd extension implemented for the purposes of
discourse annotation on top of syntactic trees (cf. Mirovsky et al. 2010) offers
several specific features for this type of annotation:

the creation of a link between the arguments of a discourse relation;

exact specification of the arguments of the relation;

assignment of a connective to the relation (or vice versa);

assignment of additional information to the relation (semantic type etc.).

In the following paragraphs, we describe the PDiT 1.0 and PDT 3.0 data rep-
resentation in TrEd (summed up according to Mirovsky et al. 2010). The data
representation meets the requirements on an annotation tool for discourse men-
tioned above. We provide this rather technical description of the data format
because it enables the treebank users to query the treebank in an effective way:.
Linguistic characterization of the annotated phenomena is given in Sections 3.4
to 3.7 below.

Links between arguments: The annotation of discourse relations in the
PDiT is performed on top of the tectogrammatical (deep syntactic) trees. A dis-
course relation is represented as an oriented link between two tectogrammatical

4 http://ufal.mff.cuni.cz/jazz/pml/
5 http://ufal.mff.cuni.cz/tred/
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Figure 3.1: An arrow representing a discourse link

nodes in any trees (of a single document). The link is constituted by a dedicated
attribute (discourse/target_node.rf) at the initial node of the relation, containing
a unique identifier of the target node of the relation.® The link is depicted as
an orange curved arrow between the nodes, cf. Figure 3.1. Although the arrow
connects two nodes, it does not mean that the two nodes themselves equal the
two arguments of the relation — cf. extent of the arguments in the following
paragraph.

Additional information about the relation is also kept at the initial node of the
relation — there is an attribute for the semantic type of the relation, an attribute
for the source (annotator’s initials — not included in the PDiT 1.0 release) and an
attribute for annotator’s comment (partially included in the PDiT 1.0 release).

Extent of the arguments: Usually, an argument of a discourse relation
corresponds to a subtree of a tectogrammatical tree. As such it can be represented
simply by the root node of the subtree. The convention is that the whole subtree
is understood as a discourse argument. However, sometimes it is necessary to
exclude a part of the subtree from the argument, sometimes the argument consists
of more than one tree and sometimes it is even impossible to set the borders of
the argument exactly. To allow for all these variants, each discourse link has two

6 The data representation allows for several discourse links starting at a single node — there
is a list of structured discourse elements representing the individual relations.
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3 DISCOURSE ANNOTATION IN THE PDIT 1.0 AND THE PDT 3.0

additional attributes specifying the range of the initial argument (the attribute
start_range) and the range of the target argument (the attribute target_range).
Both are stored at the initial node of the link. Their possible values are:

e “0” (zero) — the argument corresponds to the subtree of a given node;

Ko

e “n” (a positive integer) — the argument consists of the subtree of a given
node and of n subsequent (whole) trees;

o “group” — the argument consists of an arbitrary set of nodes (details below);
this option is used only if the previous options are not applicable;

o “forward” — the argument consists of the subtree of a given node and an
unspecified number of subsequent trees; this option is used only if more
specific options are not applicable;

o “backward” — analogically, the argument consists of the subtree of a given
node and an unspecified number of preceding trees; this option is used only
if more specific options are not applicable.

Groups: An argument of a discourse relation may consist of an arbitrary group
of nodes, even from several trees. This fact is indicated in the range attribute
of the relation (by the value “group”). Another attribute then tells which group
it is. Groups of nodes inside one document are identified by numbers (positive
integers). Each node may be a member of several groups; a list of identifiers of
groups a node belongs to is kept at the node. Every group has a representative
node — if a discourse link starts/ends at a group, it graphically starts/ends at
the representative node of the group, which is the depthfirst node of the group
belonging to the leftmost tree of the group. Figure 3.2 shows an example of
a group annotation for the sentence in (22), the text segment belonging to the
group is highlighted with a blue font.

(22) K pestovdni védy je treba nejen strecha nad hlavou, néjaké finance (a nékdy
jich je tfeba dost), ale predevsim védecky dorost.

For cultivation of science, it is necessary to have not only a roof over your
head, some finances (and sometimes there needs to be plenty), but
especially young researchers.

Connectives: A connective of a discourse relation is represented as a list of
identifiers of (usually) tectogrammatical nodes that correspond to the surface
tokens of the connective; the list is kept at the initial node of the relation. It
often contains only one node, but sometimes it consists of several nodes. Some

44



3.2 DATA FORMAT, ANNOTATION INTERFACE AND QUERYING

root .

byt
16 /be]

PRED \

peéstovani treba

o
ale

[cultivation] [necessary] [but]
ZAIM CPHR GRAD
O.,,,——""O I Q
véda #Gen nejen #Comma predev§im  dorost
[science] ACT [not_only] CONJ [especially]  [young]
PAT CcM CMm ACT

L

stfecha ﬂﬁénce védecky

[roof] ffinances] -. [researcher]
ACT ZACT RSTR
hlava jaky 7/ bjt
[head] [some] ) [to_be]~\.
LOC.above RSTR PAR conj \_
connective: a
_|range: O:igroup
a #PersPron  kdy treba  dost
[and] ACT [sometimes] [need] [plenty]
PREC TWHEN.basic CPHR COMPL

Figure 3.2: Example of a group annotation

connectives (e.g. punctuation marks) are not always represented on the tec-
togrammatical layer (at least not as a node). Therefore, identifiers of nodes from
the analytical layer (surface syntax) are allowed as well.

List structures: List structures are enumerative constructions, annotated
in the PDiT 1.0 and in the PDT 3.0 as independent compositional structures (for
a linguistic description cf. Section 3.7.1). Their data representation is analogous
to that of the discourse relations: by an oriented link from the root node of each
list item to the root of the previous list item (for the first item in the list the
target node is omitted). The attribute discourse/type of the link has the value
“list” (while the value “discourse” indicates a discourse relation).

Other features: The TrEd tool incorporates also other features that make
the annotation of discourse relations easier. Based on their preference, the anno-
tators can annotate the relations either on the trees or on the linear form of the
sentences in the text window of the tool. In the sentences, the tokens that rep-
resent the initial /target nodes of the relations are highlighted and easily visible.
The annotators can also save space on the screen by contracting the trees, so that
one node corresponds to one clause. Also, the attribute of annotator’s comment
(of an arrow or of a node) enables the annotators to comment on problematic
cases.
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3 DISCOURSE ANNOTATION IN THE PDIT 1.0 AND THE PDT 3.0

In the PDiT 1.0, discourse-related annotation is captured mostly in a structured
attribute discourse at the start node of the relation; additional annotation is
captured in attributes discourse groups, discourse__comment and is_heading.

In the PDT 3.0, there are small changes to the discourse attributes and their
structuring;:

A new attribute discourse_ special is introduced, with possible values “head-
ing” (for marking headings and titles of the corpus texts, it replaces the attribute
is_heading), “caption” (for marking captions of photos, tables and charts) and
“metatext” (for metatext information occurred by mistake during corpus compi-
lation). The only document-level attribute is genre which captures the different
types of genres of the treebank documents, newly annotated in the PDT 3.0.
There are 20 possible values of the genre attribute (cf. Poldkova et al. 2014).7

The overview of the attributes for both treebank versions follows:

Attributes applied both in the PDiT 1.0 and in the PDT 3.0:

» discourse/target__node.rf —id of the target node, or undefined if there
is no target node (e.g. no hypertheme in a list structure)

» discourse/type — type of the arrow, two possible values: discourse (dis-
course relation), list (list entry)

» discourse/start__range — start range of a discourse arrow; for possible
values cf. extent of the arguments above

» discourse/target _range — target range of a discourse arrow; for possible
values cf. extent of the arguments above

» discourse/start__group__id — identifier of a group of nodes (positive
integer) where the start_range of the arrow is set to “group”; individual
nodes belonging to the group keep the group identifier in the attribute
discourse__groups

» discourse/target__group__id — identifier of a group of nodes (positive
integer) where the target_range of the arrow is set to “group”; individual
nodes belonging to the group keep the group identifier in the attribute
discourse__groups

» discourse/discourse__type — semantic type of a discourse relation, 23
values possible such as equiv (equivalence) or conc (concession)

" We do not target the genre annotation in the present thesis. A detailed description of the
subject is given in Poldkova et al. (2014).
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 discourse/t-connectors.rf — list of ids of nodes from the tectogrammat-
ical layer that represent a discourse connective

o discourse/a-connectors.rf —list of ids of nodes from the analytical layer
that represent a discourse connective

« discourse/comment — annotator’s comment of a discourse arrow (rela-
tion)

o discourse__groups — list of identifiers of groups the given node belongs
to

e discourse__comment — annotator’s comment of a node
Attributes applied in the PDiT 1.0 only:

e 28 _heading — set to ”1” at roots of subtrees representing article headings
Attributes applied in the PDT 3.0 only:

e discourse__spectal — marking of specific discourse phenomena, possible

PR ENAY

values “heading”, “caption” and “metatext”

» genre — genre type of a corpus document (document-level attribute).

Y«

20 possible values, such as “news”, “essay” etc.

3.2.3 Querying: PML-TQ Search Engine

In the present thesis, for accessing any type of linguistic information annotated
on the data of PDiT 1.0 and PDT 3.0, the search engine PML-Tree Query® was
employed (Stépanek and Pajas 2010). It is a powerful client-server based system
designed specifically for querying all kinds of linguistically annotated treebanks
(in the PML format). The server part performs the search and is implemented as
a relational database. The client part provides a user interface and is implemented
either as a TrEd extension or a web-browser based service. The TrEd client
version has a more user-friendly interface and allows for a graphical creation
of the queries but it requires an installation (of Perl, TrEd and the PML-TQ
extension in TrEd). The web-based client? does not require any installation but
it requires inputting a query in a textual form.

8 http://ufal.mff.cuni.cz/pmltq/
9 available from https://lindat.mff.cuni.cz/services/pmltq/
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Figure 3.3: The PML-Tree Query search engine

Figure (3.3) shows a snapshot of the PML-TQ extension in TrEd. The query
represented graphically on the left bottom side defines two t-nodes (tectogram-
matical nodes) connected with a discourse relation of the type “reason-result”,
as stated by the value “reason” of the attribute discourse_type at the technical
middle node representing the properties of the arrow. Another requirement set
by the query is that the two connected nodes are not from the same tree, i.e. we
are searching for an inter-sentential discourse relation of the type “reason-result”.

In the bottom right part of the figure, one of the results of the corpus search
is displayed. The sentences represented by the two trees, along with the context,
are depicted in the middle part of the figure. The two displayed trees represent
Czech sentences that can be translated as: Of course I cried. After all, I loved
the hills.
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3.3 Annotation Procedure

As mentioned earlier, the annotation of discourse relations has proceeded in two
phases. The first phase was manual and focused predominantly on inter-sentential
relations; the second phase included automatic extraction of relevant syntactic
features — thus focusing on intra-sentential relations. Both types of annotation
underwent consistent checking procedures.

3.3.1 Manual Part

During the manual annotation phase, the annotators first worked with plain texts
where they identified all instances of discourse connectives. This is a different
approach from the one of the PDTB group, where an annotator went through all
the occurrences of one connective type in the whole treebank, i.e. the annotator
annotated for example “all the becauses”. In such a way, the set of possible DCs
is determined in advance — there is a list of expressions to be annotated. The
Prague annotators had more responsibility in this respect, as they had to decide
themselves if any expression in a given context functions as a DC, according to
the criteria for DCs set in advance in the annotation guidelines. In this way,
a discussion could arise whether a certain expression in a certain context actually
fulfills the DC criteria. This approach may be less consistent as for the delimi-
tation of the DC category but it provides some interesting linguistic material on
the periphery of the category and makes its further research possible.

Only after having searched for DCs in their hard copies of the corpus texts,
the annotators worked with the tree structures in TrEd. Having identified the
connective, its two arguments (i.e. their extent) were set (creation of the dis-
course arrow), and to each such relation, one of the labels for semantic types was
assigned.

Another difference in the process of annotation in Prague in contrast to PDTB
poses the assignment of semantic labels (sense tags) to the relations. The sense
tags in Penn Discourse Treebank 2.0 are organized in a three-level hierarchy with
four top semantic classes, 16 types on the second and further 23 subtypes on
the third hierarchy level (Prasad et al. 2008). The PDTB annotators were not
forced to make the finest distinction (on the third, subtype level). A relation
could also be annotated with two senses, forming a composite sense with a label
combination from wherever in the hierarchy, resulting in 129 theoretically possible
distinct sense tags. For this reason, some of the sense labels are very scarcely
used, although they may be important for fine-grained distinctions in English.
As confirmed by Meyer and Poldkova (2013), this granularity level might not be
useful for NLP uses of the data.
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In the Prague semantic label system, there are 22 relation types in four general
classes; the annotators had to choose one of the 22 types. In Section 2.4.2.5 above,
we argue that such level of semantic granularity seems to be the best solution to
avoid data sparsity on one hand, and not to lose relevant semantic information
on the other.

Intra-sentential discourse relations, i.e. those that correspond to some syntac-
tic relations already captured within the tectogrammatical analysis, were newly
manually annotated only if their discourse semantics differed from the tectogram-
matical interpretation. This is the case for pragmatic interpretations, finer sub-
categorization of adversatives etc. (cf. Jinova et al. (2012) and Section 3.6.5.3
on contrastive relations).

3.3.2 Computer-aided Part

The second, computer-aided part of PDiT annotation was based on extracting
discourse-relevant information (presence of the relation, scope of the arguments,
the connective(s), a semantic label) from the tectogrammatical layer of the PDT.
The whole procedure, including some manual preparatory work mainly concern-
ing temporal relations, is described in Jinova et al. (2012). As mentioned earlier,
the tectogrammatical tree structures offer some types of information that can
be transferred to the discourse-level annotation. In general, this concerns sub-
ordinate syntactic relations between clauses with labels like causality, condition-
ality, temporality, concession etc.; and coordinate syntactic relations between
clauses within one sentence with selected coordinative labels like conjunction,
disjunction, adversative meaning, confrontation etc. These relations were semi-
automatically transferred to the discourse annotation (under the names vertical
(subordinate) and horizontal (coordinate)). In a nutshell, all syntactic relations
with a specific functor that were not annotated previously in the manual phase
were transferred as follows (cf. also Table 3.2 with functor-to-discourse-type con-
version):
If a tectogrammatical node represented:

« a finite verb with one of the temporal functors (TFHL, THL, THO, TSIN,
TTILL, TWHEN), the node was annotated using the information from
a manually pre-processed table (Jinova et al. 2012).

« a finite verb with one of the functors CAUS (cause), COND (condition),
CNCS (concession), AIM (aim), CONTRD (contradiction) or SUBS (sub-
stitution), the node became a candidate for an automatically detected ver-
tical discourse relation.
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« a coordination node with one of the functors REAS (reason), CSQ (con-
sequence), ADVS (adversative), CONFR (confrontation), GRAD (grada-
tion), CONJ (conjunction) or DISJ (disjunctions), which coordinates (di-
rectly or transitively) finite verbs or other nodes with the functor PRED
(predicate), the given node became a candidate for a horizontal relation.

The candidates for vertical and horizontal relations were checked for the presence
of a previously manually annotated relation; if there was none, an automatic dis-
course relation was created, in a basic case of a vertical relation directly between
the dependent and governing verbal nodes, and, in a basic case of a horizontal
relation, between the members of the coordination. The treatment of more com-
plex structures is also described in Jinova et al. (2012). Unlike tectogrammatical
relations, discourse semantic relations in our approach do not reflect syntactic
hypotaxis and parataxis (for details cf. Section 3.6.1). This is best demonstrated
in the class of contrastive relations. For instance, as Table 3.2 indicates, the dis-
course type of confrontation may be represented by two different functors: CON-
TRD (contradiction) — syntactic subordination, and CONFR (confrontation) —
syntactic coordination. In all cases, the connectives were detected automati-
cally on the basis of other tectogrammatical and analytical (surface syntactic)
attributes.
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Functor Long name  Discourse type Long name
AIM purpose purp purpose
) CAUS cause reason reason-result
‘(/deztplzziiency CNCS concession conc concession
functors) COND condition cond condition
CONTRD  contradiction confr confrontation
SUBS substitution corr correction
ADVS adversative opp opposition
CONFR confrontation confr confrontation
horizontal CONJ conjunction conj conjunction
(coordination CSQ consequence reason reason-result
functors) DISJ disjunction disjalt disjunctive alternative
GRAD gradation grad gradation
REAS causal relation reason reason-result

Table 3.2: Functor-to-discourse-type automatic translation table

3.4 Connectives in the PDiT 1.0

Discourse connectives (DCs) play an important role in identification and descrip-
tion of discourse relations since they are the most apparent pointers to discourse
structuring on the surface, both for humans and machines. Whether a given
expression is a DC or not always depends on the particular context. Some con-
nectives are typical for “connective” relations (e.g., protoZe — because, vsak —
however), some of them become DCs in certain contexts only (jinak —otherwise,
podobné — similarly, naproti tomu — on the contrary [lit. opposite this|, etc.).
DCs are represented by different part-of-speech classes. According to the POS
tagging scenario used for the PDT, discourse connectives are represented by the
following PoS categories.!”

a) coordinating conjunctions: a (and); ale (but); vsak (but); nebo (or); proto
(therefore)...

b) subordinating conjunctions: ackoliv (although); kdyZ (when); misto, aby
(instead) ...

10 For a detailed PoS characteristics of discourse connectives in the PDT see Mladova (2008a,
p. 58-62).
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c¢) particles (including rhematizers): ovsem (however), zkrdtka (in short),
dokonce (even), také (also), napriklad (for example)...

d) adverbs: potom (then), nasledné (afterwards), stejné (equally/alike), soucas-
né (at the same time), tak (so), totiz (roughly because, since, actually)...

e) certain prepositional phrasess (prepositions 4+ pronouns): kromé toho (apart
from that), k tomu (in addition to this), naproti tomu (on the contrary), tim (by
this) ...

f) other parts-of-speech — mainly in case of fixed compound connectives: na
jedné strané (on the one hand), strucné receno (in short), jingmi slovy (in other
words)...

g) elements formed by letters or numbers expressing enumeration: a), b), 1.,

h) two punctuation marks: colon and dash.

The procedure of connective annotation has been already described in Section
3.3.1. We highlight again that the final decision about the function of an exprssion
as a connective was up to the annotator. Also, the annotators were free to mark
more expressions as a connective of one relation, in which way they were able to
capture many modified connectives (prdvé proto — ezactly because; pouze tehdy,
pokud — only if [lit. only then, if]) or connective concatenations (presto vsak —
nevertheless [lit. yet nevertheless|; a stejné tak — as well as [lit. and equally sol).
However, this approach required great attention in order to distinguish whether
a co-occurence of more connective expressions means that they signal a single
discourse relation or more relations at once. The latter possibility is demonstrated
by pak ale (but then) in Example (23) in which there are two separate relations
between the same arguments indicated by the two connectives, respectively: the
ale-connective signals an opposition and the pak-connective indicates temporal
succession.

(23) Ta [G. Sabatiniova] uz ve Flushing Meadows pred ctyrmi roky triumfovala,
ale pak ustrnula a poslednich 40 turnaji vysla naprizdno bez titulu.

She [G. Sabatini| triumphed already in Flushing Meadows four years ago,
but then she stalled and her last 40 tournaments resulted with no title.

3.4.1 Connectives with a Referential Component

Two important criteria for our delimitation of the DC category are (i) that connec-
tives cannot be morphologically inflected and (ii) they do not represent grammat-
ical constituents of a sentence. An acknowledged exception detected in course of
the annotations are some uses of the Czech relative pronoun coz (roughly which,
or and this in other than attributive usage). It can represent an intra-sentential
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connective with a conjunctive meaning (cf. Example (24)), even though it can be
inflected as a regular pronoun. Moreover, it plays a role of a participant in the
sentence structure.

(24) Vilka nds sjednocugje, coZ pro nds neni prirozené.
The war unites us, which is not natural for us.

Another partial exception (from the inflectibility criterion) are prepositional phrases
combining a preposition with an (inflected) form of the demonstrative pronoun
ten (this/that), e.g. naproti tomu — on the contrary [lit. despite that], cf. the
point (e) above. These expressions are partly fixed and in the connective readings
fully interchangeable with basic discourse connectives.

To distinguish between connective and non-connective uses of the mentioned
connections containing pronouns, we have proposed to make use of pronominal
coreference (Poldkova et al. 2012a). If the pronoun (the referential part of the
expression) refers to an abstract object, i.e., in our annotation scheme, to its
realization by a verbal phrase (clause), it represents a discourse connective. And
on the contrary, if the pronoun refers to a “mere” entity, we do not evaluate it
as a connective. Compare the following examples from Polakova et al. (2012a):
Example (25) exemplifies a connective reading (“apart from operating”) and (26)
a non-connective reading (“along with the catalog”) of the given prepositional
phrases.

(25) Movenpick provozuje nékolik desitek hoteli nejen v Evropé, ale i v Asii
a Africe. Kromé toho je znamy i jako obchodni a potravinarska
firma.

Mdévenpick operates dozens of hotels not only in Europe but also in Asia
and Africa. Apart from that, it is known also as a business and food

company.

(26) British Library vydala strucny katalog knih uvedené tematiky citajici pres
sest set polozek z majetku knihovny. K tomu lze na misté zakoupit dvé pub-
likace o ruské avantgardni knize, vydané specialistkou Susan Comptonovou.

The British Library has released a brief catalog of topic-related books con-
taining over sixz hundred items from the library property. Along with that

[lit. with that] you can purchase on-site two publications about the Russian
avant-garde literature, published by the specialist Susan Compton.
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3.5 Arguments in the PDiT 1.0

The definition and delimitation of discourse units (arguments) as basic segments
entering discourse relations is not straightforward. As mentioned in the intro-
ductory chapter, the Prague annotation scenario shares the basic notion of a dis-
course argument with the PDTB, namely the concept of abstract objects (AO) by
Asher (1993). In general, abstract objects can be seen as various propositions,
i.e. assertions about some set of entities (events, states, situations, facts, beliefs,
questions, etc.).

3.5.1 Syntactic Structure of Discourse Arguments

Several syntactic constructions can be interpreted as AOs. It is mostly clauses,
but also their nominalizations, deictic expressions referring to previous explicit
propositions, sequences of more sentences etc. This is the theoretical view. In
annotation practice, the projects aimed on marking large datasets had to restrict
the annotation of AOs to a manageable subset. Mostly, discourse units (abstract
objects) represented by clauses with finite verbs and partially some infinitive and
participial constructions are annotated.

In the PDiT 1.0, discourse arguments are expressed by the following struc-
tures. Each type of structure is exemplified by a corpus example, cf. (27) to (37)
below.

a single clause:

— independent (either as a simple sentence between two final punctuation
marks (27) or as a part of a compound sentence (28))

— dependent (29)

a combination of clauses/sentences

— a compound sentence (27) or any of its clausal subparts (30)

— a sequence of sentences (31)

a structure with an infinitive with the functor PRED (32)

an elliptical structure

— with a contextual verb ellipsis (33)
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— with a grammatical verb ellipsis (34)!!

a parenthesis (35)!?

a group of expressions with a finite verb not corresponding to a clause /

continuous subtree (36)3

An exception was made in case of list structures. The so-called hypertheme, or
the title of the list was annotated as a discourse argument even with a non-verbal
structure (37). The relation between the hypertheme of the list and all the list
entries was by default treated as a special case of specification. The entries of the

list were then only annotated if their structure contained either a governing verb

form or a colon. (cf. Section 3.7.1).

(27)

(28)

(29)

Duojjedinost tohoto problému nastésti pochopili poslanci: o poctu regionai
a jejich pusobnosti chtéji rozhodnout soucasné. Chléb se tedy bude la-

mat ve snémovné.

Luckily the parliament members have understood the duality of the prob-
lem: they intend to decide on the number of regions and the scope of their
authority at the same time. All will then be decided in the House of
parliament.

Neékolikadenni cesta sice néco stoji, ale zakaznici se o kvalité produkce
presvédci na vlastni oci.

A few days’ journey may have its costs but the customers may check
the production quality by their own eyes.

Jelikoz na generalniho reditele Bohemie bez policejnich zkuSenosti
byla uvalena vazba, do Bruselu asi nepojede.

As the director general of Bohemia without any police experience
was taken into custody, he will probably not go to Brussels.

' Tn the contextual ellipsis of the governing verb, the elided verb is reconstructible from
the previous context. It is mainly, but not only, an ellipsis of the second predicate in

a coordinated structure. In grammatical ellipsis of the governing verb, the verb cannot be

reconstructed from the previous context. For a detailed analysis of discourse arguments
with verb ellipses cf. Poldkova et al. 2012b, pp. 55-58.

12

We are aware of the fact that parentheses can be syntactically also represented by

clauses/sentences or sets of clauses/sentences. But since their relation to the rest of the
discourse can be quite loose and so it has some impact on discourse coherence, we list them
here as a special category.

13

The mismatches in correspondence of arguments to (sub)trees are mainly due to attribu-

tion. Cf. Section 4.2.2 for details.
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(30)

(31)

(36)

Podle presvedceni majiteld dosdhla prosperity zejména proto, ze zamést-
nava lidi, na které se miize spolehnout.

According to the conviction of the owners she achieved prosperity mainly
because she employs people that she can rely on.

Velice spatnad je situace vétsiny dichodci, kteri predstavuji zhruba cturtinu
obyvatelstva. Minimdlni starobni dichod je 7260 Ft, ale i prumérny duchod
stézi presahne 10000 Ft. Tato ¢astka neni o mnoho vyssi nez dhrada za
provoz stfedné velkého bytu v topné sezoné. A tak dilema zaplatit ¢inzi,
anebo se najist se pro mnohé stalo realitou.

The situation of most pensioners, who account for about a quarter of the
population, is very bad. The minimal retirement pension is 7260 Ft, but
even the average pension hardly exceeds 10000 Ft. This amount is not much
higher than the payment for running a middle-sized apartment during the
heating season. And so the dilemma whether to pay the rent or to
eat has for many become a reality.

To je jasné, Ze bych byl radsi, kdyby tady dosud stdl zamek a ne tohle
monstrum. Ale pro¢ o tom stale uvazovat.

It is obvious that I would prefer if there still was a castle and not this
mo