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EDITORIAL

Editorial

Everything that has a beginning has an end.
Titus Maccius Plautus,
a Roman playwright of the Old Latin period

The Prague Bulletin of Mathematical Linguistics (PBML) had its beginning in
1964, one year before the start of the series of regular international meetings called
COLING and the regular conferences of ACL. In the history of Czechoslovak compu-
tational linguistics (at that time called by its Praguian followers “algebraic”, inspired
by the logician Y. Bar Hillel, but soon after changing this name to a more interna-
tionally common “mathematical”, and later, when computers entered the scene more
vigorously, “computational”), this may be considered a milestone of the field (CL
in the sequel). The start of PBML was accompanied (on September 18-22, 1964) by
an international meeting (“colloquium”) of researchers involved in the newly arising
branch of science, which may be claimed to be the first such meeting in our geographi-
cal area. No wonder that not many of the participants of the colloquium are among us
any more (to name just a few who have already left: Helmut Schnelle, Manfred Bier-
wisch, Hans Karlgren, Bernard Vauquois, Ferenc Kiefer, Ferenc Papp, Laszlo Kalmar).
Also the initiator and for a long time the editor-in-chief of the Bulletin and the main
organizer of the 1964 colloquium Petr Sgall, who was the founder of the field of CL in
Czechoslovakia, died on May 28, 2019.

Since those who introduced the study and work in CL in Czechoslovakia were
linguists, it is no wonder that the first small CL group started its activities at the Fac-
ulty of Arts of Charles University (CU) around 1959. However, as they had good
personal links to colleagues from the field of logic and mathematics, a still smaller
parallel group of Sgall’s students found their place at the Faculty of Mathematics and
Physics of CU. The two groups led by Petr Sgall joined together at the beginning of
1968 in the so-called Laboratory of Algebraic Linguistics under the roof of the Faculty
of Arts. Due to the Soviet invasion in August of the same year and to the fact that none
of the members of this Lab expressed their support for the new political situation, the
very existence of the Lab was endangered, Petr Sgall was supposed to leave the Uni-
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versity and the other members (at that time they were 15 in total) were also supposed
to leave the academic area. However, thanks to our colleagues and friends at the Fac-
ulty of Mathematics and Physics (FMP) and also to the fact that the political situation
there was not so strict as that at the Faculty of Arts, the members of the Lab found
their shelter at that Faculty, not as a group or department but as individual faculty
members, facing, of course, restrictions as for their teaching, international contacts
and academic degrees. The situation gradually became more favorable; at the begin-
ning of the eighties, there was a possibility to create an unofficial group at the Dept.
of Applied Mathematics, and after the “velvet revolution” in 1989, an independent in-
stitute was established at FMP called the Institute of Formal and Applied Linguistics
(UFAL) chaired by Petr Sgall. The chairs of the Institute of course changed during the
last 34 years, but the Institute is still there, and the Prague Bulletin of Mathematical
Linguistics as well. It should be added in this connection that the existence of the Bul-
letin was also severely endangered after the Soviet invasion, but it was thanks to our
colleague and friend, the logician Professor Karel Berka, a member of the Communist
Party but a very devoted friend of ours, who was willing to take over the responsi-
bility and to chair the Editorial Board and thus saved PBML’s existence. The role of
PBML was more than crucial. Not only that it was almost the only publication forum
in the country where the results of our research in CL could be published and thus
disseminated internationally, but also, and most importantly, the journal was a very
valuable material for exchange at the time when no financial resources were available
for buying books or journals published abroad or to pay for mimeographed research
papers offered by such activities as those of the Indiana University Linguistics Club
at Bloomington University, Indiana, etc. In this way, our CL community has not lost
awareness of the most recent developments of the field and kept international contacts
alive.

Though the original intention of the first PBML editor-in-chief Petr Sgall and the
Editorial Board members (a general linguist Pavel Novdk, a quantitative linguistics
specialist Marie TéSitelova and a formal logician Pavel Berka) was to provide a fo-
rum for the newly arising local CL community to introduce their research results,
PBML had soon acquired status of an internationally well-known CL forum for both
theoretically- and application-minded researchers from all corners of the world. This
was also reflected by the reorganization of the editorial board into a body of interna-
tionally recognized researchers in 1997, thus ensuring a high scientific quality of the
PBML’s contents.

However, with the expansion of the field in the recent years (even before the deep
learning revolution), there are many more opportunities to publish computational
linguistics research worldwide, many of which are also recognized by national author-
ities as “worthwhile” when considering grant applications or personal promotions.
Despite some effort, PBML was unable to reach that status, apparently reflected by
the low number of submissions, which in turn made it harder to submit applications
to worldwide indexes. While we deeply regret it, we are now closing the operation,
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hoping that researchers can publish under similar conditions (Open Access, free of
fees) in other more recognized venues, such as TACL or CL.

With many sincere thanks to our Editorial Board members and my assistants, Dr.
Jana Hamrlova and Dr. Martin Popel of UFAL (Computer Science School, Charles
University), I wish our prospective contributors good luck in pursuing science in the
field of Computational Linguistics and success in publishing its results.

Jan Hajic¢
Editor-in-chief
PBML
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Improving Fuzzy Match Augmented Neural Machine Translation
in Specialised Domains through Synthetic Data

Arda Tezcan, Alina Skidanova, Thomas Moerman

Language and Translation Technology Team (LT3), Ghent University, Belgium

Abstract

Previous studies have demonstrated the effectiveness of fuzzy match (FM) augmentation
in improving the performance of Neural Machine Translation (NMT) models. However, this
approach exhibits limitations when applied to scenarios where limited parallel datasets are
available for NMT training. This study investigates the effectiveness of leveraging additional
monolingual data to improve FM-augmented NMT performance by generating synthetic par-
allel datasets in domain-specific scenarios. To this end, we adopt a simple strategy for combin-
ing two data augmentation methods for NMT, namely back-translation and Neural Fuzzy Re-
pair (NFR). Experiments conducted on three language directions, namely English—Ukrainian,
English—French and French—English, two domains and various dataset sizes show that this
simple approach yields significant and substantial improvements in estimated translation qual-

ity.

1. Introduction

In recent years, the field of neural machine translation (NMT) has undergone rapid
advancements, first with the emergence of the (encoder-decoder) transformer models
(Vaswani et al., 2017), and more recently with the (decoder-only) large language mod-
els (LLMs), exemplified by BLOOM (Scao et al., 2022), Mistral (Jiang et al., 2023), and
Llama 3 (Dubey et al., 2024). Despite the growing enthusiasm for utilising LLMs for
MT and the additional capabilities they possess over specialised NMT models, such
as instruction following (Ouyang et al., 2022; Wei et al., 2022), their adoption does
not guarantee superior performance in translation tasks, especially in specialised do-
mains (Kocmi et al., 2023; Jiao et al., 2023; Peng et al., 2023; Son and Kim, 2023).
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In domain-specific scenarios, specialised NMT systems, as well as LLMs, have
demonstrated a capacity to leverage translations of similar sentences retrieved from
the training data or external databases (also referred to as ‘fuzzy matches’; FMs) ef-
fectively, resulting in remarkable gains in translation quality (Bulté and Tezcan, 2019;
Xu et al., 2020; Khandelwal et al., 2021; Moslem et al., 2023a). Despite the differences
in the way FMs are utilised by existing approaches, the fundamental concept unify-
ing all of them lies in their capacity to steer the MT output towards translations of
retrieved FMs.

In the context of specialised NMT models, previous studies showed that FM-aug-
mented NMT models attain their maximum potential in high-resource, domain-spe-
cific scenarios characterised by the availability of large bilingual datasets, which en-
hance the likelihood of retrieving FMs with higher similarity levels (Bulté and Tezcan,
2019; Tezcan and Bulté, 2022; Xu et al., 2023; Reheman et al., 2023). To address this lim-
itation, some efforts have been undertaken to leverage additional monolingual data
in the target language for directly retrieving similar translations through employing
multilingual sentence embeddings, resulting in further improvements in translation
quality (Cai et al., 2021; Tamura et al., 2023). More related to our work, in the context
of general-domain scenarios, Pham et al. (2020) and Xu et al. (2021) proposed a simple
yet novel approach for leveraging additional monolingual data in the target language
for FM augmentation where synthetic source sentences are generated through back-
translation in the first place. However, this approach showed mixed results regard-
ing its impact on translation performance. As both of these studies acknowledged, the
challenge of effectively utilising this approach in general domain scenarios is finding
highly similar translations for a given input (high FMs).

Following up on previous work, we consider FM augmentation through the gener-
ation of synthetic source sentences more suitable for domain-specific scenarios, which
are focused on specific subject areas characterised by high levels of repetitiveness
in vocabulary, structure, and style. To this end, in this study, we adopt previously
proposed methods for in-domain scenarios by combining two data augmentation
techniques for NMT: (i) back-translation, a commonly used technique for generating
synthetic data in the source language from monolingual data in the target language
(Sennrich et al., 2016), and (ii) ‘Neural Fuzzy Repair’ (NFR), which integrates FMs
into NMT through concatenating source sentences with translations of retrieved FMs
(Bulté and Tezcan, 2019).

Our experimental results, spanning three language pairs and two specialised do-
mains, demonstrate that combining the two data augmentation approaches yields
significant improvements in estimated translation quality in all tested settings. Ad-
ditionally, we present insights into the effectiveness of this approach by employing
reduced sizes of bilingual and additional monolingual datasets and contrast it with
state-of-the-art LLMs, as well as NMT systems trained under an alternative scenario,
where high-quality translations for the additional monolingual data are available.
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2. Related Research

Within the domain of FM-augmented NMT, various approaches have been imple-
mented in the past, resulting in enhanced translation performance. Some examples
include integrating FMs to the transformer-based NMT architectures through modi-
fying the decoding process (Cao and Xiong, 2018; Gu et al., 2018; Khandelwal et al.,
2021; Reheman et al., 2023), adding a lexical memory to the NMT architecture (Feng
etal., 2017), attaching rewards for matched translation pieces from FMs into the NMT
output layer (Zhang et al., 2018), introducing additional attention layers to capture
relevant information from translation memories (TMs) (He etal., 2021), or modifying
the whole architecture, enabling it to edit FMs to obtain a final translation (Gu et al.,
2019; Bouthors et al., 2023).

Whereas most of the approaches that utilise FMs for NMT require modifications
to the NMT architectures or decoding algorithms, FMs have also been successfully
integrated into NMT through data augmentation techniques (Bulté and Tezcan, 2019;
Xu et al., 2020; Tezcan et al., 2021). These studies vary in their approaches to mea-
suring FM similarity, employing N-best FMs, or combining FMs with different char-
acteristics. Nonetheless, a shared characteristic among these studies is the reliance
on seeking FMs through source text similarity and augmenting source sentences dur-
ing training and inference times with the translations of retrieved FMs in the target
language.

Previous studies have shown that the quality of retrieved samples plays a crucial
role in the effectiveness of FM augmentation. Specifically, the translation quality of
FM-augmented models improves as the similarity of the retrieved FMs to the input
sentence increases, with optimal results observed in high-resource scenarios (Bulté
and Tezcan, 2019; Tezcan and Bulté, 2022; Xu et al., 2023; Reheman et al., 2023). As a
result, in the domain of European legislation—a dataset also employed in this study—
Bulté and Tezcan (2019) found that the NFR approach starts to become effective with
at least 300K sentence pairs as training data.

In order to extend the capabilities of FM-augmented NMT systems beyond their
reliance on parallel sentences for FM retrieval, some studies proposed leveraging ad-
ditional monolingual data in the target language. For example, Cai et al. (2021) used
sentence encoders to measure the similarity between sentences from the source and
target languages and conditioned the translation model on both the retrieved FMs
from the target language and the input from the source language to generate transla-
tions. On the other hand, Tamura et al. (2023) expanded the usefulness of the NFR
approach by leveraging additional monolingual data. To this end, they trained NFR
models as proposed by Bulté and Tezcan (2019) but extended the pool of sentences
for FM retrieval and augmentation with the additional monolingual data during in-
ference by measuring the similarity of source sentences with sentences in the target
language through multilingual sentence embeddings. Both studies, which used ad-
ditional monolingual data for FM augmentation, reported significant improvements
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in translation performance. In another relevant study, multilingual sentence embed-
dings have also been used to support translators by retrieving FMs from additional
monolingual data in a TM-based computer-assisted translation environment (Espla-
Gomis et al., 2022).

Apart from these studies, a substantial body of literature exists on leveraging
monolingual data in the target language to improve the translation quality of NMT
systems. Some effective approaches include incorporating target-side language mod-
els into the NMT decoding step (Gulcehre et al., 2015) or for re-ranking the NMT
output (Jean et al., 2015), as well as leveraging additional monolingual data through
back-translation. In this process, a reverse NMT model is trained on existing parallel
data to translate monolingual target-language data into the source language, thereby
generating additional synthetic parallel training data. (Sennrich et al., 2016; Fadaee
et al., 2017; Edunov et al., 2018). Notably, Xu et al. (2019) have further demonstrated
that the positive effect of the synthetic training data generated through back-trans-
lation on NMT performance gradually waned with increasing sizes due to the noisy
nature of source sentences. While other researchers have drawn similar conclusions
regarding the performance decrease with increasing ratios of high-quality to synthetic
training dataset sizes, the optimal ratios varied considerably across different studies,
typically ranging from 1:1 to 1:5 (Sennrich et al., 2016; Edunov et al., 2018; Ng et al.,
2019).

Our work stems from the technique explored by Pham et al. (2020) and Xu et al.
(2021), which leverages additional monolingual data in the target language for FM
augmentation with a different strategy. Both studies extended the pool of source sen-
tences for FM retrieval and augmentation with the synthetically generated source sen-
tences via back-translation, as well as using the same sentence pairs as extra training
data, applying this approach in general domain settings. In one set of experiments,
for the English—French language direction, this approach yielded limited gains in
translation performance compared to FM-augmented NMT systems using only the
available parallel datasets, consisting of approx. 4.5M sentence pairs from different
domains, resulting in +0.6 and +1.8 BLEU scores in the news and Wikipedia domains,
respectively (Pham et al., 2020). Notably, to achieve the improvements from addi-
tionally employing the synthetically generated data for FM augmentation, approx.
83.5M (news) and 6.5M (Wikipedia) monolingual sentences in the target language
were required. Furthermore, in the same study, this approach was outperformed by
a standard NMT system trained only on the original parallel sentences (without FM
augmentation) in the news domain (-0.6 BLEU). Overall, despite having access to
extensive monolingual datasets, FM-augmentation with backtranslated sentences in
these general domain experiments resulted in limited effectiveness.

12
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In a second set of experiments, this approach was applied to the news domain
and for domain adaptation, using 10M additional sentences in the target languages!
(Xuetal., 2021). When applied to the news domain, this approach generally resulted
in lower BLEU scores compared to simply using synthetically generated datasets
via back-translating target sentences, as additional training data (-2.6 BLEU and -0.1
BLEU on the WMT’19 translation test set; and -3.6 BLEU and +0.2 BLEU on the
WMT"20 translation test set for the French—German and German—ZFrench language
directions, respectively). Similar to the findings of Pham et al. (2020), Xu et al. (2021)
demonstrated that FM-augmentation with back-translated sentences for NMT was
generally ineffective for improving MT performance in general domain settings?.

In the same study, this approach was also used for domain adaptation for the
German—French language direction, where the bilingual and monolingual news data
was used for training and FM augmentation for translating a test set extracted from
the European Central Bank (ECB) corpus. The experiments showed that using back-
translated sentences (paired with hand-crafted target sentences) both as extra train-
ing data and additionally for FM augmentation was detrimental to translation perfor-
mance, yielding -0.8 BLEU scores for both types of systems compared to a standard
NMT system trained on the available parallel datasets (without FM augmentation).
Further experiments on increasing the minimum similarity threshold up to A > 0.85
for FM retrieval also resulted in mixed outcomes in both experiments.

In addition to the aforementioned studies that focus on improving specialised
NMT models, FMs and previously seen translations in the same domain as the input
have recently been utilised to improve the translation quality of LLMs, by integrat-
ing them into the prompts used for generating translations, a method referred to as
in-context learning (Mu et al., 2023; Moslem et al., 2023a), and into the fine-tuning
process (Alves et al., 2023; Moslem et al., 2023b).

3. Methodology
3.1. Neural Fuzzy Repair
For implementing NFR, we followed the work of Tezcan et al. (2021)2: for a given

bilingual dataset, consisting of source/target sentence pairs S, T, we augmented each
source sentence s; € S with the translations {ti,...,t,} € T of the most similar

!While the authors stated that they used all available parallel data for the WMT’21 translation task with
the exception of the ParaCrawl data, the exact size of the parallel data used for training was not explicitly
provided.

2Neither study included statistical significance analyses for these reported differences in estimated trans-
lation performance.

Shttps://github.com/1t3/nfr
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source sentence in the same dataset? {s1,...,s,} € S (i.e., fuzzy match; FM), where
si & {s1,...,5n), given that the FM score is sufficiently high (i.e., above the given
threshold): A > 0.5. To this end, we measured FM score FM(s, sj) between two
source sentences s; and s; as the cosine similarity between their sentence embeddings
e; and ej:

ei'e]-

FM(s:. g:) = — "5
S ST

(1)

where | e|| is the magnitude of vector e.

To generate sentence embeddings, we used sent2vec (Pagliardini et al., 2018), and
for efficient retrieval of FMs, we built a FAISS index (Johnson et al., 2021). The hyper-
parameters used for generating sentence embeddings and building the FAISS index
are provided in Appendices A.1 and A.2, respectively. Prior to retrieving FMs, all sen-
tences were segmented into sub-words using SentencePiece (Kudo and Richardson,
2018), using the XLM-RoBERTa (base) tokenizer2. An example of the FM retrieval
and data augmentation process is provided in Table 1.

S Debt, breakdown by residual maturity
score | 0.9812

FMs | Debt, breakdown by initial maturity
FM~ Dette, ventilation par échéance initiale

S’ Debt, breakdown by residual maturity < sep > Dette, ventilation par
échéance initiale
T Dette, ventilation par échéance résiduelle

Table 1. An example of FM retrieval and source augmentation (S’) for a given source
sentence (S) for the EN—FR language direction, with the translation ‘T’. ‘FMs’ and
‘FM\’ refer to the source and target sides of the retrieved FM, respectively. The
sentence similarity score is indicated as ‘score’.

The NFR model is trained with an off-the-shelf NMT toolkit, namely the Open-
NMT-py toolkit (Klein et al., 2017), using the combined dataset, which consists of the
original and the augmented source/target sentence pairs S, T and S’, T, respectively.
Combining the original parallel data with the source-augmented parallel data allows
the NFR model to handle both the augmented and non-augmented source sentences
as input (Bulté and Tezcan, 2019). Each source sentence is augmented at inference
time using the same FM retrieval method described above. Following previous work,

4We used “@@@” as a separator between the source sentence and the translation of the retrieved FM.

Shttps://huggingface.co/docs/transformers/v4.22.2/en/model doc/xlm- roberta#overview
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we used a minimum similarity threshold of A > 0.5 for FM retrieval (Tezcan et al.,
2021). If no FMs are found with a match score above this threshold, the original,
non-augmented source sentence is used as input to the FM-augmented NMT model.
While different minimum similarity thresholds have been tested in previous studies
(Pham et al., 2020; Xu et al., 2020; Tezcan et al., 2021), we keep this value fixed in this
study.

3.2. Combining Neural Fuzzy Repair and back-translation

In the context of NMT, NFR and back-translation can be considered complemen-
tary data augmentation techniques. While NFR aims to use existing training data
more efficiently by steering the MT output for a given input towards the translation
of the most similar sentence found in the same data, back-translation aims to gener-
ate additional parallel data for training, where the source side consists of syntheti-
cally generated sentences. Therefore, following the work of Bulté and Tezcan (2019),
Pham et al. (2020), and Xu et al. (2021), by combining these two data augmentation
approaches, we expect to leverage gains in translation quality in domain-specific sce-
narios from two angles: first, by expanding the pool of source sentences for retrieving
FMs with high similarity, even if they are partially synthetic; and subsequently, by
generating additional, synthetic training data, which is augmented with the transla-
tions of retrieved FMs, consisting of non-synthetic, high-quality texts from the target
language.

The methodology used in this study, which combines back-translation and NEFR,
is illustrated in Figure 1. First, we train a back-translation model using the original
parallel data to translate in the reverse language direction. Next, we utilise this back-
translation model to translate the additional monolingual sentences in the target lan-
guage to the source language. Finally, we combine the resulting synthetic parallel
data with the original training data and implement NFR training and inference, as
described in the previous section.

4. Experimental Setup

This section outlines the datasets (Section 4.1), the implementation details of the
different NMT systems (Section 4.2), as well as the evaluation methodology used in
this study (Section 4.3).
4.1. Data

The first set of experiments was conducted for the English— Ukrainian (EN—UK)

language direction, using bilingual and monolingual datasets in the legal domain, col-
lected from the European Language Resource Coordination (ELRC-SHARE) Reposi-

15
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Backtranslation
(T—5§

Original Syninetic Monolingual | Input (S)

S T

BB B

Fuzzy Match
Retrieval

ST

Yes
¥

5 augmentation

NMT MODEL

Fuzzy Match
Retrieval
I

Combine
5 augmentation
(min. match = A)

Output (T)

Figure 1. Overview of the methodology used in this study, which utilises the ‘Original’
source (S) and target (T) sentences to build a back-translation model and translates the
additional monolingual data in the target language ‘Monolingual T’ to source language
‘Synthetic S’ (top-left), then implements the NFR training (bottom-left), and finally the
NFR inference (bottom-right) steps.

tory?. The bilingual dataset consisted of the translations of the EU acts into Ukrainian?
(EN—UK) and the translations of the Ukrainian laws into English, collected from
the official web-portal of the Parliament of Ukraine®2 (UK—EN). The monolingual
Ukrainian data consisted of a random subset of sentences collected from the docu-

ments of the official web portal of the Ukrainian parliament!? and the Legal Ukrainian

®https://elrc-share.eu/, CC-BY-4.0 license
7EU acts in Ukrainian

8 Abstracts of Ukrainian Laws in English
9Ukrainian Laws in English

101 egal documents of the Parliament of Ukraine
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Crawling Corpus!, which is built from web documents collected from legislation web-
sites, and governmental sites. The number of sentences in each dataset is provided in
Table 2.

Dataset Language(s) No. sentences
EU acts EN-UK 129941
Ukrainian laws EN-UK 177270
Ukrainian Parliament UK 665000
Legal Ukrainian Crawling UK 1000000

Table 2. An overview of the datasets used for the EN—UK experiments.

Prior to training NMT engines, both the additional monolingual and the origi-
nal bilingual datasets underwent an automatic cleaning process2. This entailed re-
moving empty segments, duplicate segments, segments copied from source to target,
HTML codes, segments containing more than 100 tokens, and normalising punctua-
tion marks. In addition, sentences that consisted of Russian were removed from the
target side of the bilingual data, as well as from the monolingual data!®. After the au-
tomatic cleaning process, the bilingual dataset was randomly partitioned into training,
validation and test sets. The randomly selected test sets, consisting of 2000 sentence
pairs per language direction, were also manually reviewed to eliminate noisy sentence
pairs, such as unaligned sentences, partial translations, sentences consisting only of
dates or alphanumeric codes, and sentence pairs with fewer than three tokens on ei-
ther the source or target side. The additional monolingual data was further utilised
for generating synthetic, bilingual training data (EN—UK) through back-translation.
The number of segments after cleaning and partitioning the original data is provided
in Table 3.

Train Validation Test
Bilingual (EN-UK) 286417 2000 1899
Monolingual (UK) 1461320 - -

Table 3. The number of sentences used as training, validation and test sets for the
EN—UK experiments.

NThe Legal Ukrainian Crawling Corpus
2filter.py script from https://github.com/ymoslem/MT-Preparation.

Bhttps://qgithub.com/pemistahl/linqua-py

17


https://elrc-share.eu/repository/browse/legal-ukrainian-crawling/b5dc44cc4ecf11ec9c1a00155d026706b57d9b899e884c07aa2c854f59c890f7/
https://github.com/ymoslem/MT-Preparation
https://github.com/pemistahl/lingua-py

PBML 122 DECEMBER 2024

The second set of experiments was conducted for the English«—French (EN«+FR)
language directions. To this end, we used the TM of the European Commission’s trans-
lation service’ (DGT-TM) (Steinberger et al., 2012), which consists of texts regarding
European legislation, comprising the treaties, regulations and directives adopted by
the European Union. The DGT-TM was cleaned using the same steps as described
above, and a random subset was collected, consisting of bilingual and monolingual
datasets of similar sizes to the EN-UK data, with the monolingual data containing
five times more sentences than the bilingual data. Unlike the EN-UK dataset, where
the collected monolingual sentences in the target language did not have any transla-
tions in the source language, monolingual datasets in EN and FR were extracted from
the parallel dataset for EN-FR. Similar to the EN-UK dataset, these extracted mono-
lingual datasets were utilised for generating synthetic bilingual training data through
back-translation. The number of sentences in the different partitions of the EN-FR
dataset is provided in Table 4.

Train Validation Test
Bilingual (EN-FR) 300000 2000 1609
Monolingual (FR) 1499436 - -
Monolingual (EN) 1499436 - -

Table 4. The number of sentences used as training, validation and test sets for the
EN—FR experiments.

The resulting bilingual datasets, consisting of approximately 300K sentence pairs,
is a meaningful starting point to test our hypotheses, as it enables us to evaluate our
methodology in a scenario where the NFR approach achieved comparable results to
a baseline system trained solely on the original bilingual training data, as previously
observed with the DGT datasets (Bulté and Tezcan, 2019). To assess the effectiveness
of this approach under varying data conditions, particularly when data resources are
scarcer, we conducted additional experiments by gradually reducing the number of
sentences in both the bilingual (down to 33% of the original amount) and the mono-
lingual (down to 20% of the original amount) datasets. The resulting datasets used
for training the MT systems in this study are available on HuggingFacel>.

4.2. NMT Systems

We trained six types of baseline systems. Among them, four were aimed at assess-
ing the effectiveness of the proposed approach in comparison to existing alternatives

Mhttps://opus.nlpl.eu/DGT/corpus/version/DGT

Bhttps://huggingface.co/collections/LT3/nfr-bt-nmt-66bcfodb6f39f76a39456df5
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in the literature: (i) NMT systems using only the original bilingual data for training
(BASE); (ii) NFR (Tezcan et al., 2021), as described in Section 3.1; (iii) NFRono, an
adaptation of the NFR approach, which further utilises the additional monolingual
data for retrieving FMs during inference (Tamura et al., 2023) using multilingual sen-
tence embeddings generated by LaBSE (Feng et al., 2022); and (iv) BT, NMT systems
that are trained using a combination of original and synthetic bilingual data, where
the synthetic source sentences are generated through back-translation (Sennrich etal.,
2016). An overview of the training set sizes used for training these NMT systems is
provided in Appendix A.3.

Furthermore, to better understand the limitations of using synthetically generated
source sentences compared to an alternative scenario, where large, high-quality par-
allel datasets are available instead, we trained two additional baseline systems for the
EN&FR language directions: (v) a baseline NMT system, BASE_HQ, which utilises
high-quality translations for the additional monolingual data in the target language
for training, without any additional FM-augmentation (i.e. approx. 1.8M high-quality
sentence pairs in total); and (vi) an NFR variant of this system, NFR_HQ, which
utilises the same high-quality parallel data for training and FM-augmentation. Given
that high-quality translations for the monolingual data in the target language were
only available for EN—FR language directions (see Section 4.1), these baseline sys-
tems are not available for the EN—UK language direction.

All the systems were trained using the Transformer architecture (Vaswani et al.,
2017) and the OpenNMT-py toolkit!® (Klein et al., 2017). Prior to training, all sen-
tences were segmented into sub-words using SentencePiece, as described in Sec-
tion 3.1. The resulting vocabulary sizes per system that was trained using all avail-
able bilingual and monolingual datasets, per language direction are provided in
Appendix A.3. All systems were trained with early stopping with 10 validation
rounds in terms of accuracy and perplexity. All training runs were initialised using
the same seed. For the systems that did not utilise NFR, the maximum source and
target lengths were defined as 200 tokens. The same settings have been used to train
NMT systems for back-translation, using the reverse language direction in each case.
Maximum source length was doubled to 400 tokens for the systems that utilised NFR,
which were trained with augmented source sentences. Other details regarding the
hyper-parameters used for training the NMT systems are provided in Appendix A.4.

Finally, using the same test sets, we evaluated four state-of-the-art LLMs for the
MT task (Kocmi et al., 2024), namely, GPT40%, Llama3.1-Instruct (8b%¥ and 70bX

https://github.com/OpenNMT/OpenNMT - py, v. 3.5.1.
17https://openai.com/index/qgpt-40- system- card/, translations generated on 27th of October, 2024.
Bhttps://huggingface.co/meta-1lama/Llama-3.1-8B- Instruct

1‘)h‘c‘cps ://huggingface.co/meta-1lama/Llama-3.1-70B-Instruct
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models) (Dubey et al., 2024) and Towerlnstruct-Mistral-7b2 (Alves et al., 2024). Al-
though this study primarily focuses on evaluating the effectiveness of back-translated
sentences in improving FM-augmented NMT systems trained from scratch, the com-
parison offers additional insights into the relative performance of FM-augmented
NMT systems alongside state-of-the-art LLMs for MT. From the selected LLMs, while
GPT40 and Llama can be regarded as general-purpose multilingual LLMs, TowerIn-
struct has been further specialized for the MT task through continued pretraining on
Mistral using translation data and fine-tuning on translation-relevant instructions. All
four LLMs were evaluated on the three language directions, except TowerlInstruct for
EN—UK, as this language pair is not officially supported.

4.3. Evaluation Methodology

We make use of automated evaluation metrics SacreBLEU2! (Post, 2018), chrF
(Popovi¢, 2015), and COMET2 (Rei et al., 2020) to assess the quality of the (deto-
kenised) MT output. To verify whether differences between the automated quality
metric scores of the different MT systems are statistically significant, we used boot-
strap resampling tests (Koehn, 2004). Both the automated evaluations and bootstrap
resampling tests have been performed using the MATEO toolkit® (Vanroy et al., 2023)
with the default settings for each metric.

5. Results

In this section, we first compare the translation performance of the proposed sys-
tem (BT+NFR) with the baseline NMT systems using all the bilingual and monolin-
gual datasets available for training, as well as the LLMs (Section 5.1). Subsequently,
we also analyse the effectiveness of this approach using the reduced datasets (Sec-
tion 5.2).

5.1. System performance with full datasets

Table 5 provides the automated evaluation results for the translations generated
by the different MT systems on the corresponding test sets per language direction.

Firstly, looking at the four baseline systems that were trained using the original
datasets (upper section), we see that BT leads to consistent improvements for all lan-
guage directions and all metrics over the BASE system, confirming the usefulness of
back-translation in scenarios where additional monolingual datasets are available in

2https://huggingface.co/Unbabel/TowerInstruct-Mistral-7B-v0.2
2lhttps://github.com/mipost/sacrebleu, v. 2.4.1. (SacreBLEU and chrF)
22https://huggingface. co/Unbabel/wmt22- comet-da

2pttps://mateo.ivdnt.org/
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System EN—UK EN—FR FR—EN
BLEU c¢hrF  COMET | BLEU chrF COMET | BLEU chrF  COMET

BASE 54.85 7595 91.23 51.50 71.21 84.22 5395 71.61 85.01
BT (Sennrich et al., 2016) 56.21  76.93 92.18 54.88 73.34 85.27 56.99 74.23 86.72
NFR (Tezcan et al., 2021) 57.73 7752 91.78 52.67 71.82 84.50 5443 7194 85.26
NFRyono (Tamura et al., 2023) | 60.39  78.89 92.03 52.39  71.68 84.45 5554 72.62 85.44
BT+NER (This work) 66.95 82.39 92.78 6191 77.54 87.13 64.69  78.65 87.79
BASE_HQ - - - 59.13  76.28 87.40 61.56 77.04 88.03
NFR_HQ - - - 6458 79.32 88.36 67.75  80.53 88.61
GPT4o 4166 67.95 92.35 4347 6793 86.75 4458  68.82 86.87
TowerInstruct-Mistral-7b - - - 39.99  64.66 83.06 4211 5214 82.32
Llama3.1-Instruct-8b 18.12  52.77 85.27 2644 57.96 80.39 27.74 5794 81.19
Llama3.1-Instruct-70b 27.81 60.14 88.70 4490 68.57 86.37 49.37 7049 86.56

Table 5. Results of the automatic evaluations performed on systems using all available
datasets.

the target language. While the NFR approach leads to consistent improvements over
BASE for all metrics for the EN—UK language direction, it only leads to marginal
gains for the EN—FR language directions. The performance of the NFR approach
for the DGT datasets is in line with previous research, which showed that the NFR
approach did not yield notable improvements with similar training set sizes (Bulté
and Tezcan, 2019). While BT outperforms NFR for the EN<FR language directions,
an opposite observation can be made for the EN—UK language direction, with the
exception of COMET scores. Considering all the baseline systems, NFRz0 Outper-
forms NFR and BASE with respect to all metrics for EN—UK, while yielding mixed
results for EN—FR.

Secondly, when we compare the results of BT+NFR with the best-performing base-
line system per metric, per language direction (upper section), a clear trend emerges:
BT+NER consistently outperforms all baseline systems for all language directions and
metrics, with improvements of +6.56, +7.03, +7.70 BLEU points over the best baseline
system for EN—UK, EN—FR, and FR—EN, respectively. For all language directions,
the improvements achieved by BT+NFR over all baseline systems are measured to be
statistically significant, with p < 0.001. Compared to the baseline systems that only
utilise the original bilingual datasets (BASE), BT+NFR yields improvements of up to
+12.10 BLEU points (EN—UK).

Thirdly, by comparing the performance of BT+NFR to two systems that can be
trained in an alternative scenario, where high-quality translations for the monolin-
gual sentences are available in the source language (middle section), we can make
two important observations. On the one hand, employing high-quality bilingual
datasets alongside FM-augmentation (NFR_HQ) results in optimal translation per-
formance for both language directions and across all metrics. While these results
highlight the constraints associated with employing synthetically generated source
texts alongside the NFR approach, they also offer a clear indication of the upper
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boundary that can be achieved in terms of translation quality when training NMT
models from scratch using these datasets. Consequently, using 1.5M synthetically
generated source sentences, instead of high-quality translations, results in decreased
MT performance, with reductions of -2.67 BLEU, -1.78 chrF, and -1.23 COMET scores
for EN—FR, and -3.06 BLEU, -1.88 chrF, and -0.82 COMET scores for FR—EN. These
differences are measured to be statistically significant, with p < 0.001.

On the other hand, BT+NFR surpasses BASE_HQ in BLEU and chrF scores for both
language directions but does not yield higher COMET scores. Given the disagree-
ment among the three metrics, we can argue that utilising back-translation and FM-
augmentation with limited high-quality bilingual data alongside additional monolin-
gual data in the target language produces results comparable to those of a conven-
tional (i.e., non-augmented) NMT system trained on a large, high-quality dataset. In
this particular scenario, by using only a monolingual dataset of five times the size of
the bilingual data, this combined approach achieved MT performance comparable to
that of a conventional NMT system requiring the same amount of additional bilingual
data.

Finally, in the lower section, we present the MT performance of four LLMs. Com-
parative analysis shows that GPT4o achieves the best results across all metrics for
EN—UK, while it performs similarly to Llama3.1-Instruct-70b for EN—FR, given the
mixed rankings each model attains per metric. The larger Llama model also shows
clear improvements over the smaller model (70b vs. 8b). Additionally, despite having
a similar parameter count, TowerInstruct-Mistral-7b performs noticeably better than
Llama3.1-Instruct-8b.

BT+NFER outperforms all four LLMs in every setting, with improvements that are
more pronounced in BLEU and chrF scores than in COMET across all language di-
rections. For each language direction and metric, the improvements over the best-
performing LLM are statistically significant, with p < 0.001 for BLEU and chrF, and
p < 0.005 for COMET scores. Notably, BASE, which is trained with approx. 300K
sentence pairs per language direction, also outperforms all LLMs in terms of BLEU
and chrF scores, while being outperformed only by GPT40 and Llama3.1-Instruct-70b
in terms of COMET scores.

5.2. System performance with reduced datasets

In Figure 2, we provide the BLEU scores for different systems for all language
directions in two specific lower-resource scenarios, where: (i) the original bilingual
datasets are combined with gradually decreasing sizes of monolingual datasets in
the target language (upper section), and (ii) the original additional monolingual
datasets in the target language are combined with gradually decreasing sizes of bilin-
gual datasets (lower section). The BLEU, chrF and COMET scores for each system
are further provided in Appendix A.7.
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Figure 2. Results of BLEU evaluations performed on systems using gradually decreasing
sizes of (i) additional monolingual data in the target language (a, b and c), and (ii) the

original bilingual data (d, e and f).

In the upper section of Figure 2, we provide the results for the three systems that
employ the extra monolingual data in the target language, namely BT, NFR,,n, and
BT+NFR, as the BASE and NFR systems are not affected from this adaptation. In
this figure, we observe that BT+NFR outperforms both baseline systems in all data
settings, where the size of the additional monolingual data available in the target lan-
guage is gradually decreased from 100% down to 20% (approx. 300K sentences) for
each language direction, resulting in a 1:1 ratio between the high-quality to synthetic
training dataset sizes. Moreover, the performance of BT+NFR experiences continu-
ous improvement as larger monolingual datasets become available. While NFR,on0
also shows a performance increase with larger datasets, though, at a much slower
pace, this pattern is not observed for BT, for which the optimal performance begins to
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diminish starting with ratios of high-quality to synthetic bilingual data sizes ranging
from 1:2 to 1:4 (%40 to %80).

In the lower section, alongside the systems mentioned earlier, we provide the
BLEU scores for BASE and NFR, taking into account the adjustments made to the sizes
of the bilingual datasets. These results show that BT+NFR system consistently outper-
forms all baseline systems across all settings by a substantial margin, even when the
bilingual dataset size is reduced down to 33%, approx. 100K sentence pairs per lan-
guage direction. It is worth noting that such clear improvements in MT performance
are observed even when the reduction in training set sizes also adversely affects the
MT performance of the back-translation systems employed within the proposed ap-
proach. Please refer to Appendix A.6 for an overview of the MT performances of
the back-translation systems trained in this study. The trends observed for the BLEU
scores in both analyses are also reflected in chrF and COMET scores for all systems
(see Appendix A.7).

For all configurations with reduced monolingual and bilingual data sets, for all
language directions and evaluation metrics (see Appendix A.7), the improvements
achieved by BT+NFR over the best-performing alternative are measured to be statis-
tically significant (with p < 0.001, except for one experiment#).

6. Discussion
6.1. Comparison of NMT systems with LLMs

In Table 5, we provided the results of the automated evaluations of the translation
quality of the NMT systems built from scratch and three LLMs. While this compari-
son aims to provide additional perspective on the translation performance of the pro-
posed method, these results should be cautiously interpreted due to three factors: (i)
the NMT systems in this study use relatively small training datasets of similar sizes
per language direction aimed at investigating the effectiveness of FM-augmentation
in low (er)-resource settings, with potential for improvements in MT performance if
larger datasets were used; (ii) the LLMs we used in our experiments were not fine-
tuned with domain-specific translation data, nor did they leverage FMs through in-
context learning, both of which could enhance their MT performance (Moslem et al.,
2023a; Alves et al., 2023); and (iii) there is a possibility that the test sets used in this
study may (fully or partially) be included in the LLMs’ training data, potentially re-
sulting in data leakage and inflated translation performance. While fully preventing
data leakage in the LLMs used in this study is challenging, future research could aim
for a more balanced comparison between these two types of MT approaches.

Despite challenges in achieving a fully fair comparison and mitigating potential
data leakage, these experiments demonstrate that, in these specific settings, the NMT

24For EN—UK, when 20% of the monolingual data set is used, the improvements BT+NFR yields over
NFR_mono are observed to be significant with with p < 0.005 for all evaluation metrics.
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systems trained from scratch with the proposed data augmentation approach outper-
form state-of-the-art LLMs in translation quality across all automated metrics.

While all three metrics confirm that BT+NFR achieves superior translation quality
compared to the tested LLMs, the improvements in BLEU and chrF scores are signif-
icantly greater than those indicated by COMET scores across all comparisons. The
notably higher BLEU and chrF scores for BT+NFR suggest that this system generates
translations that more closely align with the word order and vocabulary of reference
translations than the evaluated LLMs, as these metrics reward translations with over-
lapping word and character n-grams with the reference translations (Papineni et al.,
2002; Popovi¢, 2015). COMET, on the other hand, evaluates the translation quality of
a given MT output based on its semantic similarity to the reference, without explicitly
measuring word and character n-gram overlaps (Rei et al., 2020). The discrepancy be-
tween the improvements achieved by BT+NFR against the best-performing LLM with
respect to BLEU and chrF (large improvements), in comparison to COMET scores
(smaller improvements) suggests that while these LLMs do not produce translations
that closely match the reference in vocabulary or word order, they maintain a higher
accuracy in conveying the correct meaning. Considering the different dimensions of
translation quality highlighted by these metrics, a manual assessment by human eval-
uators with domain expertise and knowledge of field-specific translation guidelines
is crucial to accurately capture and evaluate these nuanced aspects.

6.2. FM similarity

In this study, we argue that FM augmentation using synthetically generated source
sentences is most beneficial for domain-specific scenarios, where the chances of find-
ing high FMs for a given input would be considered high due to the repetitive nature
of such domains. While the results obtained in different experiments demonstrate
the clear benefit of this approach in terms of MT performance, to have a better un-
derstanding of the measured level of similarity in the datasets we used in our exper-
iments (i.e. cosine similarity between sent2vec embeddings), we analysed the mean,
median, and standard deviation values of the similarity scores of the retrieved FMs
for the sentences in the test sets, for all language directions. These statistics, which
were analysed for NFR and BT+NFR (see Table 5) are provided in Tables 6 and 7, re-
spectively. For BT+NFR, we also calculated the percentage of FMs retrieved from the
additional synthetic source sentences generated via back-translation, which accounts
for approximately 1.5 million additional sentences in each language direction.

Given the overall high mean and median FM similarity scores, as well as low stan-
dard deviation values, for all language directions, these statistics support the hypothe-
sis that specialised domains are better suited for FM augmentation, whether or not ad-
ditional synthetic datasets are used. This aligns with earlier research showing a strong
positive correlation between FM scores and MT performance in FM-augmented MT
systems (Bulté and Tezcan, 2019; Xu et al., 2023; Reheman et al., 2023), with the largest
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NFR EN—-UK | EN—FR | FR—EN
Mean 0.8705 0.8554 0.8394
Median 0.8635 0.8384 0.8211
St. Dev. 0.0826 0.0853 0.0883

Table 6. FM similarity statistics for the NFR systems.

BT+NFR EN—UK | EN—FR | FR—EN
Mean 0.8109 0.8030 0.7923
Median 0.8142 0.7990 0.7867
St. Dev. 0.1219 0.1235 0.1252
FMs from BT | 63.73% 86.16% 86.23%

Table 7. FM similarity statistics for the BT+NFR systems, as well as the percentage of FMs
retrieved from the additional synthetically generated source sentences via back-
translation (FMs from BT).

improvements in MT performance occurring when FM scores exceed 0.8 (Tezcan and
Bulté, 2022). These results also demonstrate that when back-translated target sen-
tences into source are added to the pool for FM retrieval, in the test sets, a large portion
of the FMs are retrieved from these additional sentences for all language directions
despite these sentences being synthetically generated.

On the other hand, the FM scores calculated for the two types of systems indi-
cate a noticeable difference. Considering the higher MT performance achieved by
BT+NFR, it could be expected that, in the test set, the mean and median FM scores
for BT+NFR would be higher than for NFR. However, our measurements indicate the
opposite, showing lower mean and median FM scores for BT+NFR. We observed that
the disparity between the statistics for both types of systems arises from the differ-
ences in the datasets used for creating the corresponding sent2vec models (approx.
300K sentences for NFR vs. approx. 1.5M additional sentences for BT+NFR). This dif-
ference in dataset size leads to distinct vector representations, resulting in different
FM scores, even for the same FMs retrieved from the original training data in both
systems. As a result, direct comparisons across systems that use different datasets be-
come challenging. While the FM scores still provide a good indication of the level of
textual similarity in these specialised domains, this observation should be taken into
account in future studies, especially when different minimum similarity thresholds
are defined for FM retrieval using sent2vec models with different datasets. It should
be highlighted that in all FM-augmented systems used in this study, every sentence
in the test set was augmented with an FM, using the minimum similarity threshold
of A > 0.5, as described in Section 3.1.
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6.3. Impact of FM retrieval on computational costs

We make a final observation regarding the overhead introduced by FM retrieval
in the translation process. As FM retrieval in FM-augmented systems is an additional
processing step compared to a standard NMT system, it increases the total time re-
quired for generating translations. In the scenario where the full datasets are used for
FM retrieval and FM augmentation (see Table 5) — the slowest scenario in our exper-
iments — we observed the total time required for generating an output per sentence
using the FM-augmented NMT systems (BT+NFR) when FM retrieval and inference
are combined, to be approximately 1.5 times the inference time of the standard NMT
systems® (BASE_HQ) across all language directions (approx. 0.078 seconds vs. 0.053
seconds, respectively). It should also be noted that while creating the sent2vec model,
FAISS indexing and FM retrieval/augmentation on the source side of the training data
also incur additional computational costs (approx. 775 seconds, 62 seconds and 314
minutes in our experiments, respectively, when full data sets are used), these steps
are performed only once for NMT training and any translations to be generated via
FM augmentation.

7. Conclusion

In this study, we adopted a simple yet effective approach for improving FM-aug-
mented NMT in domain-specific scenarios where limited bilingual datasets are accom-
panied by additional monolingual data in the target language. Following earlier work,
the adopted strategy combines two data augmentation techniques for NMT, namely
back-translation and neural fuzzy repair (NFR), without modifying the underlying
NMT architecture. Our results show that this approach outperforms NMT systems
that employ (i) additional back-translated data for training, (ii) FM-augmentation
via NFR, and (iii) a variant of NFR, which utilises additional monolingual data for
FM retrieval at inference, yielding substantial improvements in estimated translation
quality across two domains and three language directions. These results demonstrate
that, unlike previous studies that focus on general-domain scenarios, combining FM
augmentation with back-translation is a highly effective strategy for improving NMT
systems in specialised domains. Additionally, this approach extends the applicability
of FM augmentation to scenarios where bilingual datasets are limited, but additional
monolingual datasets in the target language are available. In the specific dataset con-
figurations used in this study, by leveraging monolingual datasets five times the size
of the original bilingual datasets, this method effectively matched the performance of
traditional NMT systems that would typically rely on the same amount of additional
bilingual datasets. Moreover, despite the challenges in ensuring a fair comparison,
this straightforward data augmentation method allowed us to develop NMT systems

25We used an NVIDIA A100-SXM4-80GB GPU for our experiments.
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that outperformed state-of-the-art LLMs across all metrics and language directions,
affirming the effectiveness of training NMT systems from scratch for specialized do-
mains.

Our analysis of employing smaller sizes of additional monolingual data reveals a
positive correlation between the size of such additional data and MT performance,
indicating the potential for further improving such FM-augmented NMT systems
through access to larger monolingual datasets. However, this hypothesis needs to
be confirmed in future studies. Furthermore, the results demonstrate that combining
back-translation with FM augmentation remains an effective method for enhancing
NMT performance even in scenarios with smaller bilingual datasets, despite the re-
duction in high-quality training data and the decline in back-translation performance.

The findings of this study raise interesting research questions for future explo-
ration. These include investigating whether (i) similar improvements can be observed
by using the same approach through in-context learning methods when using LLMs
for MT; (ii) LLMs can effectively replace back-translation models in lower resource
scenarios; and (iii) whether LLMs can be further used to improve the performance
this approach by generating additional monolingual sentences in the target language.

Limitations

The experiments were only conducted in two domains, albeit for three language
pairs. Additional experiments would be required to confirm these results for other
language directions and domains. Moreover, we relied on automated MT evaluation
metrics only and did not conduct any experiments involving human evaluation of MT
quality.
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A. Appendix
A.1. Sent2vec hyper-parameters

To train sent2vec models, we used the same hyper-parameters that are suggested
in the description paper (Pagliardini et al., 2018) for a sent2vec model trained on
Wikipedia data containing both unigrams and bigrams. The hyper-parameters val-
ues are provided in Table 8.

Hyper-Parameter Value
embedding dimension 700
minimum word count 8
minimum target word count 20
initial learning rate 0.2
epochs 9
sub-sampling hyper-parameter | 5 x 107°
bigrams dropped per sentence 4
number of negatives sampled 10

Table 8. Hyper-parameters for training sent2vec models.

A.2. FAISS hyper-parameters

We created a Flat index with an inner product metric for brute-force search. We
used cosine similarity as the match metric effectively by adding the L2-normalised
vectors of the sentence representation to the index and using an L2-normalised sen-
tence vector as an input query. For more information on FAISS, please see https:
//qithub.com/facebookresearch/faiss/wiki.

A.3. NMT training data and vocabulary sizes

System EN—UK EN&FR

BASE 286417 300000
NFR 572731 600000
NFR nono 572731 600000
BT 1747737 1799436

BT+NFR 3491066 3598872
BASE_HQ 1747737 1799436
NFR_HQ 3491066 3598872

Table 9. The total number of bilingual sentence pairs used for training the NMT systems
using all available data, per language direction.
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For training the NFR systems by using the minimum FM similarity threshold of
A = 0.5, we were able to retrieve FMs for all source sentences in our experiments.
As a result, combining the augmented and the non-augmented sentence pairs in the
NEFR approach simply doubled the training data sizes for all systems and all language
directions (e.g. BASE vs. NFR, and BT vs. BT+NFR). Itis also worth highlighting that
NFR and NFRon use the same NMT training data. The key difference is that NFR om0
additionally employs FM retrieval and augmentation (only) on the test set using the
additional available monolingual data.

System EN—UK EN—FR EN—FR

BASE 21906/17612 36252/35550 35550/36252
NFR 33075/17612 39924/35550 39731/36252
NFRumono 33075/17612 39924/35550 39731/36252
BT 21906/30683 36253/50611 35551/51089
BT+NFR  38466/30683 47726/50611 47501/51089
BASE_HQ - 51089/50611 50611/51089
NFR_HQ - 53874/50611 53592/51089

Table 10. Vocabulary sizes (source/target) of the NMT systems using all available data,
per language direction.

A.4. NMT hyper-parameters

Hyper-Parameter Value
source/target embedding dimension 512
size of hidden layers 512
feed-forward layers 2048
number of heads 8
number of layers 6
batch size 32
gradient accumulation 4
dropout 0.1
warm-up steps 8000
optimizer Adam
validation steps 2000

Table 11. Common hyper-parameter values used for training the NMT systems.
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A.5. LLM implementation details

All LLMs in the experiments were prompted using consistent templates and con-
figurations to ensure fair comparison. Each model’s native chat template format was
utilised while maintaining identical prompt content across all models. The default
sampling parameters were used for inference, as their respective developers recom-
mended. Table 12 shows the prompt template used across all models. While the ac-
tual formatting varied according to each model’s chat template, the content structure
remained consistent:

Translate the following text from {source_language} into {target_language}.
{source_language}: {source_sentence}
{target_language}:

Table 12. Prompt template used across all models. The actual formatting followed each
model’s specific chat template while maintaining this content structure.

In some cases, the models exhibited consistent patterns of overgeneration, such as
adding parenthetical notes (e.g., ”\n Note that...”) after the translation itself. These
extra generations followed predictable patterns and were systematically filtered out
before evaluation. The final hypotheses used for comparison against the references
contained only the models’ core translations.

A.6. Back-translation performance

System BLEU chrF COMET
UK—EN 100%  59.54 76.66 86.27
UK—EN 66% 55.67 7412 85.04
UK—EN 33% 50.69 70.60 82.89
FR—EN 100% 5395 71.61 85.01
FR—EN 66% 51.30 69.52 83.49
FR—EN 33% 46.90 66.05 80.56
EN—FR 100% 51.50 71.21 84.22
EN—FR 66% 48.14 68.77 82.48
EN—FR 33% 43.71 65.26 77.88

Table 13. Results of the automatic evaluations performed on back-translation systems
using different sizes of bilingual data, in reverse language direction, on the reversed test
sets.
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A.7. System performance using reduced datasets

System EN—UK EN—FR FR—EN

BLEU chrF COMET | BLEU chrF  COMET | BLEU chrF  COMET
BT 100% 56.21 76.93 92.18 54.88 73.34 85.27 56.99 74.23 86.72
BT 80% 56.22  76.95 91.98 5491 73.56 85.74 57.60 74.77 86.83
BT 60% 56.68 77.24 92.04 5458 73.28 85.63 56.95 74.47 86.78
BT 40% 5733  77.53 92.14 53.70  72.79 85.41 56.48 73.94 86.35
BT 20% 56.49  76.96 91.79 5348 72.88 85.20 55.36  72.92 86.07

NFR0n0 100% 60.39  78.89 92.03 52.39  71.68 84.45 55.54 72.62 85.44
NFR 010 80% 60.03 78.72 92.02 5232 7158 84.37 55.19 7243 85.39
NFR 010 60% 59.44 7839 91.97 5211 7147 84.37 55.11 7237 85.36
NFRyono 40% 58.87  78.08 91.92 52.07 7151 84.29 5492 7227 85.40
NFRuono 20% 58.42 77.85 91.90 51.83 71.34 84.29 5472  72.16 85.38
BT+NFR 100% | 66.95  82.39 92.78 6191 7754 87.13 64.69  78.65 87.79
BT+NFR 80% 65.40 81.53 92.66 60.44 76.76 86.85 63.62  78.02 87.32
BT+NEFR 60% 65.11  81.27 92.69 59.38  76.04 86.39 6251 7714 87.06
BT+NFR 40% 62.68 80.14 92.57 5824 7539 86.40 61.25 76.26 86.87
BT+NEFR 20% 59.42 7842 92.22 56.04 74.04 85.77 59.15 7492 86.55

Table 14. Results of the automatic evaluations performed on systems using the original
bilingual data and gradually decreasing sizes of additional monolingual data in the target
language.
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System EN—UK EN—FR FR—EN
BLEU chrF COMET | BLEU chrF  COMET | BLEU chrF  COMET

BASE 100% 5485 75.95 91.23 515 7121 84.22 5395 71.61 85.01
BASE 66% 53.18 74.62 90.18 48.14  68.77 82.48 51.30  69.52 83.49
BASE 33% 46.76  70.23 87.47 43.71  65.26 77.88 46.90  66.05 80.56
NFR 100% 57.73  77.52 91.78 52.67 7182 84.50 5443 7194 85.26
NER 66% 53.56 74.86 90.43 48.60 69.03 82.26 50.61 69.05 83.10
NFR 33% 46.31  70.05 87.07 4690 67.70 81.01 4596  65.58 80.23
BT 100% 56.21 76.93 92.18 54.88 73.34 85.27 56.99 74.23 86.72
BT 66% 5456 75.83 91.43 5375 7272 85.19 56.25 73.65 86.21
BT 33% 5152 73.79 90.32 51.80 71.11 83.92 53.88 72.28 85.06
NFRyuono 100% 60.39  78.89 92.03 5239  71.68 84.45 5554 72.62 85.44
NFR ono 66% 5396 75.16 90.54 49.77  69.77 82.93 50.62  69.09 83.16
NFRono 33% 46.15 70.03 87.28 43.72  65.27 78.68 46.14  65.65 80.17
BT+NFR 100% | 66.95 82.39 92.78 6191 7754 87.13 64.69 78.65 87.79
BT+NFR 66% 63.89  80.29 92.01 59.75  76.20 86.40 61.99 7638 86.49
BT+NFR 33% 61.83  78.96 91.30 58.01 74.75 85.23 60.62  76.11 85.92

Table 15. Results of the automatic evaluations performed on systems using all additional
monolingual data in the target language and gradually decreasing sizes of the original
bilingual data.
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Abstract

The article investigates the effectiveness of Automatic Speech Recognition (ASR) systems
for transcribing Czech language proficiency exams, targeting non-native speakers. It explores
the potential of ASR technology as the first step in developing an automated assessment tool
aligned with the Common European Framework of Reference for Languages (CEFR). We an-
alyze transcriptions from various ASR systems, refined by human annotators, to evaluate the
effectiveness of this approach and the extent of manual correction required for accuracy. Focus-
ing on A2 level exam recordings, we compare different transcription methodologies, including
human-only transcription, to understand the influence of the human element in the process.
The paper also presents a quantitative analysis that addresses the efficiency of manual post-
editing versus direct transcription and the impact of post-editing on transcript consistency and
potential biases. A case study demonstrates the challenges of transcribing non-native spoken
language in a setting where recording errors is essential, discussing both advantages and limits
of human transcription and the variability among transcribers, especially in low audio quality
scenarios.
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1. Introduction

The advent of neural networks in recent years has significantly impacted vari-
ous tasks in natural language processing, including Automatic Speech Recognition
(ASR). ASR systems such as Whisper (Radford et al., 2023) from OpenAl deliver
high-quality transcriptions across many languages, showing remarkable robustness
to nuances and variations in speech. This robustness is advantageous for applications
like natural language understanding, where the goal is to grasp the speaker’s intended
meaning. However, this robustness can be problematic when evaluating language
competency, as it can mask errors in pronunciation, grammar, or vocabulary that are
crucial for the evaluation. Consequently, while advances in ASR technology have en-
hanced many aspects of natural language processing, they also pose challenges when
evaluating linguistic proficiency.

Our article investigates the effectiveness of ASR systems in transcribing spoken
parts of Czech language proficiency exams for non-native speakers. It is an initial
step towards creating an automated tool capable of assessing spoken language pro-
ficiency according to the Common European Framework of Reference for Languages
(Ivanové, 2006) standards. The intended tool aims to support human evaluators in
determining whether candidates meet the certification requirements for Czech lan-
guage exams. In addition, it could benefit learners by allowing them to regularly
assess their performance.

The objectives of our work are two-fold. Firstly, we aim to explore typical exam-
ples of how current ASR systems may mask errors in spoken language produced by
non-native speakers of Czech and contrast these with the challenges that human an-
notators face. By identifying specific instances where ASR systems fail to capture er-
rors that human annotators would notice, we can better understand the gap between
automated and human evaluations.

Secondly, we are focused on the more concrete and short-term goal of creating a
dataset of exam recordings and their transcripts. This dataset will serve as a valu-
able resource for further research and development in the field of ASR and language
assessment. To achieve this, we are investigating the most practical transcribing ap-
proach, considering factors such as time efficiency, consistency, and avoiding bias
towards existing ASR systems. Our aim is to develop a transcription methodology
that is both efficient and reliable, ensuring that the transcripts produced are of high
quality and useful for evaluating spoken language proficiency.

Specifically, we examine two primary methods for manual transcription and an-
notation of recordings: (1) direct transcription (without ASR assistance) and (2) hu-
man post-editing of ASR-generated transcripts. We hypothesize that the former is time-
consuming, and we could thus afford it only for a portion of our data. On the other
hand, the latter, although faster, may introduce biases reflecting the specific ASR sys-
tem used and, most importantly, obscure differences in speech output quality of the
examined candidates. To mitigate potential biases specific for individual ASR sys-
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tems, we combine outputs from multiple ASR systems during automatic transcrip-
tion, which annotators subsequently post-edit (typically reintroduce errors, in fact),
to make them closer to the original recordings.

In this study, we focus only on recordings of speakers examined at A2 level of the
CEFR standards. This level represents an upper basic proficiency in the language,
where learners are expected to handle simple and routine tasks and is required for
non-native speakers who wish to obtain permanent residency in the Czech Republic.

The article is structured as follows. After presenting the related work in Section 2,
we introduce the methods that we used to acquire, transcribe, and annotate record-
ings in Section 3. Later in Section 4, we summarize the data that we collected and
annotated using these methods for the purpose of further analysis. Using examples
from the collected data, we show the most interesting types of differences between
the transcripts obtained by different methods in Section 5. In Section 3, we also pro-
pose the algorithm to automatically align the transcripts of the same recording. The
algorithm is key for the analysis in Section 6, in which we quantitatively assess the
usability of the proposed methods to transcribe and annotate the recordings. Finally,
in Section 7 we summarize our results and discuss potential directions for future re-
search.

2. Related Work

For Czech, an automatic transcription system was recently developed specifically
for non-native speakers (Holaj, 2023) which produces a representation of phonemes.
Transcribing the speech of foreign speakers is a challenging task because their utter-
ances contain errors that native speakers do not make.

In designing this system, three different annotation schemes were developed (two
using attribute-based annotation and one using synthetic annotation). Using machine
learning methods, a total of five speech recognition models were developed. The best-
performing model achieved a 77% phoneme-level transcription accuracy on test data
(recordings of isolated words or short phrases of non-native speakers). Currently,
there is no other tool capable of automatically transcribing non-native Czech speech,
including sound segments not present in standard Czech.

The model is trained using the Persephone speech recognition library (Adams
et al.,, 2019). Persephone was developed as a speech recognition tool for transcribing
recordings in languages with limited data, which is advantageous given the uncer-
tainty regarding the required sample size for successfully training a model capable of
recognizing non-native Czech speech.

Holaj (2023) analyzes over 100 hours of audio recordings, although about one-
third of this total duration consists of researcher instructions, pauses, or background
noise. These recordings were collected from 254 respondents with proficiency levels
ranging from AQ to C1, the majority of whom were at levels A0 to A2. The data contain
isolated words or phrases recorded. The data collection process involved a native
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Czech speaker reading a line of data in standard Czech (typically a sound and three
example words or phrases) from printed materials. The respondents then repeated
the line (using a paper with the printed dataset). In the second step, respondents
slowly read individual sounds, words, or phrases independently.

As part of the project, the annotation tool ANOPHONE (Holaj and Pofizka, 2023)
was used for manual data processing. The tool serves as an online database of record-
ings from non-native speakers, along with an overview of their annotations for avail-
able annotation tasks. In addition, the tool facilitates the annotation of these record-
ings within custom annotation tasks.

In addition to the mentioned automatic system focused directly on transcribing
spoken Czech of non-native speakers, there are other applications designed for con-
verting Czech speech into written text. These applications include tools like CESKY.AI!
or UWebASR (Svec etal., 2018). While the former is a commercial solution, the latter
is freely available for research purposes. The recorded audio is automatically tran-
scribed and stored in a structured XML format, allowing for further manual post-
processing. Another work, Lehecka et al. (2023), focuses on the transcription of oral
history archives in Czech. The model is available online for use with UWebASR.

Finally, there are highly multilingual ASR models available. Whisper (Radford
et al., 2023) is a family of encoder-decoder-based models capable of transcribing au-
dio in 96 languages. Additionally, the model generates transcripts as unnormalized
(natural) text, i.e.,, with casing and punctuation, without any need for an inverse
text normalization tool. MMS (Pratap et al., 2024) covers more than 1000 languages.
MMS models are based on wav2vec 2.0 (Baevski et al., 2020) encoder model with CTC
(Graves et al., 2006) decoding. According to the authors, these models are expected
to surpass the performance of the Whisper Large model on the FLEURS (Conneau
et al., 2023) dataset. Another notable system is Phonexia,? which specializes in voice
biometrics and speech recognition technologies. Phonexia’s solutions can identify a
speaker’s voice after just a few seconds of natural speech, detect gender, estimate age,
and identify languages and keywords in conversations. Their latest Speech Platform
includes a new generation of Language Identification technology, capable of recog-
nizing 140 languages. Phonexia’s systems are designed to convert spoken words into
text and offer commercial solutions.

Regarding datasets, there are relatively few spoken corpora containing Czech of
non-native speakers. An example is the corpus by Kubanek-German (2000), which
includes recordings of children (16 boys and 16 girls) aged 10 years, whose first lan-
guage is German and who are learning Czech as a foreign language. The recordings
capture 25-minute interviews consisting of three parts. In the first part, the conversa-
tion covered topics familiar to the children, the second part included questions based

Thttps://cesky.ai/

2https://www.phonexia.com/
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on an unfamiliar picture book on the theme of water, and in the third part, the children
collaborated in a group on an assigned task. Conversations with the children were led
by an adult investigator. The corpus also includes transcripts of the recordings and
its data is available online.2.

Another spoken corpus that includes Czech of non-native speakers is the corpus
by Schmiedtova (2000-2001), which contains both recordings and their transcripts.
The speakers captured in these recordings are adults.

There is also a corpus that captures the Czech language of migrants (Buckova,
2023). This corpus includes informal spoken Czech and German from Czech-German
bilingual speakers born in Czechoslovakia around 1955, who moved to Germany after
the age of 12.

The primary advantage of these corpora for our long-term goals lies in their poten-
tial to support the development of ASR systems capable of identifying pronunciation
errors.

3. Methodology

The paper focuses on the analysis of spoken data, specifically recordings of non-
native speakers taking the Czech language proficiency exam at the A2 level according
to the Common European Framework of Reference for Languages. The basis of our re-
search lies in the audio recordings of exams, which were transcribed into written text
and enriched with additional annotation. This has been done either entirely manually
from scratch, or semi-automatically by manual post-editing of the ASR outputs. In or-
der to compute metrics based on edit distance of transcripts, we introduce a method
for aligning them at the utterance level.

3.1. Audio Data Acquisition

Audio data was provided by the Institute for Language and Preparatory Studies
of Charles University (UJOP).? These recordings represent the oral part of the Czech
Language Certificate Exam (CCE; Pegeny, 2012, 2013), administered by the UJOP.
A portion of the data was also supplied by the National Pedagogical Institute of the
Czech Republic,? which oversees the Exam in the Czech Language for Permanent Res-
idence (Cvejnové and Geppert, 2022).

3.2. Manual Annotation

To ensure transcription quality and accuracy, a manual annotation process was
implemented. We have six trained students and graduates of Czech philology to work

3http://talkbank.orq/DB/
4http://ujop.cuni.cz

5http://npi.cz
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Figure 1. A screenshot of the TEITOK environment while editing a transcript.

with the annotation tool described below and provide manual annotation according to
the guidelines. The annotation process included (1) transcription, (2) time alignment
of utterances, and (3) speaker identification. Subsequently, all the transcripts have
been reviewed by a single annotator in order to fix errors and achieve better agreement
of the transcripts produced by different annotators.

Annotation Tool The annotations have been collected using the TEITOK platform
(Janssen, 2021).¢ TEITOK is a web-based environment for viewing, creating and edit-
ing datasets of various types, including multimodal data combining text and audio.
Figure 1 shows the annotation screen for one of the transcripts. The top part dis-
plays the recording’s waveform and the controls to play the recording while the bot-
tom part contains its transcript split into a sequence of utterances. TEITOK allows the
annotator to align a transcribed utterance with a particular segment in the recording.
This can be achieved either by selecting a region in the waveform or specifying the
exact start and end times of the utterance. In addition, the annotation tool allows for
labeling the utterances with identifiers of speakers. In the background, the tool also
logs the metadata about each editing session: the name of the edited file and the an-
notator, and the timestamps when the annotator starts and ends the editing session.

®https://gitlab.com/maartenes/TEITOK/
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This information can be used to calculate the duration the annotators spent on the
transcripts.”

It is possible both to annotate transcripts in TEITOK from scratch as well as to load
already annotated transcripts for further post-editing.

Transcription In our pursuit of developing a tool for automated evaluation of lan-
guage proficiency, it is crucial to obtain speech transcripts that adequately capture
what individual speakers produced during Czech language exams. Our goal is to
avoid artificially enhancing the transcriptions, which some systems designed for na-
tive speakers might do to increase readability. Instead, we aim to preserve language
deficiencies. Thus, transcriptions should include all speech errors, for example, word
repetitions, incomplete words, incorrect word forms, or filler expressions. At the same
time, we aim to keep the transcriptions simple both for annotators and users and do
not distinguish acoustic and articulatory details. We transcribe recordings into writ-
ten Czech according to the guidelines that the annotators should follow. A sample
transcript of the recording is included in Appendix.

As shown in Figure 1, the annotators technically split transcribed text into utter-
ances during the annotation process. Each utterance must be produced by a single
speaker and the utterances may overlap if necessary, i.e. when more speakers speak
at the same time. Because we did not specify any further constraints for the utterances,
the number and size of utterances may vary across the annotators.

Time Alignment The annotators were asked to align each utterance with a particu-
lar segment in the recording by specifying the start and end time of the utterance.

Speaker Identification Each utterance was assigned an anonymized speaker identi-
fier. From the identifier, it is possible to distinguish the examiner from the candidate
in a given session. However, the identifiers are not unique across transcripts, i.e. the
same identifier can be assigned to two different speakers in different transcripts or the
same speaker can be labeled by different identifiers in distinct transcripts.

Manual Review All the transcripts have been reviewed by a single annotator who
produced none of the original transcripts. The reviewer is a researcher in linguistics
and one of the co-authors of this study.

The reason for additional review was to fix potential errors and enhance the adher-
ence of the transcripts produced by different annotators to the annotation guidelines.
The subsequent analysis in Section 6 was mainly carried out on the reviewed tran-

“Unfortunately, this feature was implemented to the TEITOK only after some of the transcripts had been
already annotated. We thus do not have this information for every transcript.
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scripts. However, it was more convenient to use the original non-reviewed transcripts
for some experiments (e.g. in Section 6.2).

3.3. Automatic Annotation

As this study compares the manual way of acquiring transcripts with the semi-
automatic or fully automatic way, we process the recordings with automatic tools.
Specifically, we use the WhisperX system to provide us with an initial version of
all the necessary information followed by three ASR systems on the segments of the
recording specified by time alignment to observe which of the ASRs is better fit for
our purposes.

Annotation by WhisperX WhisperX? (Bain et al., 2023) is a toolkit that combines
fast ASR with voice activity detection, word-level timestamps, and speaker diariza-
tion.2 For ASR, it uses the faster-whisper tool,l a time and memory efficient reim-
plementation of OpenAl’s Whisper model. In particular, we use the Large V2 model
as the default for transcription by WhisperX. Speaker diarization is provided by the
pyannote.audio tool in version 2.1.1 (Bredin and Laurent, 2021).1

The WhisperX toolkit can therefore automatically provide all information that is
annotated manually: (1) transcripts segmented into utterances, (2) time alignment
of utterances, and (3) speaker identifiers. Although it is also possible to deliver time
alignment on the word level, we do not need such fine granularity for this study.

Speaker identifiers produced by WhisperX do not capture the role of the speaker.
Therefore, we apply a post-processing heuristics that attempts to recognize which
speaker is an examiner. The heuristics is based on the proportion of words typically
said by the examiners (e.g. “Gloha” ‘exercise’, “otdzka” ‘question’). The other speak-
ers are then assigned the candidate role with different co-indexing. The speaker iden-

tifiers are renamed accordingly.

ASR Systems Having a transcript segmented into utterances by the pyannote.audio
tool in the WhisperX toolkit, we run additional ASR systems on the transcribed ut-
terances. We use the single segmentation by WhisperX across other ASR systems
because we want to be able to easily combine the different ASR outputs.

8https://github.com/m- bain/whisperX

9This is the task of recognizing the segments of recordings when the same speaker is speaking. Unlike
in Section 3.2, the tool does not attempt to identify who is the examiner and who is the candidate, it only
distinguishes the speakers.

Ohttps://qithub.com/SYSTRAN/faster-whisper

11https://huqqianace. co/pyannote/speaker-diarization
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Out of the ASR systems capable of transcribing Czech speech (see Section 2), we
selected the following models for our experiments. Besides the Whisper model Large
V2, which is the default of the WhisperX toolkit, we also tried the Whisper model
Large V3, and MMS models mims-1b-all and mms-1b-f1102.

We do not use the tool developed by Holaj (2023) because it is trained on one-word
utterances and provides a phonetic transcript only. We also do not use UWebASR
because the tool is available only via an online interface and thus not very suitable for
our batch processing.

3.4. Manual Post-edits of Automatic Annotation

In the semi-automatic way of annotation, we first run the automatic annotation
tools (see Section 3.3) and then ask the human annotators to post-edit the produced
outputs. We used two variants of transcripts as the input for manual post-editing: (1)
WhisperX, and (2) mixed transcripts.

Whereas WhisperX transcripts are the transcripts exactly as produced by the Whis-
perX toolkit, in the mixed transcripts, each utterance is randomly selected from the
four available ASR outputs by the four ASR systems mentioned above. We hypoth-
esize that evaluating against references created by post-editing a single ASR system
will be biased towards the particular system. The mixed setup (supposedly unbiased)
allows us to study the contrast with the supposedly biased approach (WhisperX). We
suggest the bias can be alleviated by mixing multiple ASR outputs to form the basis
for manual post-editing.

The automatic transcripts were then loaded to the TEITOK environment for the
manual post-editing. To limit any potential annotators’ bias, the annotators were not
given the information on the source of the automatic transcripts.

3.5. Automatic Alignment of Transcripts

In our study, we compare different versions of transcripts. All automatic tran-
scripts, regardless of the used ASR model, follow the same segmentation and speaker
diarization by WhisperX (see Section 3.3). Therefore, their comparison is straightfor-
ward. However, the transcripts written from scratch or post-edited by human annota-
tors exhibit different segmentation and even diarization, i.e. the guess of the speaker.
Therefore, we use a specific evaluation protocol to compare the automatic transcripts
and those annotated by humans. Within this protocol, we work at the utterance level,
comparing only the matching utterances and aggregating the statistics at the docu-
ment level.

Our evaluation protocol follows several steps:

1. We sort all utterances by their start timestamp. This guarantees that overlapping
speech from two speakers appears in the same sequence in both documents.
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2. In the case of manually annotated transcripts, we concatenate neighboring utter-
ances of the same speaker into one continuous utterance. This step is omitted for
automatic transcripts due to inaccuracies in automatic speaker diarization.

3. We compute a 1-to-1 alignment between utterances. The alignment aims at pairing
the utterances that are the most likely matches based on their content and tim-
ing. The heuristic used for this is discussed in the following section.

4. We extend the 1-to-1 alignment to many-to-1 using a heuristic. Many-to-1 alignment
is crucial since automatic transcripts are divided into short segments based on
predicted sentence boundaries, while manual annotations segment utterances
only according to the change in speaker (refer to Step 2), i.e. much less fre-
quently.

5. If several utterances are matched to a single one, we combine them together.

6. We compute relevant statistics as needed (e.g., character error rate).

1-to-1 Alignment: We compute the 1-to-1 alignment using a global alignment
function in Bio.pairwise2!2 package. We construct a specialized scoring function
for the two segments S, and Sy,, where S, stands for an automatic segment and S,
for a manual one:

—00 overlap(Sq,Sm) =0
score(Sq,Sm) = {overlap(su,sm) edit_distance(Sa,Sm) o] (1)
duration(Sq) length(Sq) else.

Note that the order of the arguments is important as the score is not symmetric. The
alignment algorithm then maximizes Equation (1). Segments that do not overlap in
time are assigned a score of —oo, which means that they should never be aligned.
In cases where the segments overlap, the score is calculated as the product of the
relative overlap and the relative edit distance, given that several S, are anticipated to
be subsegments of S,,. Relative overlap helps to match the segment S, to a segment
Sm that encompasses the segment S, to the greatest extent. The second term, the
relative edit distance, helps to match the segment S, with the segment S, that most
closely resembles its content. This is particularly important when two speakers are
talking simultaneously, causing two utterances in a single transcript to overlap in time,
and thus we have to rely on transcribed words rather than on the timespan similarity.

Many-to-1 Alignment: As previously discussed, the automatic transcripts are seg-
mented into short utterances, whereas the manual or post-edited versions are seg-
mented based on speaker boundaries, resulting in longer segments. This implies that
several utterances in the automatic transcript typically correspond to a single utter-
ance in the human-edited transcript. Therefore, we extend the 1-to-1 alignment to a
many-to-1 alignment. To achieve this, we gather each unaligned S, and aggregate
all segments Sy, that either overlap with or are “near” the segment S,. We define

2https://biopython.org/docs/1.76/api/Bio.pairwise2.html
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two segments as being near if their beginnings or endings are within 0.5 seconds of
each other, accommodating annotation variations in segment time alignment. The
segment S, is then matched with the segment S,,, that achieves the highest score, as
specified in Equation (1). There might not be any corresponding segment S,,,, which
can occur when the ASR model generates text from background noise. Additionally,
it is possible that no segment S is linked to a segment S.,,, which can happen if the
ASR skips some utterances.

4. Data Description

Using the methods described in Section 3, we collected a set of recordings and their
transcripts, which we analyze further in the following sections. Here we present basic
properties and statistics of the collected data. The subset of the data authorized for
publication by the recordings’ providers is publicly available for download,3 brows-
ing, and querying.*

4.1. Recordings

In this work, we examine recordings of Czech language proficiency exams for non-
native speakers or their pretests. Specifically, these exams are at the A2 level according
to the CEFR (Vodickov4 et al., 2012).

The exam consists of several parts: reading comprehension, listening comprehen-
sion, writing, and speaking, each evaluated separately. For our study, we focus on
data from the speaking part of the Czech language exam for foreigners.

The recorded interactions have the form of a dialogue, capturing conversations be-
tween the examiner (a native Czech speaker) and the exam candidate (a non-native
speaker learning Czech as a foreign language). The conversation follows predefined
tasks. For instance, the exam candidate responds to examiner questions such as “Where
are you from?” or “What do you do in your free time?”

Furthermore, the candidate must engage in various communication situations.
During these interactions, both examiner and candidate assume different roles. For
example, they might play the roles of two friends deciding what gift to buy for a mu-
tual friend or discussing travel plans. The goal is information exchange between the
examiner and the exam candidate. Thus, during this conversation, the candidate must
answer the examiner’s questions and also ask questions related to the given topic.

Communication situations can be initiated using cards (the candidate holds one
card related to a specific topic, while the examiner holds another card on the same
topic), which guide the information exchange during the conversation.

Bhttp://hdl.handle.net/11234/1-5731

14h‘c‘cps ://lindat.mff.cuni.cz/services/teitok-1live/evaldio/index.php
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Proficiency CEFR Level A2 in Czech as a Foreign Language The A2 proficiency
level, also referred to as upper Basic User, is required for non-native speakers who
wish to obtain permanent residency in the Czech Republic. At this level, candidates
can effectively communicate in everyday situations. They possess basic vocabulary
and can use it appropriately. A2 speakers engage in simple interactions, exchang-
ing information about common topics. Because they are not yet fully independent
language users, their success in communication also depends on the engagement of
their conversation partner. The following speaking abilities characterize speakers at
the A2 level:

Answering Simple Questions: A2 candidates can respond to straightforward ques-
tions.

Describing Everyday Situations: They can describe everyday situations, e.g., related
to family, school, work, or leisure time. Additionally, they can discuss their
plans, habits, personal experiences, and activities they will undertake (e.g., for
the evening or weekend).

Expressing Preferences: A2 speakers can express their likes and dislikes, as well as
what does or does not appeal to them.

Seeking Information: They can ask for information in various contexts, such as in
stores, post offices, banks, restaurants, or hotels. They inquire about prices,
quantities, and travel-related details.

Clear Pronunciation: Despite their foreign accent, A2 speakers articulate clearly and
understandably.

Basic Sociolinguistic Competence: In basic communication situations, they appro-
priately use fundamental language means.

4.2. Transcripts

For all collected recordings, we have provided one or multiple transcripts. All tran-
scripts are assigned a speaker role and segmented into utterances, which are aligned
with the recording using timestamps.

First, for each recording we have automatically created four transcripts using the
four ASR systems listed in Section 3.3. WhisperX was employed to assign the speaker
roles and align the utterances with the recording. Each ASR system was then used to
transcribe all utterances.

Second, we distinguish three types of human-annotated transcripts depending on
the annotation method:

e From scratch: manual annotation with no pre-annotation;

o WhisperX: manual post-editing of the automatic transcripts produced by Whis-

perX;

e Mixed: manual post-editing of the automatic transcripts combined from the out-

puts of all four ASR systems.
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We keep three versions of each transcript corresponding to the specific stages dur-

ing the annotation process:

1. Initial: the transcripts are either completely empty (in the case of the From scratch
method) or produced by the selected automatic method with no manual inter-
vention;

2. Before review: the result of the first stage of manual annotation;

3. Final: the reviewed transcripts.

4.3. Statistics on the Recordings and their Transcripts

We analyse 65 recordings with the total duration over 397 minutes.

Most of the recordings feature two speakers: one examiner and one candidate.!2
The examiner is a native speaker of Czech and the candidate is a non-native speaker
being examined for the A2 level. While the candidate is different in each recording,
the examiners naturally often reappear. The total number of candidates is thus around
65 and the total number of examiners is in the range of 2-5.1¢ In total, the examiners
and candidates speak for 198 and 184 minutes, respectively.

For each recording, we collected at least one manual or manually post-edited tran-
script. In order to allow for various experiments, some of the recordings have been
transcribed multiple times. However, no annotator has transcribed the same record-
ing twice. In total, we produced 90 transcripts, with 16 recordings transcribed more
than once. See Figure 2 for a full histogram of the number of transcripts per record-
ings.

Table 1 shows the basic statistic on the manually annotated transcripts across the
annotation methods and speaker roles. Notably, recordings transcribed from scratch
tend to be shorter on average. Another interesting observation is that candidates” ut-
terances contain fewer characters than those of the examiners, even though their du-
rations are about the same. This is likely a consequence of the candidates’ less fluent
speech.

5. Qualitative Analysis of Transcription Methods

Transcribing spoken language accurately is a challenging task, whether performed
by humans or automated speech recognition systems. To get a better insight into the
differences between various transcribing approaches, we perform a comparative anal-
ysis of the most common differences. We contrast the output of the WhisperX-large-
v2 model, with its manually post-edited variant and with the same recordings fully
transcribed from scratch.

150ne recording presents another format of the A2 exam that features two candidates. Another recording
contains an additional examiner, who only comments on technical issues.

16The recordings have not yet been accompanied with metadata.
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Figure 2. The histogram of the number of manually post-edited or fully manual
transcripts per recording.

Transcript Avg. duration (s) Avg. char. count
Method ¢
coun Examiners Candidates All Examiners Candidates All
WhisperX 23 191.42 156.41 347.83 1752.91 1004.74 2757.65
Mixed 41 174.09 171.15 345.24 1590.02 964.20 2554.22
From scratch 26 127.34 160.70 288.04 1115.62 861.85 1977 .46
All 90 165.01 164.36 329.38 1494.60 944.99 2439.59

Table 1. The statistics on manually annotated transcripts across the annotation methods
and speaker roles.

5.1. Typical Challenges of ASR in L2 Scenario

In the following, we list the most typical errors introduced by using ASR for tran-
scription of non-native speakers and accompany them with the real examples found
in the transcripts.

Corrections The Czech word for ‘thank you’ can be expressed as either “dékuju”
or “dékuji.” The former is commonly used in spoken discourse, while the latter is
considered stylistically more formal. In Example 1, the ASR system initially tran-
scribed the spoken word “dékuju” as “dékuji,” thereby elevating it to a more formal
register. However, human annotators accurately captured the utterance as “dékuju,”
aligning with the speaker’s actual expression. Interestingly, in a subsequent instance
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within the same recording (Example 2), the ASR system correctly identified the term
as “dékuju,” demonstrating consistency with both annotators.

(1) WhisperX ASR: “Dékuji.”
WhisperX post-edit: ~ “Dékuju.”
From scratch: “Dékuju.”

(2) WhisperX ASR: “Takze dékuju.”
WhisperX post-edit: ~ “Takze dékuju.”
From scratch: “Takze dékuju.”

Word Boundaries In Example 3, WhisperX incorrectly merged the Czech words
“spolu” (“together’) and “mluvit” (“to speak’), creating a non-existent word amalga-
mation. This error was not replicated by human annotators, who correctly identified
and separated the two words. Interestingly, the ASR system did not repeat this mis-
take in another segment of the recording (Example 4), successfully recognizing and
separating the words “spolu” and “mluvit”.

(3) WhisperX ASR: “Zase budeme spolumluvit. A zase spolumluvime.”
WhisperX post-edit: ~ “Zase budeme spolu mluvit. A zase spolu mluvime.”
From scratch: “Zase budeme spolu mluvit. A zase spolu mluvime.”

(4) WhisperX ASR: “Ted budeme spolu mluvit.”

WhisperX post-edit: ~ “Ted budeme spolu mluvit.”

From scratch: “Ted budeme spolu mluvit.”

Word Repetitions The intricacies of ASR systems in capturing spoken language
nuances are highlighted in instances where repetition occurs in speech, a common
phenomenon during impromptu discourse. In Example 5, the phrase “na tu na tu”
was repeated in a recording, likely because the speaker searched for the right words.
While the ASR failed to document this repetition, human annotators did not overlook
it. Furthermore, the annotators diverged in their transcription of certain words: one
captured “koukdm,” (‘I see’), the correct Czech form of the verb “koukat” ("to see’),
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while the other heard “kukdm”. Similarly, the pronoun “ona” (‘she’) was recorded by
one annotator, whereas the other noted “vona,” a colloquial variant. In addition, the
word “jeste” (‘still’) was transcribed by one annotator as a colloquial variant “esté”
(in contrast to the another annotator and to the WhisperX system that captured the

standard form).

(5) WhisperX ASR: “Takze koukdm, Ze na tu holku, ona jesté chodila nékam
do knihovny...”

WhisperX post-edit: ~ “Takze koukdm, Ze na tu na tu holku, ona jesté chodila
nékam do knihovny...”

From scratch: “Takze kukdm, Ze na tu na tu holku, vona e$té chodila
nékam do knihovny...”

Filler Words Furthermore, the ability of the ASR system to detect filler words be-
comes a point of interest. In Example 6, the WhisperX system (as well as both anno-
tators) was successful at identifying the word “jakoby” that serves merely as a verbal
filler due to its semantic redundancy in the captured statement. Conversely, the ASR
omitted the filler word “no” (‘well’), a term frequently employed in spoken Czech,
that was not overlooked by human annotators.

On the other hand, two annotators presented differing transcriptions of some other
words in the utterance. While one annotator captured the standard Czech word “déti”
(‘children’), the other annotator recorded “déti”, reflecting the actual pronunciation
by the non-native speaker, albeit incorrect in formal Czech usage (in the given con-
text). Moreover, one annotator noted the pronunciation “sedm,” while the other doc-
umented “sedum.” Both are acceptable pronunciation variants of the word “sedm”
(‘seven’) in Czech.

(6) WhisperX ASR: “Jakoby to bude jenom déti, sedm osob.”
WhisperX post-edit: ~ “No jakoby to bude jenom déti, sedm osob.”

From scratch: “No jakoby to bude jenom déti. Sedum osob.”

Omitting Utterances The challenges of capturing spoken language are exemplified
by the occasional failure to transcribe entire utterances. Example 7 illustrates this
phenomenon in a case where both human annotators confirmed the presence of a
response to the question “What did you do at Christmas?” in the recording. However,
the ASR system omitted this response (”O Véanocich jsem byl v praci.” ‘I was at work
over Christmas.”) entirely, instead proceeding to the subsequent question, “Kdy v vasi
zeminejvic prsi?” “When does it rain the most in your country?” Interestingly, a similar
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error was made also by a human, as only the from scratch annotator transcribed the
intermediate question(“Kdy v vasi zemi nejvic pr3i?”’), while the other skipped it.

(7) WhisperX ASR: “Kdy v vasi zemi nejvic prsi? Kdy?”
WhisperX post-edit: ~ “O Vanocich jsem byl v praci. Kdy, vic prsi...”

From scratch: “O Vanocich jsem byl v praci. Kdy ve vasi zemi nejvic

N

préi? Kdy, vic prsi.

Ungrammatical Sentences The transcription of ungrammatical utterances also poses
a challenge for ASR systems. Example 8 illustrates it in the sentence “To je prset vic,”
(lit. ‘It is rain more.”) which was uniformly transcribed by two annotators despite its
ungrammaticality in Czech. The correct grammatical form should be “To prsi vic.” (‘It
rains more.”). The ASR system, confronted with the incorrect structure, substituted it
with a grammatically correct but contextually unrelated sentence, “To je prvni véc.”
(‘It is the first thing.”).

(8) WhisperX ASR: “To je prvni véc.”
WhisperX post-edit: ~ “To je prset vic.”

From scratch: “To je prset vic.”

Non-Existent Words In Example 9, WhisperX transcribed the non-existent Czech
word “buzin,” presumably similar in sound to the utterance on the recording. This
part was interpreted differently by two annotators: one captured itas “bazén” (“pool’),
a real Czech word, albeit inappropriate in its case form, and the other as “bazénu”
(into “pool’), which fits both contextually and morphologically. Additionally, the
verb form “sko¢im” (‘I will jump’) was recorded by the ASR system in its standard
form and kept the same in the post-edited version by the annotator, while the anno-
tator transcribing from scratch noted it as “sko¢im,” a non-standard spoken variant.

(9) WhisperX ASR: “Sko¢im nékam do buzin.”
WhisperX post-edit: ~ “Sko¢im nékam do bazén.”

From scratch: “Skod&im nékam do bazénu.”
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Incomprehensible Utterances Both the ASR system and human annotators encounter
difficulties with transcription when faced with barely comprehensible or incompre-
hensible audio. This issue is illustrated in Example 10 where WhisperX and anno-
tators produced slightly different transcriptions in an attempt to capture the exact
utterance of the speaker. The resulting sentences from all three parties lacked natu-
ralness, grammatical correctness, and meaningful content in the Czech language. In
this instance, the non-native speaker failed to construct a cohesive and coherent seg-
ment of discourse.

(10) WhisperX ASR: “Se jenom zkouset nikam nevidét.”
WhisperX post-edit: ~ “Sem na zkousek nikam nevijdét.”
From scratch: “Jsem zkouSet nékam na vylet.”

5.2. Summary

The transcription of spoken recordings into written text is a challenge, as evidenced
by a case study that reveals both machines and humans are prone to errors in this
complex task. Humans, however, tend to be more careful in their transcriptions, of-
ten capturing nuances that machines may overlook. Interestingly, even among native
speakers, discrepancies in transcription can arise, reflecting individual differences in
auditory perception and interpretation. This variability is particularly noticeable in
instances of low audio intelligibility, where neither machine nor human can defini-
tively guarantee transcription quality.

6. Quantitative Analysis of Transcription Methods

In order to figure out the most convenient approach for acquiring transcripts of
recordings of Czech language exams for L2 speakers, we formulate three main re-
search questions which can be answered by observing quantitative characteristics of
the created dataset:

RQ1: Is manual post-editing of ASR outputs more efficient than fully manual tran-
scription?

RQ2: Does post-editing enhance transcripts” consistency?

RQ3: Is the human post-edited transcription biased towards the ASR system it was
based on?

The final transcription method must be efficient in time and human resources
(RQ1). At the same time, the transcripts produced by different annotators should
not be too diverse (RQ2). Last but not least, the human-annotated data, which are
expected to be primarily used for testing purposes, should not be overly dependent
(biased) on the system that has been used during the annotation process (RQ3).
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Method Annot.c1 ’Fime RTF Stan?{%rrgized CER (%)

per recording (s) Examiners Candidates All
WhisperX 3983.71 +2067.94 10.78 +4.28  -0.34 + 0.84 993 £556 2436 +15.80 14.68 +8.16
Mixed 4571.11 +£1822.95 12.58 &+ 5.99 026 £1.11 19.87£6.35 47.31 £11.83 30.06 £7.78
From scratch  3577.38 +2121.30 12.65+6.15 -0.17+0.81  100.00 +0.00 100.00 +0.00 100.00 + 0.00
All 4116.97 £ 202719 12.27 +5.81 0.00 £ 1.00 40.48 +£38.49 56.67 +31.25 46.33 £+ 35.40

Table 2. Statistics on annotation efficiency across the annotation methods. The numbers
are aggregated over the corresponding transcripts, for which the given statistic is
available. Best results in bold.

6.1. RQ1: Is manual post-editing of ASR outputs more efficient than manual tran-
scription?

Annotators are paid for the total time they spend on their annotation work. There-
fore, we seek to answer this research question by measuring the annotation speed.

As mentioned in Section 3.2, the TEITOK environment records basic information
about each editing session, including its start and end times. Summing over all editing
sessions for a given transcript, we can then calculate how much time the manual an-
notation work takes. Note that as this feature have not been implemented in TEITOK
from the beginning of manual annotation, we have collected this information for 75
out of 90 transcripts.

Table 2 shows the statistics of the annotation times and speed with regard to the
transcription method. Focusing on average annotation times per recording, it shows
that on average it takes around 70 minutes to process one recording (average duration
6 minutes). It also suggests that annotating from scratch is faster than post-editing
WhisperX output. Post-editing a mixed output seems to be the slowest.

However, it must be accounted for that the recordings substantially differ in their
length. We thus measure the real-time factor (RTF), which is a ratio between the an-
notation time and the recording’s duration. For example, the RTF of 12 means that it
takes 12 seconds to annotate a second of the recording. As seen in Table 2, the Whis-
perX method seems to be around 15% faster in terms of RTF than the mixed and from
scratch methods that perform on par.

Nevertheless, RTF still ignores potentially different work pace across annotators.
Figure 3 discloses that the fastest annotator works twice as fast as the slowest: Their
RTFs are 9 and 18, respectively. Thus, we standardize each transcript’s RTF by sub-
tracting the annotator’s mean RTF and dividing the difference by the standard devi-
ation of the annotator’s RTFs. The standardized RTFs in Table 2 paint yet another

170One of the annotators was no longer working, when we introduced timestamp logging to TEITOK.
Therefore, we talk about six annotators in total in Section 3.2 while Figure 3 shows density estimates only
for five annotators.
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Figure 3. Density estimates of the distribution of real-time factors over transcripts across
annotators.

picture: while WhisperX remains the fastest method, the annotation from scratch is
actually faster than the mixed method.

The efficiency of annotation methods can also be approximated by the relative
number of post-editing operations. We compute the number of additions, deletions,
and substitutions relative to the length of the final text, all at the character level. Thus,
it effectively corresponds to Character Error Rate (CER), where the post-edited tran-
script serves as the reference. It cannot be used for comparison of transcripts anno-
tated from scratch by definition, as its CER is always 100%. However, the numbers in
Table 2 confirm that the mixed method is much more demanding than the WhisperX
method: it requires twice as many post-editing operations. There is also a substan-
tial difference in CER across the speaker roles. The utterances spoken by candidates
require almost 2.5 times more edits than those uttered by examiners. The high num-
ber of edit operations for L2 speakers likely makes the methods based on post-editing
ASR outputs less efficient compared to the annotation from scratch.

6.2. RQ2: Does post-editing enhance transcripts’ consistency?
It is important to strive for high consistency of the transcripts. That is, transcripts
processed by different annotators or by the same annotator at different times should

always follow the annotation guidelines to the highest possible extent. While tran-
script consistency is somewhat maintained by having a single annotator review all
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Figure 4. Inter-annotator agreement across annotation methods. The number in
parentheses is the number of transcript pairs the statistics is based on.

transcripts during the second stage of manual annotation (see Section 3.2), the method
used in the first stage should also aim to contribute significantly to this consistency.

To this end, we measure Inter-annotator agreement (IAA) across annotation meth-
ods. We limit ourselves only to recordings with multiple transcripts and calculate IJAA
between each pair of transcripts of the same recording. IAA for a pair of transcripts is
computed as an average of two 1—CER scores, symmetrically taking each transcript
in the pair as a reference.

For each combination of annotation methods, Figure 4 shows the mean IAA over
all pairs sharing the combination. First, let us focus on the diagonal, which answers
RQ2. The highest agreement is achieved if the transcripts are based on the WhisperX
system, followed by the mixed method. Although annotating transcripts from scratch
seems to be the least consistent, its difference to the IAA for post-edited WhisperX
transcripts is not too big.

Comparison of IAA across annotation methods in Figure 4 shows that ASR-based
transcripts are slightly shifted away from those produced from scratch. This is mostly
pronounced for WhisperX transcripts which is the method resulting in lowest agree-
ment with fully manual transcripts. The agreement of mixed transcripts is about the
same as that of the manual transcripts and that of the WhisperX transcripts. It can be
justified by its mixed nature, where part of it is formed by the Whisper model outputs.
At the same time, some utterances may have been completely rewritten as suggested
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Annotation method

ASR version WhisperX Mixed Scratch Mean
mms-1b-all 40.84+9.7 46.4+4.2  49.0+9.2 454485
mms-1b-f1102 31.2+7.9 32.7+6.0 395489 34.4+8.2

whisperX-large-v2  13.345.6 16.1+4.6  18.7+5.1 16.1+54
whisper-large-v3 19.945.6 24.6+82  25.7+6.7 235473

Mean 28.2+13.3 31.1+13.8 37.4+15.1

Table 3. Character error rates (CER) for each ASR system using reference transcripts
derived from different annotation methods. Bold indicates the minimum CER for each
ASR system, while underline highlights the highest CER for each ASR system.

by a relatively high number of editing operations in Table 2, which makes it similar
to the annotation from scratch.

6.3. RQ3: Is human post-edited transcription biased towards the ASR system it
was based on?

One potential downside of post-annotating ASR outputs is a bias toward the un-
derlying transcript. This is especially important in our application, since we aim to
capture possible deficiencies in pronunciation and language. The potential risk in
our application stems from the fact that the ASR systems might not be robust to the
difficult domain of non-native speakers and might strive for an artificially polished
transcript (e.g., polished-out mispronunciation or stuttering).

We measure the extent of the bias towards a particular ASR system by measuring
the character error rate (CER) of the ASR system transcript towards a particular an-
notation. The results are in Table 3. First, we note that WhisperX-large-v2 exhibits
the smallest CER across all annotation methods, including from scratch. This indi-
cates that WhisperX-large-v2 is the most robust ASR system in our study. The second
most reliable ASR is then whisper-large-v3. The MMS models perform the worst. Sec-
ond, we see that the post-edited transcripts from WhisperX observed the smallest CER
across all ASR models, outperforming the mixed method and the from scratch method.
This is surprising as the mixed method used random segments from all four ASR sys-
tems, leading us to anticipate that all ASR systems except whisperX-large-v2 would
get a lower CER when evaluated against the reference annotated by the mixed method,
compared to the WhisperX method. One possible explanation of the counter-intuitive
observation is that a lot of segments predicted by the MMS models tend to be empty
or with a very high CER, which gives the annotators no clues and makes the post-
editing more tedious. This is also supported by our findings in Section 6.2, where we
observe that the post-edited WhisperX transcripts show the highest inter-annotator
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agreement, and in Section 6.1, where we observed that post-editing WhisperX out-
puts is approximately 15% faster than post-editing mixed outputs and requires half
as many editing operations. Consequently, it is apparent that there is some tendency
of the underlying ASR transcript to influence the annotators.

To better understand possible bias, we perform a comparison of mixed and Whis-
perX post-edited transcripts with their from-scratch counterparts and compare how
many times the annotator was influenced by the ASR transcript. We run pairwise
word-level alignment on three versions of the transcript (the ASR, post-edited, and
from scratch ones), and analyze the different situations for all word triplets found by
the alignment. The most important case for our purpose is when, during the post-
editing, the annotator agrees with the ASR but disagrees with the from scratch tran-
script, i.e. when the ASR has probably led to an error oversight. For example, the
annotator kept “né&jakou” from the ASR whereas the from scratch transcript contains
“néjak”. Another very common type is an omission of a false start in the post-edited
transcript, e.g., “pivem” vs. “pi pivem”.

The results are in Figure 5. As we can see in the figure, the case where the annotator
is potentially influenced by the ASR (the “ASR-P=A" and “P-5=D" cells) is relatively
rare among the various ASR models. For instance, the number 13 in the cell “ASR-
P=A" and “P-S=D” means that there were 13 cases (aligned word triplets) when the
post-editor kept the word as proposed by the ASR (“ASR-P=A") while the post-edit
differs from the transcription from scratch (“P-5=D").

The highest number of possible influences is in the case of the WhisperX method
(7% vs. 5% and 1% in other models). During a manual inspection of the triplets,
we observed that the annotator was indeed influenced by the ASR system. The most
common case was the influence of the correct spelling of an incorrectly pronounced
word, for example:

(11)  WhisperX ASR: “dobfe dékuju”
WhisperX post-edit: ~ “dob¥e dékuju”
From scratch: “dobze dékuju”

Another common type of influence was the omission of false starts, as shown in
the following example:

(12)  WhisperX ASR: “...mlékem a ten dont”
WhisperX post-edit: ~ “..mlékem a ten dort”

From scratch: “.. mlékem a te a ten dort”

A similar influence involved filler words that were captured in the from-scratch
transcription but were missing in the post-edited version, as shown here:
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Figure 5. Analysis of the influence of the ASR transcript on the post-editing. Each
confusion matrix represents agreement and disagreement between aligned word triplets
(ASR—post-edited—from-scratch) with the relative frequencies in the brackets. P
represents post-edited, S signifies from-scratch, and A and D indicate agreement and
disagreement, respectively. Higher agreement between the ASR and post-edited
transcripts (ASR-P=A), coupled with their disagreement with the from-scratch transcript
(P-5=D), suggests a potential bias.

(13) WhisperX ASR:
WhisperX post-edit:

From scratch:

“kolik stoji ten dort”
“kolik stoji ten dort”
“hm kolik stoji ten dolt ”

Therefore, we conclude that the ASR systems clearly tend to influence the annota-
tor during post-editing. Strictly speaking, the bias implied by a particular ASR system
may not be harmful to the final purpose of automatic spoken language assessment —
an ASR may be ignoring speech errors that are irrelevant to the assessment — but such
a situation still remains risky as the overall system would rely on the particular ver-
sion of the ASR. Also, the biased post-edited transcript could be difficult to use for
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other purposes. Consequently, it remains uncertain whether the observed level of
influence will impact the downstream task.

6.4. Summary

Annotating from scratch has the significant advantage of being inherently free
from bias towards any ASR system. However, it may exhibit lower consistency and
be less efficient to acquire. Our analysis shows that the decrease in these aspects is
not substantial. Therefore, annotating from scratch is a good choice, guaranteeing no
bias at the small cost of slightly lower speed and consistency.

The mixed method demonstrates decent inter-annotator agreement and appears
less biased than the WhisperX method, likely due to the positive effect of mixing ASR
outputs. However, the poor performance of MMS systems sometimes results in out-
puts so bad that post-editing essentially becomes annotating from scratch. This is
reflected in the relatively lower speed of post-editing. Consequently, we do not rec-
ommend the mixed method for further transcription of exam recordings.

The WhisperX method shows the highest consistency and efficiency. However,
we also observe a bias that might negatively impact the use of such transcripts as
references for future evaluations of ASR systems, including new ones specialized in
L2 speakers. Nonetheless, this bias may be less significant for the downstream task,
which we cannot evaluate in the current setup.

When dealing with recordings of the A2-level candidates, it is safer to annotate
from scratch. Nevertheless, the negative aspects of the WhisperX method may be-
come less critical if we progress to transcribing recordings at higher levels of language
competency.

7. Conclusion

In our article, we focused on the usability of ASR systems for transcribing spoken
parts of Czech language proficiency exams for non-native speakers. The objectives of
the study were two-fold: (1) to explore the most common cases where ASR masks
errors in L2 speech, and (2) to compare fully manual and semi-automatic methods
for obtaining reference transcriptions of the exams. The study was limited to exams
at the A2 level.

Our analysis shows that it is safer, albeit slightly less efficient, to annotate tran-
scriptions fully manually from scratch. Manual post-editing of WhisperX outputs
proved to be competitive, especially in terms of efficiency and consistency. From
comparing individual examples, we observed that the potential bias might be less
significant for the downstream task. Moreover, we expect this bias to decrease with
rising levels of speakers’ language competence.
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As we plan to continue annotating exam recordings for higher levels of language
competence in the near future, we should repeat these experiments on a smaller scale
to verify if the findings for the A2 level hold for higher levels as well.
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Appendix

Here is a sample transcript of the recording. EXAM is the examiner (native Czech
speaker) and CAND is the exam candidate (non-native Czech speaker).
EXAM: Dobry den, miizu vdm néjak pomoci?

CAND: Dobry den, mtizete pomoct, je né€jaka dobfe dobte restaurac?
EXAM: Hm, ja bych doporucila restauraci U Vejvodti.

CAND: A dobfie a kde j zde je?

CAND: Ta restaurace.

EXAM: Hm, je na hlavnim namésti.

EXAM: Vidim, Ze jste autem.

EXAM: Pojedete rovné a doprava.

EXAM: A unédrazi zahnete vlevo.

CAND: Aha.

CAND: A jaké je tam je jidlo, je vegetaridni?

CAND: Jidlo.

EXAM: Hm, ano, majf tam jidlo ¢eské, ale maji jidlo i pro vegetaridny.
CAND: Dobfe a tam je parkovisté?

EXAM: No, parkovisté je hned vedle restaurace, takZe snadno zaparkujete.
CAND: Dobze, dékuju.
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