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What is language identification?



Language identification is not solved (table from Caswell et al. 2020)

https://aclanthology.org/2020.coling-main.579/


42% languages had 
<50% useable data 

Kreutzer et al. (2022)

https://aclanthology.org/2022.tacl-1.4/


Things to think about



Things to think about (non-exhaustive)

1. Which languages?

2. Which model?

3. How to test?



Which languages?

● Trend towards more languages
● ✅ More inclusion, 

more coverage
● ⚠ …but I am sceptical

○ Checking quality in long tail?
○ Under-served ≠ high-resource
○ More opportunities for confusion



Which languages? My advice

● More languages not always better :(
● Think about downstream task (always)

● Check for close cousins
● Test properly!



Models and architectures

● Web-scale data needs fast 
(and cheap) inference

● My standard pick: fastText
○ Alternative: HeLI-OTS 

(now fast in Rust!)
● Two-stage models?

○ More expensive second stage

…at least not as default

https://arxiv.org/pdf/1607.01759
https://aclanthology.org/2022.lrec-1.416.pdf
https://github.com/ZJaume/heliport


How to test? Metrics

● Recall ✅
● Precision ☑ function of class balance 🫤
● False positive rate ✅✅
● Confusion matrix clusters ✅



How to test? Test sets

We need better, more representative 
test sets! omg who is she



How to test? Test sets

● The dream: same domain for 
training, test and application 😍

● The reality: unreliable test data 
😖

● The ideal: check results with 
native speakers
○ Native speakers can only check 

native language reliably

○ …but something is better than 
nothing ✌



Fail states (and what to do about it)



Fail states (a selection)

1. Short segments
2. Multilingual or 

code-switched input
3. Dialects/close languages



Short segments

Problem: very short segments are often misclassified

Answer: extreme suspicion if <5-7 tokens



Multilingual or code-switched input

● Breaks single-label assumption
● Multilingual = chunks in different languages
● Code-switched = multiple languages, same utterance



Multilingual input

Sliding window approach (e.g. Kocmi and Bojar 2017)

https://aclanthology.org/E17-1087.pdf


Code-switched input

Burchell et al. (2024) 

➢ ✉ <USER> delete that tweet… ya lo hize

➢ 🏷 {eng_Latn, spa_Latn}

https://aclanthology.org/2024.eacl-long.38/


Code-switched input: why is it hard?

● Many labels 
= sparsity

● Short switches 
= not enough context 



Code-switched input: why is it hard?

● Not enough test sets 😭
● Multi-label tasks need different 

metrics
○ Big problem = irrelevant 

predictions
○ Precision & recall ignore this
○ Need metrics to reflect 

downstream (e.g. Hamming loss)



Code-switched input: recommendations

If I did it again…

● Targeted crawls
● Two-stage classifier 

(maybe binary CS/not CS?)
● Pretrain on artificial 

code-switched data



Dialects/close languages



Dialects / close languages: what’s the problem?

Big issue: single or multi-label?

● Some only valid in one dialect
● Some are valid in both
● Some depend on context

…plus a lack of data/test sets obviously



Dialects/close languages: Arabic 

● Arabic-speaking world = 
diglossia
○ Formal: Modern Standard Arabic
○ Spoken: many ‘dialects’

● Dialect continuum
○ No hard borders
○ Intelligibility?
○ No standard orthography



Dialects/close languages: Arabic 

● OpenLID did poorly on Arabic
○ Overall F1: 0.93 😍
○ Arabic F1: 0.23 😓

● After data clean-up and 
two-stage models, still 😕

● ⭐ Suit labelling to task

https://aclanthology.org/2023.acl-short.75/


Bonus: non-standard 
orthography? 
Maybe PIXELs can help?



Recommendations



Recommendations

1. Check for reliable coverage of your language(s)

2. Think about speed/capacity trade-off

3. Remember softmax has to predict something

4. Check test set domain

5. False positive rate is key for dataset building



Recommendations

6. Annotators are only gold for their native language 
(but something > nothing)

7. Be suspicious of short text (need >5-7 tokens)

8. Targeted collection for code-switching

9. Dialect labelling depends on downstream task

10. LOOK AT YOUR DATA
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Thank you!
laurie.burchell@ed.ac.uk

Please check out the Open Language Data Initiative!  🐠


