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Motivation

Marie et al. (2021) reviewed 769 *ACL MT papers for ways how they evaluate models.



Motivation
Improvements are often claimed in papers via 

automatic metrics only

Less than 10% of MT papers conduct human evaluation (Marie et al., 2021)



Motivation Majority of papers rely solely on BLEU

Marie et al., 2021



Motivation BLEU is not the best performing metric

Meta analysis of WMT 2015-2020 (Pearson‘s r)

2020 2020 w/o ZH 2019 2018 2017 2016 2015

BLEU 0.837 0.832 0.906 0.955 0.91 0.873 0.841

CharacTER 0.873 0.871 0.942 0.964 0.932 0.938

ChrF 0.743 0.864 0.948 0.959 0.942 0.911 0.908

EED 0.888 0.885 0.951str
ing-

bas
ed

BEER 0.942 0.973 0.938 0.925 0.942

BLEURT 0.902 0.9

COMET 0.853 0.908

ESIM 0.906 0.902

Prism 0.846 0.886

YiSi-1 0.894 0.89 0.967 0.973

pre
tra

ined

*Simplification: column 2020 is without Chinese-English systems due a single problematic system (see paper for details)



Motivation Disappearing statistical significance testing



Outline 1. Which metric to use?

2. Weaknesses of metrics

3. Statistical significance testing

4. Are we overfitting on BLEU?

5. Recommendations for MT evaluation



Which automatic metric to use?



Automatic metrics groups

Source 2015 verließ Demandt Borussia, wechselte nach Wehen.

Reference In 2015, Demandt left Borussia for Wehen.

System Output In 2015, Demandt left Borussia and moved to Wehen.



String-based metrics

Compares reference with system output on a string level

Metrics: BLEU, ChrF, TER

Source 2015 verließ Demandt Borussia, wechselte nach Wehen.

Reference In 2015, Demandt left Borussia for Wehen.

System Output In 2015, Demandt left Borussia and moved to Wehen.



Pretrained metrics

Contains pretrained model (e.g. language model: BERT, XLM, ...)

Metrics: COMET, BERTScore, Prism

Source 2015 verließ Demandt Borussia, wechselte nach Wehen.

Reference In 2015, Demandt left Borussia for Wehen.

System Output In 2015, Demandt left Borussia and moved to Wehen.
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1 3 6 8 9 2 4

0 2 4 5 8 7 8

Pretrained source-based metrics

Pretrained metrics that do not use reference (quality estimation)

Metrics: COMET-QE, Prism

Source 2015 verließ Demandt Borussia, wechselte nach Wehen.

Reference In 2015, Demandt left Borussia for Wehen.

System Output In 2015, Demandt left Borussia and moved to Wehen.



Main differences

String-based metrics Pretrained metrics

Work for any language Support only pretrained languages

Scoring decisions are trackable

Black box behaviour

• Possible biases from training data

• Possible poor quality for low-resource languages or domains

Need high quality references and cannot score paraphrases Can score paraphrases and are less sensitive to references

Lower correlation with humans Higher correlation with humans



Which metric correlates the most with humans?

Mathur et al. (2020)



What do we expect from automatic metrics?

Wishful thinking:

• High correlation with oracle humans

• Meaningful absolute values

• Sentence-level correlations



What do we expect from automatic metrics?

Wishful thinking:

• High correlation with oracle humans
• Humans have low inter-annotator agreement

• Meaningful absolute values

• Sentence-level correlations



What do we expect from automatic metrics?

Wishful thinking:

• High correlation with oracle humans

• Meaningful absolute values
• What does 24 BLEU mean without context?

• Sentence-level correlations



What do we expect from automatic metrics?

Wishful thinking:

• High correlation with oracle humans

• Meaningful absolute values

• Sentence-level correlations
• System-level scores are more useful



The main

setting
Which automatic metric correlates the most with 

humans in the pairwise system-level setting?



The main 

setting
Which automatic metric correlates the most with 

humans in the pairwise system-level setting?

Automatic metrics are mostly used to rank systems.

• claiming a new state-of-the-art

• comparing different model architectures

• deciding whether to deploy new production systems.



Best performing metric in pairwise system
level setting?

To Ship or Not to Ship: An Extensive Evaluation of Automatic Metrics for Machine Translation

Kocmi et al. (2021)



Human judgement collection

Bilingual annotators score each translated sentence without reference.

Source                                                               System Output

*Limitation: we assume human judgement as a gold standard



Pairwise evaluation

The main unit is the score difference (∆) for system pair:

∆𝑚𝑒𝑡𝑟𝑖𝑐= 𝑠𝑐𝑜𝑟𝑒𝑚𝑒𝑡𝑟𝑖𝑐 𝑆𝑦𝑠𝑡𝑒𝑚 𝐴 − 𝑠𝑐𝑜𝑟𝑒𝑚𝑒𝑡𝑟𝑖𝑐(𝑆𝑦𝑠𝑡𝑒𝑚 𝐵)



Human judgement vs. metric score differences

Each point represent score differences for a system pair

Blue points are system pairs translating from English

Green points are into English

Red points are non-English systems (there is only few of those, painted on top)



Human judgement vs. metric score differences

Pearson‘s 

correlation 

cannot be used



Accuracy

Accuracy =
|𝑠𝑖𝑔𝑛 ∆𝑚𝑒𝑡𝑟𝑖𝑐 = 𝑠𝑖𝑔𝑛(∆ℎ𝑢𝑚𝑎𝑛)|

|𝑎𝑙𝑙 𝑠𝑦𝑠𝑡𝑒𝑚 𝑝𝑎𝑖𝑟𝑠|

How accurately metric gives the binary decision: System A is better/worse than System B.



Equally performing systems

What about the magnitude of the difference?

We identify equally performing systems by statistical testing over

human judgement.



Equally performing systems

All systems p-value < 0.05 p-value < 0.01 p-value < 0.001

Accuracy = 74.0% Accuracy = 87.3% Accuracy = 89.6% Accuracy = 92.1%



Collection of human judgements

Our collection* WMT 2020

Evaluated systems 4380 184

Human annotations 2.3 M 0.4 M

Covered languages 101 12

Annotators Qualified bilingual

annotators

Crowd workers; Paid 

annotators; Researchers

* two years of MT research at Microsoft



Covered language pairs



Evaluation results



Which metric is best suited for pairwise comparison?

*Values in large font represent cluster of winning metrics (statistically calculated with alpha=0.05).

All p-value < 0.05 p-value < 0.01 p-value < 0.001 Within 0.05 and 0.001

system pairs: 3344 1717 1420 1176 541

COMET 83.4 96.5 98.7 99.2 90.6
COMET-QE 83.2 95.3 97.4 98.1 89.1
Prism 80.6 94.5 97.0 98.3 86.3

BLEURT 80.0 93.8 95.6 98.2 84.1

ESIM 78.7 92.9 95.6 97.5 82.8

BERTScore 78.3 92.2 95.2 97.4 81.0

ChrF 75.6 89.5 93.5 96.2 75.0

TER 75.6 89.2 93.0 96.2 73.9

CharacTER 74.9 88.6 91.9 95.2 74.1

BLEU 74.6 88.2 91.7 94.6 74.3

Prism 73.4 85.3 87.6 88.9 77.4



Which metric is best suited for pairwise comparison?

All p-value < 0.05 p-value < 0.01 p-value < 0.001 Within 0.05 and 0.001

system pairs: 3344 1717 1420 1176 541

COMET 83.4 96.5 98.7 99.2 90.6
COMET-QE 83.2 95.3 97.4 98.1 89.1
Prism 80.6 94.5 97.0 98.3 86.3

BLEURT 80.0 93.8 95.6 98.2 84.1

ESIM 78.7 92.9 95.6 97.5 82.8

BERTScore 78.3 92.2 95.2 97.4 81.0

ChrF 75.6 89.5 93.5 96.2 75.0

TER 75.6 89.2 93.0 96.2 73.9

CharacTER 74.9 88.6 91.9 95.2 74.1

BLEU 74.6 88.2 91.7 94.6 74.3

Prism 73.4 85.3 87.6 88.9 77.4



Which metric is best suited for pairwise comparison?

All p-value < 0.05 p-value < 0.01 p-value < 0.001 Within 0.05 and 0.001

system pairs: 3344 1717 1420 1176 541

COMET 83.4 96.5 98.7 99.2 90.6
COMET-QE 83.2 95.3 97.4 98.1 89.1
Prism 80.6 94.5 97.0 98.3 86.3

BLEURT 80.0 93.8 95.6 98.2 84.1

ESIM 78.7 92.9 95.6 97.5 82.8

BERTScore 78.3 92.2 95.2 97.4 81.0

ChrF 75.6 89.5 93.5 96.2 75.0

TER 75.6 89.2 93.0 96.2 73.9

CharacTER 74.9 88.6 91.9 95.2 74.1

BLEU 74.6 88.2 91.7 94.6 74.3

Prism 73.4 85.3 87.6 88.9 77.4

Pretrained metrics

String-based metrics



Which metric is best suited for pairwise comparison?

All p-value < 0.05 p-value < 0.01 p-value < 0.001 Within 0.05 and 0.001

system pairs: 3344 1717 1420 1176 541

COMET 83.4 96.5 98.7 99.2 90.6
COMET-QE 83.2 95.3 97.4 98.1 89.1
Prism 80.6 94.5 97.0 98.3 86.3

BLEURT 80.0 93.8 95.6 98.2 84.1

ESIM 78.7 92.9 95.6 97.5 82.8

BERTScore 78.3 92.2 95.2 97.4 81.0

ChrF 75.6 89.5 93.5 96.2 75.0

TER 75.6 89.2 93.0 96.2 73.9

CharacTER 74.9 88.6 91.9 95.2 74.1

BLEU 74.6 88.2 91.7 94.6 74.3

Prism 73.4 85.3 87.6 88.9 77.4

Reference-less (QE)

Reference-less (QE)



Are metrics reliable for various scenarios?

All Into EN From EN Non latin target Chinese, Japanese, Korean Non WMT langs Speech domain

system pairs: 1717 922 768 131 44 484 78

COMET 96.5
COMET-QE

95.3

Prism
94.5

BLEURT
93.8

ESIM
92.9

BERTScore
92.2

ChrF
89.5

TER 89.2

CharacTER 88.6

BLEU
88.2

Prism 85.3

Results are for system pairs

with p-value smaller than 0.05

over human judgement.



Do metrics correlate equally into and from English?

All Into EN From EN Non latin target Chinese, Japanese, Korean Non WMT langs Speech domain

system pairs: 1717 922 768 131 44 484 78

COMET 96.5 95.3 98.3
COMET-QE

95.3 93.5 97.7
Prism

94.5 92.2 98.2
BLEURT

93.8 93.8 95.1

ESIM
92.9 90.6 96.6

BERTScore
92.2 91.2 94.1

ChrF
89.5 88.7 91

TER 89.2 87.6 91.7

CharacTER 88.6 86.4 91.7

BLEU
88.2 86.9 90.5

Prism 85.3 80.8 91.4



Are metrics reliable for non-latin languages?

All Into EN From EN Non latin target Chinese, Japanese, Korean Non WMT langs Speech domain

system pairs: 1717 922 768 131 44 484 78

COMET 96.5 95.3 98.3 96.2 90.9
COMET-QE

95.3 93.5 97.7 95.4 88.6
Prism

94.5 92.2 98.2 96.2 90.9
BLEURT

93.8 93.8 95.1 93.1 84.1
ESIM

92.9 90.6 96.6 93.9 86.4
BERTScore

92.2 91.2 94.1 95.4 88.6
ChrF

89.5 88.7 91 95.4 88.6
TER 89.2 87.6 91.7 90.1 72.7

CharacTER 88.6 86.4 91.7 88.5 70.5

BLEU
88.2 86.9 90.5 92.4 79.5

Prism 85.3 80.8 91.4 84 65.9



Can metrics be overfitted?

All Into EN From EN Non latin target Chinese, Japanese, Korean Non WMT langs Speech domain

system pairs: 1717 922 768 131 44 484 78

COMET

COMET-QE

Prism

BLEURT

ESIM

BERTScore

ChrF

TER

CharacTER

BLEU

Prism

Some metrics are 

finetuned on 

human judgement 

from WMT News



Can metrics be overfitted?

All Into EN From EN Non latin target Chinese, Japanese, Korean Non WMT langs Speech domain

system pairs: 1717 922 768 131 44 484 78

COMET 96.5 95.3 98.3 96.2 90.9 97.3 93.6
COMET-QE

95.3 93.5 97.7 95.4 88.6 96.7 93.6

Prism
94.5 92.2 98.2 96.2 90.9 96.9 83.3

BLEURT
93.8 93.8 95.1 93.1 84.1 94.6 89.7

ESIM
92.9 90.6 96.6 93.9 86.4 94.8 76.9

BERTScore
92.2 91.2 94.1 95.4 88.6 92.8 71.8

ChrF
89.5 88.7 91 95.4 88.6 89.7 57.7

TER 89.2 87.6 91.7 90.1 72.7 90.9 70.5

CharacTER 88.6 86.4 91.7 88.5 70.5 91.9 69.2

BLEU
88.2 86.9 90.5 92.4 79.5 89.9 61.5

Prism 85.3 80.8 91.4 84 65.9 91.7 84.6



Weaknesses of metrics



Freitag et al. (2021)

Kendall’s tau-like correlation results for the Corrupted References

COMET-source (MQM)



Amrhein et al. (2022)

Use Minimum Bayes Risk Decoding to discover weaknesses in COMET.

COMET is relatively insensitive to mistranslated numbers and named 

entities



Recommendation:

Use COMET as the primary metric

Use ChrF as a secondary metric for noticing pitfalls



Statistical significance testing



Statistical significance of automatic metrics

• Small difference in metric scores (e.g. 0.5 BLEU) could be due to 

randomness.

• Statistical significance tests
• Paired bootstrap resampling 

• Approximate randomization

• Paired Student t-test (for metrics that average sentence scores)



Effect of statistical significance testing

Bootstrap Percentage of systems

No test resampling  incorrectly rejected by boot.

COMET 83.4 95.1 17.3%

COMET-source 83.2 94.2 19.4%

Prism 80.6 91.3 18.3%

BLEURT 80.0 92.0 25.4%

BERTScore 78.3 87.9 20.9%

ChrF 75.6 85.4 27.3%

BLEU 74.6 83.4 27.4%

Prism-source 73.4 81.5 29.4%



Effect of statistical significance testing

Bootstrap Percentage of systems

No test resampling  incorrectly rejected by boot.

COMET 83.4 95.1 17.3%

COMET-source 83.2 94.2 19.4%

Prism 80.6 91.3 18.3%

BLEURT 80.0 92.0 25.4%

BERTScore 78.3 87.9 20.9%

ChrF 75.6 85.4 27.3%

BLEU 74.6 83.4 27.4%

Prism-source 73.4 81.5 29.4%



Effect of statistical significance testing

Bootstrap Percentage of systems

No test resampling  incorrectly rejected by boot.

COMET 83.4 95.1 17.3%

COMET-source 83.2 94.2 19.4%

Prism 80.6 91.3 18.3%

BLEURT 80.0 92.0 25.4%

BERTScore 78.3 87.9 20.9%

ChrF 75.6 85.4 27.3%

BLEU 74.6 83.4 27.4%

Prism-source 73.4 81.5 29.4%

*Limitation: we take humans as gold standard and ignore their type I. and II. errors.



Is small effect size almost always statistically significant?



Is small effect size almost always statistically significant?

*Limitation: We are comparing various testsets and language pairs with different effect sizes and average testset size is 1000 sents.



Is small effect size almost always statistically significant?

*We use COMET scores multiplied by 100



Rule of thumbs between BLEU, ChrF, COMET effect sizes

COMET needs roughly 

2x larger effect sizes



Recommendation:

Use statistical significance testing as a source of information. 

However, beware of small effect sizes.



Are we overfitting on BLEU?



Motivation 99% of papers use BLEU, majority rely solely on it



Are we overfitting on BLEU

BLEU has 74.6% accuracy in our evaluation.

Is it possible that it mislead our past research to ignore better models?



Incremental vs. Independent

Our improved 

MT system

Our past MT 

system

Other public 

MT systemIndependent

In
cre

m
e
n

ta
l

Incremental systems were usually preselected based on BLEU for 

deployment. 

For independent systems BLEU was not used to preselect them.



Are we overfitting on BLEU

Incremental Independent

system pairs: 161 246

BLEU 99.4 90.7

BERTScore 98.8 91.5

ESIM 98.8 92.3

Prism 98.1 94.3

ChrF 98.1 91.5

COMET 98.1 98.4
COMET-QE 97.5 98.8
CharacTER 97.5 89.8

BLEURT 96.9 93.5

Prism 96.9 92.7

TER 95.7 91.5

An indirect evidence that we rejected

improved models due to BLEU degradation.



Generalization of Goodhart's law

Marilyn Strathern (1997)

“When a measure becomes a target, it ceases to 

be a good measure.”



Recommendations for automatic 
evaluation



Recommendations 

for MT Evaluation

1. Use COMET as the primary metric and

ChrF as a secondary metric.



Recommendations 

for MT Evaluation

2. Run a paired significance test to 

reduce metric misjudgement.



Recommendations 

for MT Evaluation

3. Publish system outputs to allow work 

comparison and recalculation of

different metric scores.

Marie et al., 2021



Recommendations 

for MT Evaluation

4.

An example of creative evaluation from an EMNLP 2021 paper



Recommendations 

for MT Evaluation

4. Round to three significant digits 

(i.e. single decimal for BLEU, COMET, ...)

An example of creative evaluation from an EMNLP 2021 paper



Recommendations 

for MT Evaluation

1. Use COMET as the primary metric and

ChrF as a secondary metric.

2. Run a paired significance test to 

reduce metric misjudgement.

3. Publish system outputs to allow work 

comparison and recalculation of

different metric scores.

4. Round to three significant digits (i.e.

single decimal for BLEU, COMET, ...)

5. If possible, use human evaluation ☺



Amrhein, Chantal, and Rico Sennrich. "Identifying Weaknesses in Machine Translation 

Metrics Through Minimum Bayes Risk Decoding: A Case Study for COMET." (2022).

Freitag, Markus, Ricardo Rei, Nitika Mathur, Chi-kiu Lo, Craig Stewart, George Foster, Alon Lavie, 

and Ondřej Bojar. "Results of the wmt21 metrics shared task: Evaluating metrics with 

expert-based human evaluations on ted and news domain." (2021)

Kocmi, Tom, Christian Federmann, Roman Grundkiewicz, Marcin Junczys-Dowmunt, Hitokazu 

Matsushita, and Arul Menezes. "To ship or not to ship: An extensive evaluation of automatic 

metrics for machine translation." (2021)

Marie, Benjamin, Atsushi Fujita, and Raphael Rubino. "Scientific credibility of machine 

translation research: A meta-evaluation of 769 papers." (2021)



Why even automatic evaluation is hard to

automatize?

Example of evaluation



Is new architecture better or worse?

Diff Comet Diff ChrF

enu-eti 1.1 1.0
enu-fin 3.5 1.6

enu-heb 0.6 0.9
enu-hun 2.5 0.8
enu-ind 0.6 0.7
enu-lvi 3.8 1.2

enu-msl -7.4 -0.3
enu-sky -3.0 0.4
enu-vit 2.2 3.0
eti-enu -1.4 0.1
fin-enu 1.8 1.0

heb-enu -0.8 1.3
hun-enu -1.1 0.0
ind-enu -1.6 -1.0
lvi-enu -0.6 0.1

msl-enu -8.9 -3.4
sky-enu -2.0 -1.2
vit-enu -3.1 -1.0

Table show score differences for COMET

and ChrF between the previous and the 

new architecture.



Could the problem be directionality?

From 

English

Diff Comet Diff ChrF Autentic % sentences

enu-eti 1.1 1.0 100%

enu-fin 3.5 1.6 100%

enu-heb 0.6 0.9 100%

enu-hun 2.5 0.8 100%

enu-ind 0.6 0.7 100%

enu-lvi 3.8 1.2 100%

enu-msl -7.4 -0.3 100%

enu-sky -3.0 0.4 100%

enu-vit 2.2 3.0 100%

eti-enu -1.4 0.1 9%

fin-enu 1.8 1.0 18%

heb-enu -0.8 1.3 0%

hun-enu -1.1 0.0 7%

ind-enu -1.6 -1.0 0%

lvi-enu -0.6 0.1 23%

msl-enu -8.9 -3.4 0%

sky-enu -2.0 -1.2 0%

vit-enu -3.1 -1.0 0%

Into 

English



Diff Comet Diff ChrF Auth %

enu-eti 1.1 1.0 100%

enu-fin 3.5 1.6 100%

enu-heb 0.6 0.9 100%

enu-hun 2.5 0.8 100%

enu-ind 0.6 0.7 100%

enu-lvi 3.8 1.2 100%

enu-msl -7.4 -0.3 100%

enu-sky -3.0 0.4 100%

enu-vit 2.2 3.0 100%

eti-enu -1.4 0.1 9%

fin-enu 1.8 1.0 18%

heb-enu -0.8 1.3 0%

hun-enu -1.1 0.0 7%

ind-enu -1.6 -1.0 0%

lvi-enu -0.6 0.1 23%

msl-enu -8.9 -3.4 0%

sky-enu -2.0 -1.2 0%

vit-enu -3.1 -1.0 0%

What about the effect size?

Most seem to have large 

enough effect size

Small effect size:

<0.5 for ChrF

<1.0 for Comet

Questionable effect size:

<1.0 for ChrF

<2.0 for Comet



Diff Comet Diff ChrF Auth % p-value Comet p-value ChrF

enu-eti 1.1 1.0 100% *** ***

enu-fin 3.5 1.6 100% *** ***

enu-heb 0.6 0.9 100% - ***

enu-hun 2.5 0.8 100% *** ***

enu-ind 0.6 0.7 100% ** ***

enu-lvi 3.8 1.2 100% *** ***

enu-msl -7.4 -0.3 100% *** **

enu-sky -3.0 0.4 100% *** *

enu-vit 2.2 3.0 100% *** ***

eti-enu -1.4 0.1 9% *** -

fin-enu 1.8 1.0 18% *** ***

heb-enu -0.8 1.3 0% ** ***

hun-enu -1.1 0.0 7% *** -

ind-enu -1.6 -1.0 0% *** ***

lvi-enu -0.6 0.1 23% * -

msl-enu -8.9 -3.4 0% *** ***

sky-enu -2.0 -1.2 0% *** ***

vit-enu -3.1 -1.0 0% *** ***

What about statistical significance testing?

Most seems to be strongly 

statistically significant.

* p-value < 0.05

** p-value < 0.01

*** p-value < 0.001



Diff Comet Diff ChrF Auth % p-value Comet p-value ChrF MonoTest diff COMET Agreed

enu-eti 1.1 1.0 100% *** *** 1.1 TRUE

enu-fin 3.5 1.6 100% *** *** 1.7 TRUE

enu-heb 0.6 0.9 100% - *** 0.3 TRUE

enu-hun 2.5 0.8 100% *** *** 2.1 TRUE

enu-ind 0.6 0.7 100% ** *** 0.1 TRUE

enu-lvi 3.8 1.2 100% *** ***

enu-msl -7.4 -0.3 100% *** ** -4.5 TRUE

enu-sky -3.0 0.4 100% *** * -1.2 TRUE

enu-vit 2.2 3.0 100% *** *** -1.5 FALSE

eti-enu -1.4 0.1 9% *** - -4.8 TRUE

fin-enu 1.8 1.0 18% *** *** 0.6 TRUE

heb-enu -0.8 1.3 0% ** *** -0.4 TRUE

hun-enu -1.1 0.0 7% *** - -4.3 TRUE

ind-enu -1.6 -1.0 0% *** *** -1.1 TRUE

lvi-enu -0.6 0.1 23% * - -1.8 TRUE

msl-enu -8.9 -3.4 0% *** *** -10.9 TRUE

sky-enu -2.0 -1.2 0% *** *** -3.7 TRUE

vit-enu -3.1 -1.0 0% *** *** -5.0 TRUE

Evaluate authentic monolingual sentences

It differs only for one 

language pair



Diff Comet Diff ChrF Mono diff Decision

enu-eti 1.1 1.0 1.1 Better small effect size/non significant

enu-fin 3.5 1.6 1.7 Better

enu-heb 0.6 0.9 0.3 Better

enu-hun 2.5 0.8 2.1 Better

enu-ind 0.6 0.7 0.1 Better

enu-lvi 3.8 1.2 Better

enu-msl -7.4 -0.3 -4.5 Worse

enu-sky -3.0 0.4 -1.2 Worse

enu-vit 2.2 3.0 -1.5 Ambiguous

eti-enu -1.4 0.1 -4.8 Worse

fin-enu 1.8 1.0 0.6 Better

heb-enu -0.8 1.3 -0.4 Better

hun-enu -1.1 0.0 -4.3 Worse

ind-enu -1.6 -1.0 -1.1 Worse

lvi-enu -0.6 0.1 -1.8 Worse

msl-enu -8.9 -3.4 -10.9 Worse

sky-enu -2.0 -1.2 -3.7 Worse

vit-enu -3.1 -1.0 -5.0 Worse

Full Picture

Only a single language pair 

is ambiguous.

(COMET-QE either has 

problems with Vietnamese 

or our monolingual test is 

broken)


