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Overview

• Motivation
• Challenges

• Cascaded approach
• Automatic speech recognition
• Machine Translation
• Segmentation and Punctuation

• End-to-End Speech Translation

• Latency

• Disfluencies

Jan Niehues - S2T Translation
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Use cases

• Conferences / Lectures

• Internet videos
• Youtube, Facebook, …

• Television

• Meetings

• Telephone conversations

Jan Niehues - S2T Translation
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Different Application scenarios

• Sequence
• Consecutive translation:

• Speaker speaks a segment
• Afterwards segment is translated

• Characteristics:
• Short Segments
• Manual segmentation
• Fixed dialog structure

• No overlapping speech

Jan Niehues - S2T Translation
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Different Application scenarios

• Sequence
• Simultaneous translation

• Translation is provided while the speaker speaks

• Characteristics:
• Long segments
• Automated segmentation needed
• Flexible dialog structure

Jan Niehues - S2T Translation
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Different Application scenarios

• Sequence
• Number of speakers

• Single speaker
• E.g. Presentations

• Multiple speaker
• E.g. Meetings
• Challenges:

• Overlapping voice
• Mainly increases difficulty for speech recognition

Jan Niehues - S2T Translation
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Different Application scenarios

• Sequence
• Number of speakers
• Online/Offline systems

• Online: Translate during production of speech
• Offline: Translate full audio (e.g. movies)
• Real-time translations:

• Translation as fast as speech input
• Latency

• Time passes between speech and translation

Jan Niehues - S2T Translation
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History

• Speech translation systems for simple dialogs
• Consecutive
• Manual segmentation
• Limited Domain

• Presentation translation
• Simultaneous
• Open Domain
• Single speaker

• Meeting translation
• Simultaneous
• Multiple speaker

Jan Niehues - S2T Translation
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Challenges - Segmentation

• Segmentation:
• No punctuation in spoken language
• BUT punctuation marks are important

• Let’s eat Grandpa !
• Let’s eat, Grandpa !

• Punctuation saves lives

Jan Niehues - S2T Translation
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Challenges - Segmentation

• Inserting correct punctuation marks difficult
• Ambiguities

• Important hints:
• Surrounding words
• Context
• Audio features

• Pause
• Pronunciation

Jan Niehues - S2T Translation
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Challenges – Online Translation

• Generate translation while speaker speaks
• Tradeoff:

• More context improves speech recognition and machine translation
• Wait as long as possible

• Low latency is important for user experience
• Generate translation as early as possible

• Approaches:
• Automatically generate minimal segments
• Dynamically learn when to generate a translation
• Update previous translation with better once

Jan Niehues - S2T Translation
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Challenges – Spontaneous speech

• We are speaking spontaneously usually in our lives
• Except for formal speeches, talk,… 

• Almost all of speech in normal situations

• Speaker is not reading scripts

• Natural, relaxed 

• Daily life

• Meetings, phone call
• Multiple speakers
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Characteristics of spontaneous speech

• Frequent use of filler words 
• “uh”, “uhm”, “hmm”
• “ja”, “well” 

• (rough) Repetition of phrases/words 
• “I mean, I mean I saw him there” 
• “there is, there was a cat” 
• “I would like to have a ticket to Denver, no, to Houston” 

• Change of idea about what/how to speak 
• “We have here, uh, these fossils were discovered in Argentina…” 
• “How can you do that without, oh, what time is it now?” 
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Cascade Spoken Language Translation

• Serial combination of several 
models

• ASR
• Audio → Text

• Segmentation
• Add case information
• Add punctuation information

• Machine translation
• Source language →

target language
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Automatic Speech Recognition

• HMM/DNN-based systems
• Traditional ASR Systems
• Still often state-of-the-art

• CTC-based Systems
• LSTM to predict letters or blank symbol
• CTC loss function

• Encoder-Decoder Systems
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where
were they and what did they
talk about and now what was the topic of 
the discussion as this 
emotion of being angry came up now to be able
to answer these questions you will 
also realize quite
quickly that this of course… 

ASR Output

• Example:

• Errors in segmentation
• Often no punctuation
• Often no case information

• Difficult to read
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• Segmentation and punctuation are improve for readability

ASR Output

Where were they? 
And what did they talk about? 
And now what was the topic of the discussion, as this emotion of being angry 
came up? 
Now, to be able to answer all these questions, you will also realize quite quickly, 
that this of course… 
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How do segmentation and punctuation affect 
machine translation?

Translation output of German to English translation system
ASR

ASR + correct segmentation and punctuation added manually

> We see here is an example from the European Parliament, the European 
Parliament 20 languages 
> And you try simultaneously by help human translator translators the
> Talk to each of the speaker in other languages to translate it is possible to build 
computers
> The similar to provide translation services 

> We see here is an example from the European Parliament.
> The European Parliament 20 languages are spoken, and you try by help human 
translator to translate simultaneously translators the speeches of the speaker in each 
case in other languages.
> It is possible to build computers that are similar to provide translation services? 
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Segmentation and Punctuation

Insertion of right punctuation gets difficult as the speech gets more 
disfluent

Example: 
“I (long pause) uh went to hair salon yesterday” 

Long pause can cause punctuation marks 
“I.” 
“uh went to hair salon yesterday.”

For translation we need better segmentation and punctuation



Institute for Anthropomatics20 16.08.18

Affect of segmentation and punctuation in 
BLEU scores

BLEU

ASR 20.70

+ Segmentation 21.42

+ Full stop 22.18

+ All punctuations 22.48

Transcript 27.99

• For given German to English test set 

• Segmentation and punctuation marks were added according to 

manual transcript

• All punctuations include: “?”, “!”, “,”,… 
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Adding Punctuation

• Segmentation difficult in middle and right version
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Segmentation

• Task:
• Resegment text to sentence-like units
• Insert punctuation marks
• Often:

• Correct casing of words

• Approaches:
• Language model-based
• Sequence labeling
• Monolingual machine translation
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LM and prosody based model

• Consider two prior words and two after the possible punctuation 
marks

• LM trained on punctuated text 
• Score without an inserted punctuation mark

• P(Hello Sir how are) 
• Score with a comma 

• P(Hello Sir , how are) 
• Score with a full stop  

• P(Hello Sir . how are)

• Pause longer than n seconds then a new segment 

• Fast 
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Sequence labeling

• Input:
• Sequence of words

• Output:
• Following punctuation mark

• Models:
• CRF, HMM, LSTM, …

where

-

were

-

they

?

and

-
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Monolingual translation system

• Input:
• Text without punctuation

• Output:
• Text with punctuation

• Models:
• Phrase-based SMT, NMT, …

• Steps:
• Generate training data
• Train model
• Apply model to input data
• Insert segment boundaries after punctuation
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Monolingual MT- Training data

• Parallel text:
• Remove punctuation from monolingual source text

Where were they
And what did they talk about 
And now what was the topic of the discussion as this emotion of being angry came 
up 
Now to be able to answer all these questions you will also realize quite quickly that 
this of course… 

Where were they? 
And what did they talk about? 
And now what was the topic of the discussion, as this emotion of being angry 
came up? 
Now, to be able to answer all these questions, you will also realize quite quickly, 
that this of course… 
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Monolingual MT- Training data

• Parallel text:
• Remove punctuation from monolingual source text
• Randomly split text

where
were they and what did they
talk about and now what was the topic of 
the discussion as this 
emotion of being angry came up now to be able
to answer these questions you will 
also realize quite
quickly that this of course
where 
were they? and what did they 
talk about? and now, what was the topic of
the discussion, as this
emotion of being angry came up? now, to be able 
to answer all these questions, you will 
also realize quite 
quickly, that this of course
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Monolingual MT- Testing

• Sliding window to observe words in longer, various contexts 

Monolingual MT: Sliding window for
testing

Sliding window to observe words in longer, various contexts

Example segments: . . . der bildet die sogenannte konjunktive

Normalform wir haben gesehen dass wir diese . . .

Table 6: Test set preparation for the monolingual translation system

der bildet die sogenannte konjunktive Normalform wir haben
bildet die sogenannte konjunktive Normalform wir haben gesehen
die sogenannte konjunktive Normalform wir haben gesehen dass
sogenannte konjunktive Normalform wir haben gesehen dass wir
konjunktive Normalform wir haben gesehen dass wir diese
...

...
...

...
...

...
...

...

Table 7: Translation using the monolingual translation system

der bildet die sogenannte konjunktive Normalform. Wir haben
bildet die sogenannte konjunktive Normalform. Wir haben gesehen,
die sogenannte konjunktive Normalform. Wir haben gesehen, dass
sogenannte konjunktive Normalform. Wir haben gesehen, dass wir
konjunktive Normalform. Wir haben gesehen, dass wir diese
...

...
...

...
...

...
...

...

5.2. Punctuation prediction criteria

A punctuation mark is chosen if the same punctuation mark
is found same or more often than a given threshold. If more
than one punctuation mark appears more than the threshold
in the same word space, the most frequent one is chosen.
There are some cases where we have the same frequency for
multiple punctuation marks; in this case we put a different
priority on punctuation marks. For example, in this experi-
ment we put higher priority for a period over a comma.

In this experiment, we evaluate the translation quality
over a varying threshold, from 1 to 9. We exempt the case
when the threshold is 10, the length of the sliding window.
In this case, one punctuation mark has to appear all the 10
word spaces after a word in order to be inserted. This con-
dition is so restrictive that only few full stops are generated,
which causes unaffordable computational time consumption
for the translation procedure.

In the same way as in the oracle experiment, we con-
sider four punctuation marks here: period, comma, question
mark, and exclamation mark. A new segment is introduced
when either a period, question mark, or exclamation mark is
predicted, in order to have congruence with the manual tran-
scripts.

To make the hypotheses comparable with the oracle ex-
periments, we considered three different hypotheses of re-
constructing segmentation and punctuation.

• MonoTrans-Segment: monolingual translation system
is used for segmentation prediction only.

• MonoTrans-FullStop: monolingual translation system
is used for segmentation and full stop prediction.

• MonoTrans-AllPunct: monolingual translation system
is used for segmentation and all punctuation marks
prediction.

5.3. Results

In order to analyze the effect of the varying threshold for the
monolingual translation system, first we use the same thresh-
old value for all punctuation marks. The number of punc-
tuation marks predicted using the same threshold are shown
in Table 8. As shown in the table we could predict periods
and commas, but we could not generate question marks and
exclamation marks. A reason might be that question mark
and exclamation mark are already rare in the manual tran-
script. In addition, we do not have many of them appear-
ing in the training corpora, compared to the frequency of the
other punctuation marks. The number of periods in Table 8,
therefore, is the same as the number of segments predicted.

Figure 1 presents the translation performance of the three
hypotheses in BLEU over different threshold values. In this
experiment as well, the same threshold value is used for
all the different punctuation marks. Even though we ob-

Table 8: Punctuation marks predicted using the monolingual translation system, with a different threshold.
The number of punctuation marks in the manual transcript is also given as a comparison.

Threshold 1 2 3 4 5 6 7 8 9 Manual Transcript
Periods 1,273 970 881 861 851 841 817 736 464 1,186

Commas 2,741 2,190 1,973 1,915 1,904 1,889 1,857 1,773 1,486 1,834

Eunah Cho, Jan Niehues, Kevin Kilgour, Alex Waibel –
Punctuation Insertion for Real-time Spoken Language Translation December 4, 2015 7/26
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Monolingual MT- Testing

• Sliding window to observe words in longer, various contexts
• Empirical threshold for inserting punctuation mark 

Output of the Monolingual MT

Punctuated words in bold letter

An empirically chosen threshold

Table 6: Test set preparation for the monolingual translation system

der bildet die sogenannte konjunktive Normalform wir haben
bildet die sogenannte konjunktive Normalform wir haben gesehen
die sogenannte konjunktive Normalform wir haben gesehen dass
sogenannte konjunktive Normalform wir haben gesehen dass wir
konjunktive Normalform wir haben gesehen dass wir diese
...

...
...

...
...

...
...

...

Table 7: Translation using the monolingual translation system

der bildet die sogenannte konjunktive Normalform. Wir haben
bildet die sogenannte konjunktive Normalform. Wir haben gesehen,
die sogenannte konjunktive Normalform. Wir haben gesehen, dass
sogenannte konjunktive Normalform. Wir haben gesehen, dass wir
konjunktive Normalform. Wir haben gesehen, dass wir diese
...

...
...

...
...

...
...

...

5.2. Punctuation prediction criteria

A punctuation mark is chosen if the same punctuation mark
is found same or more often than a given threshold. If more
than one punctuation mark appears more than the threshold
in the same word space, the most frequent one is chosen.
There are some cases where we have the same frequency for
multiple punctuation marks; in this case we put a different
priority on punctuation marks. For example, in this experi-
ment we put higher priority for a period over a comma.

In this experiment, we evaluate the translation quality
over a varying threshold, from 1 to 9. We exempt the case
when the threshold is 10, the length of the sliding window.
In this case, one punctuation mark has to appear all the 10
word spaces after a word in order to be inserted. This con-
dition is so restrictive that only few full stops are generated,
which causes unaffordable computational time consumption
for the translation procedure.

In the same way as in the oracle experiment, we con-
sider four punctuation marks here: period, comma, question
mark, and exclamation mark. A new segment is introduced
when either a period, question mark, or exclamation mark is
predicted, in order to have congruence with the manual tran-
scripts.

To make the hypotheses comparable with the oracle ex-
periments, we considered three different hypotheses of re-
constructing segmentation and punctuation.

• MonoTrans-Segment: monolingual translation system
is used for segmentation prediction only.

• MonoTrans-FullStop: monolingual translation system
is used for segmentation and full stop prediction.

• MonoTrans-AllPunct: monolingual translation system
is used for segmentation and all punctuation marks
prediction.

5.3. Results

In order to analyze the effect of the varying threshold for the
monolingual translation system, first we use the same thresh-
old value for all punctuation marks. The number of punc-
tuation marks predicted using the same threshold are shown
in Table 8. As shown in the table we could predict periods
and commas, but we could not generate question marks and
exclamation marks. A reason might be that question mark
and exclamation mark are already rare in the manual tran-
script. In addition, we do not have many of them appear-
ing in the training corpora, compared to the frequency of the
other punctuation marks. The number of periods in Table 8,
therefore, is the same as the number of segments predicted.

Figure 1 presents the translation performance of the three
hypotheses in BLEU over different threshold values. In this
experiment as well, the same threshold value is used for
all the different punctuation marks. Even though we ob-

Table 8: Punctuation marks predicted using the monolingual translation system, with a different threshold.
The number of punctuation marks in the manual transcript is also given as a comparison.

Threshold 1 2 3 4 5 6 7 8 9 Manual Transcript
Periods 1,273 970 881 861 851 841 817 736 464 1,186

Commas 2,741 2,190 1,973 1,915 1,904 1,889 1,857 1,773 1,486 1,834

. . . der bildet die sogenannte konjunktive Normalform.

Wir haben gesehen, dass wir diese. . .

Eunah Cho, Jan Niehues, Kevin Kilgour, Alex Waibel –
Punctuation Insertion for Real-time Spoken Language Translation December 4, 2015 8/26
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Machine translation

• Baseline
• Default NMT system

• Style in speech is different
• Often adaptation to speech style
• Continue training
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ASR errors

• Even the best ASR system make errors
• On difficult tasks even more 

• MT has to deal with erroneous input
• Approaches:

• Ignore
• Tighter integration by using ASR lattices as input
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ASR lattices
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Handling ASR Input

• Take first best ASR output
• Problem:

• No handling of ASR errors
• Simple
• Works often as good as other approaches
• Reasons:

• If the ASR system makes errors, it is hard for the MT to detect
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Tight integration

• Use N-best output or ASR lattice as input for MT

• Use score to model confidence of ASR system

• Problems:
• MT might translate easier sentence, not correct one

…aber ausreichend für einfache Anwendungen und des Sie brauchten natürlich einen…

…aber ausreichend für einfache Anwendungen und das sie braucht natürlich einen…
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End-to-End based systems

• Challenges of Cascaded systems:
• Separated optimized Components
• Hard to recover from ASR errors

• Opportunity:
• Similar modelling of ASR and MT
• Sequence to Sequence models
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Attention-based ASR

• Main differences to Machine translation:
• Encoder:

• Larger input sequences
• Reduce sequence length by Pyramidal encoder E.g.:

• Concatenation/Summing of consecutive states
• Convolution layer and stride at the bottom to downsample

• Deep encoders

We want to model each character output yi as a conditional distribution over the previous characters
y<i and the input signal x using the chain rule:

P (y|x) =
Y

i

P (yi|x, y<i) (1)

Our Listen, Attend and Spell (LAS) model consists of two sub-modules: the listener and the speller.
The listener is an acoustic model encoder, whose key operation is Listen. The speller is an attention-
based character decoder, whose key operation is AttendAndSpell. The Listen function transforms
the original signal x into a high level representation h = (h1, . . . , hU ) with U  T , while the
AttendAndSpell function consumes h and produces a probability distribution over character se-
quences:

h = Listen(x) (2)
P (y|x) = AttendAndSpell(h,y) (3)

Figure 1 visualizes LAS with these two components. We provide more details of these components
in the following sections.

x1 x2 xT

h2 hUh1

x3 x4 x5 x6 x7 x8

h = (h1, . . . , hU)

y2 y3

hsosi

heosi

y2 y3

y4

yS�1

c1 c2

Speller

Long input sequence x is encoded with the pyramidal
BLSTM Listen into shorter sequence h

Listener

Grapheme characters yi are
modelled by the
CharacterDistribution

AttentionContext creates
context vector ci from h
and si

s1 s2

h h h

Figure 1: Listen, Attend and Spell (LAS) model: the listener is a pyramidal BLSTM encoding our input
sequence x into high level features h, the speller is an attention-based decoder generating the y characters
from h.

3

Chan et al. 2015
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Attention-based ASR

• Main differences to Machine translation:
• Encoder:

• Larger input sequences
• Reduce sequence length by Pyramidal encoder E.g.:

• Concatenation/Summing of consecutive states
• Convolution layer and stride at the bottom to downsample

• Deep encoders

• Decoder:
• Character-based models
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End-to-End SLT

• Encoder:
• Source side audio encoder

• Decoder:
• Character-based decoder with target language strings

• Results:
• Mixed

• Sometimes better/worse than cascaded
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Challenges of End-to-End SLT

• Challenges of End-to-End SLT:
• Rare direct end-to-end data available

• Idea:
• Multi-task learning

source language decoder target language decoder

attention

speech encoder text encoder
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Latency

• Real-time spoken language translation 
• The time between a word is spoken and 

when its transcript and translation are 
displayed to the user 

• Each components adds to the latency 

• Computation time à fast servers with 
multiple cores, parallelized computations, 
smaller, faster models.. 

• Communication time à fast connection, 
low overhead between components 

• Required context length? 
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Optimizing segmentation

• Baseline:
• Try to segmented into sentence

• Idea:
• Create segments that 

optimizing tradeoff between 
segment length and 
translation quality
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Figure 4: BLEU score of test set.
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Figure 5: RIBES score of test set.

segmenting every possible boundary (word-based
translation) and evaluate the results.

First, focusing on the Greedy method, we can
see that it underperforms the other methods. This
is a result of over-fitting as will be described in
detail later. In contrast, the proposed Greedy+DP
method shows high performance compared to the
other methods. Especially, the result of BLEU on
the English-German and the RIBES on both lan-
guage pairs show higher performance than RP at
all speed settings. Punct-Predict does not have
an adjustable parameter, so we can only show
one point. We can see that Greedy+DP can be-
gin translation about two to three times faster than
Punct-Predict while maintaining the same perfor-
mance.

Figure 6 shows the BLEU on the training data.
From this figure, it is clear that Greedy achieves
much higher performance than Greedy+DP. From
this result, we can see that the Greedy algorithm is
choosing a segmentation that achieves high accu-
racy on the training data but does not generalize to
the test data. In contrast, the grouping constraint in
the Greedy+DP algorithm is effectively suppress-
ing this overfitting.

The mean number of words µ can be decided
independently from other information, but a con-
figuration of µ affects tradeoff relation between
translation accuracy and simultaneity. For exam-
ple, smaller µ makes faster translation speed but
it also makes less translation accuracy. Basically,
we should choose µ by considering this tradeoff.

4 Conclusion and Future Work

We proposed new algorithms for learning a seg-
mentation strategy in simultaneous speech trans-

0 5 10 15
5

10

15

20

25

30

35

En-De

En-Ja

#words/segment
B
LE
U

�

�

Greedy
Greedy+DP
Greedy+DP(α=0.5)

Figure 6: BLEU score of training set.

lation. Our algorithms directly optimize the per-
formance of a machine translation system accord-
ing to an evaluation measure, and are calculated by
greedy search and dynamic programming. Exper-
iments show our Greedy+DP method effectively
separates the source sentence into smaller units
while maintaining translation performance.

With regards to future work, it has been
noted that translation performance can be im-
proved by considering the previously translated
segment when calculating LM probabilities (Ran-
garajan Sridhar et al., 2013). We would like to ex-
pand our method to this framework, although in-
corporation of context-sensitive translations is not
trivial. In addition, the Greedy+DP algorithm uses
only one feature per a position in this paper. Using
a variety of features is also possible, so we plan to
examine expansions of our algorithm to multiple
overlapping features in future work.
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Jointly predicting Segments and 
Translation

• Idea:
• At each time step:

• Decided to output word
• Wait for additional input

Gu et al., 2017

ous segmentation-based baselines, leaving ques-
tions of their relative merit unresolved.

In this paper, we propose a unified design for
learning to perform neural simultaneous machine
translation. The proposed framework is based on
formulating translation as an interleaved sequence
of two actions: READ and WRITE. Based on this,
we devise a model connecting the NMT system
and these READ/WRITE decisions. An example
of how translation is performed in this framework
is shown in Fig. 1, and detailed definitions of the
problem and proposed framework are described in
§2 and §3. To learn which actions to take when, we
propose a reinforcement-learning-based strategy
with a reward function that considers both qual-
ity and delay (§4). We also develop a beam-search
method that performs search within the translation
segments (§5).

We evaluate the proposed method on English-
Russian (EN-RU) and English-German (EN-DE)
translation in both directions (§6). The quantita-
tive results show strong improvements compared
to both the NMT-based algorithm and a conven-
tional segmentation methods. We also extensively
analyze the effectiveness of the learning algorithm
and the influence of the trade-off in the optimiza-
tion criterion, by varying a target delay. Finally,
qualitative visualization is utilized to discuss the
potential and limitations of the framework.

2 Problem Definition

Suppose we have a buffer of input words X =
{x1, ..., xTs} to be translated in real-time. We de-
fine the simultaneous translation task as sequen-
tially making two interleaved decisions: READ or
WRITE. More precisely, the translator READs a
source word x⌘ from the input buffer in chrono-
logical order as translation context, or WRITEs a
translated word y⌧ onto the output buffer, resulting
in output sentence Y = {y1, ..., yTt}, and action
sequence A = {a1, ..., aT } consists of Ts READs
and Tt WRITEs, so T = Ts + Tt.

Similar to standard MT, we have a measure
Q(Y ) to evaluate the translation quality, such as
BLEU score (Papineni et al., 2002). For simulta-
neous translation we are also concerned with the
fact that each action incurs a time delay D(A).
D(A) will mainly be influenced by delay caused
by READ, as this entails waiting for a human
speaker to continue speaking (about 0.3s per word
for an average speaker), while WRITE consists of
generating a few words from a machine transla-

Figure 2: Illustration of the proposed framework:
at each step, the NMT environment (left) com-
putes a candidate translation. The recurrent agent
(right) will the observation including the candi-
dates and send back decisions–READ or WRITE.

tion system, which is possible on the order of mil-
liseconds. Thus, our objective is finding an opti-
mal policy that generates decision sequences with
a good trade-off between higher quality Q(Y ) and
lower delay D(A). We elaborate on exactly how
to define this trade-off in §4.2.

In the following sections, we first describe how
to connect the READ/WRITE actions with the NMT
system (§3), and how to optimize the system to
improve simultaneous MT results (§4).

3 Simultaneous Translation

with Neural Machine Translation

The proposed framework is shown in Fig. 2, and
can be naturally decomposed into two parts: envi-
ronment (§3.1) and agent (§3.2).

3.1 Environment

Encoder: READ The first element of the NMT
system is the encoder, which converts input words
X = {x1, ..., xTs} into context vectors H =
{h1, ..., hTs}. Standard NMT uses bi-directional
RNNs as encoders (Bahdanau et al., 2014), but this
is not suitable for simultaneous processing as us-
ing a reverse-order encoder requires knowing the
final word of the sentence before beginning pro-
cessing. Thus, we utilize a simple left-to-right uni-
directional RNN as our encoder:

h⌘ = �UNI-ENC (h⌘�1, x⌘) (1)

Decoder: WRITE Similar with standard MT, we
use an attention-based decoder. In contrast, we
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Jointly predicting Segments and 
Translation

Gu et al., 2017
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Abstract

Translating in real-time, a.k.a. simultane-
ous translation, outputs translation words
before the input sentence ends, which is a
challenging problem for conventional ma-
chine translation methods. We propose a
neural machine translation (NMT) frame-
work for simultaneous translation in which
an agent learns to make decisions on when
to translate from the interaction with a
pre-trained NMT environment. To trade
off quality and delay, we extensively ex-
plore various targets for delay and design
a method for beam-search applicable in
the simultaneous MT setting. Experiments
against state-of-the-art baselines on two
language pairs demonstrate the efficacy
of the proposed framework both quantita-
tively and qualitatively.1

1 Introduction

Simultaneous translation, the task of translating
content in real-time as it is produced, is an im-
portant tool for real-time understanding of spoken
lectures or conversations (Fügen et al., 2007; Ban-
galore et al., 2012). Different from the typical
machine translation (MT) task, in which transla-
tion quality is paramount, simultaneous translation
requires balancing the trade-off between transla-
tion quality and time delay to ensure that users
receive translated content in an expeditious man-
ner (Mieno et al., 2015). A number of methods
have been proposed to solve this problem, mostly
in the context of phrase-based machine translation.
These methods are based on a segmenter, which
receives the input one word at a time, then decides
when to send it to a MT system that translates each

1Code and data can be found at https://github.
com/nyu-dl/dl4mt-simul-trans.
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Figure 1: Example output from the proposed
framework in DE ! EN simultaneous transla-
tion. The heat-map represents the soft alignment
between the incoming source sentence (left, up-
to-down) and the emitted translation (top, left-
to-right). The length of each column represents
the number of source words being waited for be-
fore emitting the translation. Best viewed when
zoomed digitally.

segment independently (Oda et al., 2014) or with a
minimal amount of language model context (Ban-
galore et al., 2012).

Independently of simultaneous translation, ac-
curacy of standard MT systems has greatly im-
proved with the introduction of neural-network-
based MT systems (NMT) (Sutskever et al., 2014;
Bahdanau et al., 2014). Very recently, there have
been a few efforts to apply NMT to simultane-
ous translation either through heuristic modifica-
tions to the decoding process (Cho and Esipova,
2016), or through the training of an independent
segmentation network that chooses when to per-
form output using a standard NMT model (Satija
and Pineau, 2016). However, the former model
lacks a capability to learn the appropriate timing
with which to perform translation, and the latter
model uses a standard NMT model as-is, lack-
ing a holistic design of the modeling and learning
within the simultaneous MT context. In addition,
neither model has demonstrated gains over previ-
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Updates of Hypothesis 

• Directly output first hypothesis

• If more context is available:

• Update with better hypothesis

• Example:

• Ich melde mich

• I register

• Ich melde mich von der Klausur ab

• I withdraw form the exam

• Not only for MT, but for all components
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Updates of ASR 

• Reduce the apparent latency 

• ASR continually outputs its current best hypothesis e.g., once a 
second 

• Updated by newer, possibly better, hypothesis 

• Higher user acceptance than waiting for a complete, stable hypothesis
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Example: Updates of ASR 

… In this planet you would have to prove ... 
... In this planet you would have to provide 36 million translation ... 

... Many dialects it is of course a dog ... 

... Many dialects it is of course a daunting challenge ... 



Institute for Anthropomatics47 16.08.18

Update Protocol 

Difficulty:
Also input gets updated

Message goes through the 3 
components 

Hypothesis constantly getting updated 



Institute for Anthropomatics48 16.08.18

Results 

• EnàFr
• 7.5 average seconds à 1.8 seconds for initial output, 3.3 seconds for the 

final output 
• DeàEn

• 8.6 average seconds à 2 seconds for initial output, 5.3 seconds for the 
final output 

• Reordering 
• Analysis 

• Partial sentences (n words) 
• Same latency as n=5 system
• Outperforms the same latency system by 1.2 BLEU 

n 1 2 5 10 Full sentence Update

Latency(s) 5.3 5.4 6.0 7.3 7.9 6.0

BLEU 8.5 9.3 10.2 11.2 11.4 11.4
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Challenges for NMT

• NMT will always generate full sentences

Jan Niehues - S2T Translation

Input Output

now, ahora ,

now, I should ahora debería , debería , debería .

now, I should men ahora debería hombres hombres .

now, I should mention that this ahora debería mencionar esto .
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Challenges for NMT

• NMT will always generate full sentences
• Train also on partial sentences

Jan Niehues - S2T Translation

Input Output

now, ahora ,

now, I should ahora debería

now, I should men ahora debería.

now, I should mention that this ahora , debo mencionarlo .
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Disfluency

• Why is it so difficult?
• Rough copies

• The communication between man and machine, which we customarily
traditionally always see, is the...

• Some filler words, which can be filler, but sometimes not
• “ja” in German
• “well” in English 

• “we can’t even well we’re not even…” 
• “You did it very well” 

• Nearly no training data
• ASR output may contain errors
• Dangerous to remove to much

Jan Niehues - S2T Translation
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Approaches

• Sequence labeling
• Input: words
• Output: Labels

• Difficulties:
• No word changes possible

Jan Niehues - S2T Translation

even

Word

oh

Disfluency

we

Word

we

Disfluency
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Human vs. Machine Performance

Understanding Fluent 
Speech Effort Overall 
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Summary

• Speech translation adds additional difficulties
• Segmentation
• Disfluencies
• Latency

• Cascade models often still state of the art

• First successful applications

• Several scenarios still need research
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