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However , the sky remained clear under the strong north wind .
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- arg max log (C’ : Hp(fe)E[CO“”t(<f’e>)])
0

e

Not constant! Depends on parameters,
no analytic solution.

But it does strongly imply an iterative solution.
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[f we knew the alignments, we could [i

calculate the values of the parameters. &%
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T " If we knew the parameters, we could calculate
" the likelihood of the data.
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The Plan: Bootstrapping

® Arbitrarily select a set of parameters (say, uniform).
® Calculate of the unseen events.

® Choose new parameters to maximize likelihood,
using expected counts as proxy for observed counts.

® [terate.

® Guarantee: likelihood will be monotonically
nondecreasing.
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Although north wind howls , but sky still very clear .
2R O R PR, 42 REORK T4 FiEk L e

if we had observed the
alignment, this line would

either be here (count 1) or it
wouldn’t (count 0).
since we didn’t observe the
alignment, we calculate the
probability that it’s there.

However , the sky remained clear under the strong north wind .



Marginalize: sum all alignments containing the link
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[s this hard? How many alignments are there?
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Expectation Maximization

probability of an alignment.

factors across words.

p(F,AlE) =p(I|J) Hp ]b filei)
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observed uniform
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Expectation Maximization

marginal probability of
alignments containing link

p(north|dt ) Z p(rest of a)

acA:Jb<north
Z p(north|c) Z p(rest of a) \

ceChinese words acA: ¢ —north \
identical!

marginal probability of all
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marginal probability (expected count) of an
alignment containing the link

p(north| Jt)

ZcEChinese words p(n0rth|c)

For each sentence, use this
quantity instead of 0 or 1



Translation Models
Although north wind howls , but sky still very clear .
BRI R PR, 2 RE KRR T R

@/ ‘

|

However, the sky remained clear under the strong north wind .

# of times & X aligns to However

p(however| & &) =
# of times & X occurs



Translation Models
Although north wind howls , but sky still very clear .
BRI R PR, 2 RE KRR T R

However, the sky remained clear under the strong north wind .

# of times & &
aligns to However

p(however| & &) =
# of times & X occurs



Expectation Maximization

Why does this even work?

p(north| Jt)

ZcEChinese words p(nOTth|C)




Expectation Maximization

Observation 1: We are still solving a
maximum likelihood estimation problem.



Expectation Maximization

Observation 1: We are still solving a
maximum likelihood estimation problem.

p(Chinese|English) = Z p(Chinese, alignment|English)

alignments



Expectation Maximization

Observation 1: We are still solving a
maximum likelihood estimation problem.

p(Chinese|English) = Z p(Chinese, alignment|English)

alignments

MLE: choose parameters that maximize this
expression.



Expectation Maximization

Observation 1: We are still solving a
maximum likelihood estimation problem.

p(Chinese|English) = Z p(Chinese, alignment|English)

alignments

MLE: choose parameters that maximize this
expression.

Minor problem: there is no analytic solution.
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Lower bound Linear
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(from Minka "98)




... and, likelihood is convex for this model:




summary

® Many possible models.
® Many possible objective functions.

® [ecarning is optimization: choose parameters that
optimize some function, such as likelihood.

® Try some out this afternoon in the lab!



