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Abstract

Quality Assessment currently plays a key
role in the field of Machine Translation
(MT) and in the organization of the trans-
lation market. Besides allowing to rank
the players providing MT services, accu-
rately assessing the quality of translation
results is also a valuable step to improve
the performance of automatic systems. In
this study, we present the results of a study
involving an error annotation task of a ma-
chine translated corpus from English into
Italian. The data obtained allowed us to
identify frequent and critical errors, and to
observe their prevalence at different stages
of the translation process, a most valuable
analysis to outline strategies to automati-
cally detect and correct the most relevant
and prevalent errors in MT results. Ac-
complishing this is a crucial future step to-
wards being able to guarantee the quality
of results and a cost-effective workflow to
obtain them.

1 Introduction

Research in machine translation (henceforth MT)
has increased in the last decades, and MT sys-
tems have been increasingly integrated as part of
the workflow adopted by translation providers in
the market. Despite the development and improve-
ments in MT systems and the continuous research
done in the field, the quality of the results is still
variable and dependent on many aspects such as
the MT system used and the type of texts trans-
lated. This makes post-editing a necessary step
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when MT is part of the translation process adopted
by a company. At the same time, the variability
of results highlights the importance of evaluating
the performance of MT systems. Error annotation,
i.e. the identification and categorization of errors
present in a text, is used to assess the results of a
MT system in terms of quality. Assessing qual-
ity of machine translated texts through error an-
notation is useful not only to evaluate the quality
of the results produced by a MT system, but also
to outline strategies to improve them and reduce
the number of errors in the output produced. Such
strategies can lead to the definition of specifica-
tions to implement in the system, or rules to au-
tomatically correct errors in the post-editing stage.
In the work presented in this paper, we per-
formed error annotation of machine translated
texts in order to provide data for improving transla-
tion results. The study was carried out within Un-
babel, a startup company that offers almost real-
time translation services by combining MT and
human post-editing. Taking into account that Un-
babel’s translation workflow involves human post-
edition, being able to identify and characterize the
errors human editors are confronted with, and to
which extent they persist after a first edition is
crucial to outline strategies that aim at improving
translation results in a cost-effective way.

2 Related Work

Due to the increasing adoption of MT systems in
the translation process and to the development of
different MT systems, quality assessment and the
evaluation of MT systems have become an impor-
tant field of research.

Quality assessment can be either performed by
humans or automatic systems. Typically, in the
former case, a human annotator identifies errors in



translation results, categorizes them and provides
an analysis for them as described in Daems et al.
(2014) and Stymne and Ahrenberg (2012). The lat-
ter, on the contrary, are based on the comparison
of MT results with a human translation that is con-
sidered a high-quality reference. The most widely
used systems are BLEU (Papineni et al., 2002) and
METEOR (Lavie and Denkowski, 2009).

Research done in the analysis and description of
MT errors is extensive and mostly related to the an-
notation and analysis of all errors present in texts
that were translated using a particular MT system,
in order to improve its performance (e.g. Kirch-
hoff and Yang (2007) and Vilar et al. (2006)). The
classification of errors is usually based on error
taxonomies such as those presented in Vilar et al.
(2006), and Popovic and Burchardt (2011). As an-
notation can be used to assess the quality of a trans-
lation for different purposes and in different con-
texts, error taxonomies are adapted to the purpose
of the research. When they are used to assess the
service provided by a company, they can be cus-
tomized as described in the framework presented
by Lommel (2015) under the scope of the Qual-
ity Translation 21 project. In Costa et al. (2015)
an error taxonomy is presented to classify transla-
tion errors from English into European Portuguese,
and a linguistic motivation for the selection of cat-
egories is provided. While these studies contem-
plate the description and categorization of errors,
Hermjakob et al. (2008) concentrated on error de-
tection, studying named entity translation errors,
and improving an on-the-fly NE transliterator that
is integrated into a statistical machine translation
system.

3 Methodology

In the study presented here, we considered the
language pair English-Italian and performed hu-
man annotation of a corpus. The corpus consisted
of text provided by Unbabel clients and included
web content such as travel descriptions and Cus-
tomer Service emails, which were translated from
English into Italian using the Google Translator
APL In the translation process adopted by Unba-
bel, texts are firstly translated by the MT system,
and then edited online by a community of human
translators. Depending on the content of the text
and on its length, one or more post-editions of the
same text is performed. The corpus considered in
this work included texts of 100 to 700 words. The

motivation for using texts with this length lies on
the fact that, in order for the annotation to be accu-
rate, texts have to be long enough for the annotator
to understand the content, but short enough so that
the task is not too time-consuming and demanding.

In this work, we annotated the texts of the cor-
pus both immediately after MT and after the first
human post-edition. This allows us to calculate the
amount of errors that are corrected in post-editing
and to figure out which errors generated by MT
systems go on unnoticed at the following stage.
The information resulting from the type of work
described in this paper can therefore be used to
outline strategies to improve post-editing and guar-
antee high-quality translations (Comparin, 2016;
Comparin and Mendes, 2017).

In order to perform the annotation of the corpus,
we considered the error taxonomy used at Unba-
bel. Work already done in the area and the anal-
ysis of each category were the starting point to
better define the task perfomed in this study and
its specifications. Data collected in the annotation
of machine translated texts and in that of edited
texts were then compared and analyzed, setting
the grounds for the design of strategies to address
the issues in the post-editing stage, as proposed in
Comparin and Mendes (2017).

4 Error Annotation

The documents and guidelines used as a basis in
order to define the typology used in the annota-
tion were the MQM framework (Lommel, 2015)
and TAUS documents (www.taus.net). The former
is a model developed in the Quality Translation
21 project, funded by the European Union Hori-
zon 2020 research and innovation program, whose
goal is to overcome language barriers to encour-
age flow of ideas, commerce and people within the
EU. TAUS is a resource center offering support
to translation service providers by making avail-
able different tools, such as software, metrics, and
knowledge. A framework was developed in the
scope of the QT21 project in order to define task-
specific translation metrics, that help assessing the
translation performed by a MT system or by a
company.

The tool used in this study was created by Un-
babel and used to assess the quality of the texts
delivered to clients in different language pairs on a
weekly basis. The tool shows the source text, the
target text, the annotations, and the glossary terms.



When the annotator selects a word or a sequence of
words in the target text, possible error types appear
in a box and the relevant one can be selected. Ad-
ditionally, the annotator can also assess the fluency
of the entire text, using a scale of O to 5.

In order to design an error taxonomy suitable to
an annotation task with the goals of the one dis-
cussed in this work, some prerequisites have to
be considered. Taking into account the standards
and the work already done in the annotation field
not only to define the set of useful error types,
but also to guarantee that annotation is accurate,
first, all errors that can be generated in MT should
be covered, but the number of error types should
be limited, to avoid noise in data annotation and
to make the annotation process affordable both in
terms of time dedicated to the task and in terms
of its cost. Secondly, error types should be clearly
distinguished from one another.

4.1 Error Types and Penalty system

The 41 error types included in the taxonomy used
at Unbabel and considered in this study are di-
vided into 7 major categories: accuracy, fluency,
style, terminology, wrong language variety, named
entities, and formatting and encoding. Below we
briefly define the aforementioned error categories
considered in the typology.

ACCURACY: errors in this category concern
the relationship between the source text and the
target text and the extent to which the latter main-
tains the meaning and the information of the for-
mer

FLUENCY: errors in this category regard the
quality of a text, assessing whether it is well-
written and easy to read, and if it accomplishes its
communication purpose in the target language

STYLE: issues concerning register and fluency

TERMINOLOGY: mistranslation of terminol-
ogy

WRONG LANGUAGE VARIETY: use of a
word or expression from a different language va-
riety.

NAMED ENTITIES: wrong translation of
proper nouns

FORMATTING AND ENCODING: issues
concerning the segmentation of sentences and
paragraphs

In addition to the categorization of errors, a
penalty is also available to be associated to each

error annotated. By doing this, a numerical quality
score can be calculated by the tool for each transla-
tion, and can be used as an indicator of its quality
and of the improvements still to be made. Addi-
tionally, such a score is used in the industry to po-
sition a company in the market. The penalty sys-
tem was set up based on the system used at Google
LQE (Localization Quality Evaluation) and in the
MQM. The errors annotated were divided accord-
ing to their severity into minor, major and critical
errors, following the definitions below.

Minor: Errors that do not change nor compro-
mise the information provided in the source text.
They do not prevent the reader of the target text to
understand it in a clear way and they do not gen-
erate confusion or doubts. They can nonetheless
affect fluency. The penalty associated to minor er-
rors is 0.5 points.

Major: Errors that make the target text either
confusing or ambiguous. They make it more dif-
ficult for the reader to clearly understand the text,
although the target text conveys the message. In
some cases, the meaning of the target text can
slightly change, however general comprehension
is guaranteed. The penalty associated to this type
of error is 1 point.

Critical: Critical errors change the meaning of
the source text. Not only they prevent the reader
from understanding the information provided in
the text, but also they can cause damage to the rep-
utation of a company and carry health, safety or
legal implications. The penalty associated to this
type of error is 3 points.

4.2 Some remarks on the annotation
performed in this study

Before discussing the data obtained in the annota-
tion task, we would like to discuss a few aspects
related to annotation and make a few notes regard-
ing the task in this particular case. Human annota-
tion can be a challenging task, as it is related to the
annotators understanding and categorization of an
error. In this study each annotation was performed
by a single annotator, which made the definition
of clear guidelines to help in the task a necessary
step. In those cases in which a single error simulta-
neously involved different error types, the type that
provided more information about the phenomenon
at stake was preferred. For instance, when a con-
junction was omitted, the error category conjunc-
tions was selected instead of omission.



Additionally, due to technical constraints re-
garding the platform used at Unbabel - the anno-
tation tool used does not allow the association of
more than one error type to the same expression -
, when one word or sequence of words contained
more than one error, only the most relevant one
was marked. Since data collected from annotation,
in this specific case, were used to improve transla-
tion results through the definition of a set of rules
for automatic post-edition and/or automatic check-
ing of machine translated results, errors types in-
volving grammar phenomena were preferred, such
as agreement, tense/mood/aspect, word order, sen-
tence structure, prepositions, conjunctions, or de-
terminers. If the purpose of the annotation were to
study spelling mistakes in MT, then orthography
errors would be selected as more relevant.

Since in this work we concentrated on errors af-
ter MT and after the first post-edition, a high num-
ber of errors, and particularly of critical errors, was
observed in the target text. Given this, and even if a
penalty was assigned to each error during annota-
tion, we do not discuss this aspect here as the high
number of errors and the great impact they have on
translation quality does not allow for clear and in-
sightful distinctions in terms of severity for a great
part of the annotated errors.

The guidelines defined in the MQM framework
(Burchardt and Lommel, 2014), which highlight
the fact that the annotator should be as precise as
possible both in the selection of the text contain-
ing the error, and in the selection of the error type,
were taken into account in this study, as long as the
specifications of the annotation tool used at Unba-
bel allowed the annotator to do so, which was not
always the case, as mentioned above.

5 Annotation Data

The errors annotated both after MT and after the
first post-edition are presented in the tables below.
In Table 1, absolute and relative frequency of an-
notated errors per error category in the typology is
presented.

The data in Table 1 show that the number of
errors in machine translated texts is high and not
evenly distributed among the different error cate-
gories. This is certainly related to the fact that it
was not possible to mark two errors in the same
word or sequence of words, and, in such cases,
the error with the greatest impact on the quality of
the translation and particularly on the access to the

content of the text was marked, and thus the cate-
gories mentioned in section 4.2 were preferred.

With regard to the number of errors in the two
stages considered in our study, MT and the first
post-edition, there is an 85% error reduction be-
tween the two stages. However, the impact of
human post-edition on error reduction is variable
between different error categories: e.g while flu-
ency errors lower their relative frequency from
77% to 49%, accuracy errors actually increase
their relative frequency (the absolute number of
errors decreases significantly in both cases, nat-
urally: 90.2% for fluency and 76.7% for accu-
racy). The significant increase of the relative fre-
quency of errors in error types more related to style
and client specifications (e.g. inconsistent regis-
ter, repetitive style, or noncompliance with client’s
glossary and vocabulary) is due to the fact that, in
many cases in which an error belonging to these
types occurred after MT, more severe errors were
present in the translated texts, and were thus the
ones marked. As the first post-edition tends to
correct the most severe errors, those related to the
creative use of language and style become in turn
visible. Let us now consider the most frequently
marked error categories in more detail, i.e. accu-
racy errors and fluency errors.

The error type with the highest number of er-
rors annotated in machine translated texts is deter-
miners, followed by lexical selection, agreement,
tense/mood/aspect, and word order. Errors be-
longing to these error types, in the majority of the
cases, do not allow the reader to understand the
text clearly, and therefore have a major or critical
impact on the quality of the translation. Two er-
ror types that have a lower number of errors but
are still crucial for the quality of translation re-
sults are sentence structure and prepositions. Er-
rors in sentence structure, in particular, have a
great impact on translation, because they often re-
sult in a sentence that cannot be understood with-
out knowledge of the source language and the sen-
tence structures commonly used in it. Addition-
ally, such errors require a major intervention of
the editor, since the text has to be rewritten in
the majority of the cases, which takes significantly
more time than just changing a morpheme or a
word. The time spent in the correction of errors in-
volving prepositions is also considerable, because,
when the wrong preposition is selected, the mean-
ing of the text often cannot be fully and accurately



MT FIRST EDITION
Main error types abs. freq. | rel. freq. | abs. freq. | rel. freq.

Accuracy errors 236 0.21 55 0.32

Fluency errors 848 0.77 83 0.49

Style errors 1 0 3 0.02

Terminology errors 0 0 14 0.08
Wrong language variety errors 0 0 0 0

Named entities errors 19 0.02 15 0.09
Formatting and encoding errors 0 0 0 0
Total 1104 1 170 1

Table 1: Absolute and relative frequency of annotated errors per error category after MT and first human

edition
MT FIRST EDITION
Accuracy errors abs. freq. | rel. freq. | abs. freq. | rel. freq.
Mistranslation
Overly literal 9 0.01 4 0.02
False friend 0 0 0 0
Should not have been translated 18 0.02 3 0.02
Lexical selection 165 0.15 37 0.22
Omission 6 0.01 0 0
Untranslated 27 0.02 9 0.05
Addition 11 0.01 2 0.01
Total 236 0.21 55 0.32

Table 2: Absolute and relative frequency of accuracy errors after MT and first human edition

MT FIRST EDITION
Fluency errors abs. freq. | rel. freq. | abs. freq. | rel. freq.
Inconsistency
Word selection 1 0 1 0.01
Tense selection 0 0 0 0
Coherence 2 0 1 0.01
Duplication 0 0 0 0
Spelling
Orthography 1 0 1 0.01
Capitalization 52 0.05 19 0.11
Diacritics 0 0 0 0
Typography
Punctuation 9 0.01 4 0.02
Unpaired quote marks and brackets 1 0 0 0
Whitespace 17 0.02 5 0.03
Inconsistency in character use 0 0 0 0
Grammar
Function words
Prepositions 70 0.06 10 0.06
Conjunctions 12 0.01 1 0.01
Determiners 237 0.21 19 0.11
Word form
Part-of-speech 30 0.03 1 0.01
Agreement 159 0.14 13 0.08
Tense/mood/aspect 101 0.09 3 0.02
Word order 106 0.10 4 0.02
Sentence structure 50 0.05 1 0.01
Total 848 0.77 83 0.49

Table 3: Absolute and relative frequency of fluency errors after MT and first human edition

understood just by considering the text produced
by the MT system. Comparing these more fre-
quent types of errors in the two stages of the trans-
lation process, we can identify two types of be-
havior: some of the most critical errors, such as
tense/mood/aspect, word order and sentence struc-

ture are almost non-existent after the first human
post-edition; on the other hand, errors that are in
principle more straightforward to correct, such as
determiners or agreement are visibly reduced, but
their relative weight considering all the errors an-
notated after the first human post-edition is still



considerable. This observation is probably not in-
dependent from the fact that these are errors which
are easier to be overseen by a human editor, as they
often amount to a small variation in the form of the
lexical items involved. Finally, some brief remarks
regarding errors involving prepositions and lexical
selection, which, respectively, show no reduction
and an increase in their relative weight after the
post-edition stage, when compared with what was
the case after MT. These data make apparent that
this type of error persists even after human edition,
its weight in the overall amount of errors anno-
tated remaining important by the crucial reduction
of other types of error.

6 Results and final remarks

The error annotation presented in this work al-
lowed us to analyze the most significant types of
error occuring in machine translated texts from En-
glish into Italian using Google Translator API, and
their prevalence after the first human post-edition.
As expected, the comparison between the errors
annotated at these two stages of the translation pro-
cess is marked by a significant reduction in the
absolute number of errors. This comparison also
made apparent that there are certain types of er-
ror that continue to be present even after human
edition. The amount of errors after MT and the
prevalence of certain types of error make apparent
the need for using the results and analysis of this
annotation task to outline strategies to automati-
cally tackle the shortcomings of MT systems and
aid human post-edition, as we have proposed and
evaluated in Comparin (2016) and Comparin and
Mendes (2017).
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