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Introduction

- Neural Machin Translation (NMT) trains a single, large neural network reading a sentence and generates a variable-length target sequence.
- Training an NMT system involves the estimation of a huge number of parameters in a non-convex scenario.
- Global optimality is given up and local minima in the parameter space are considered sufficient.
- Choosing an appropriate optimization strategy can not only obtain better performance, but also accelerate the training phase of neural networks and brings higher training stability.
Related work

- [Im & Tao\textsuperscript{+ 16}] try to show the performance of optimizers in the investigation of loss surface for image classification task
- [Zeyer & Doetsch\textsuperscript{+ 17}] investigate various optimization methods for acoustic modeling empirically
- [Dozat 15] compares different optimizers in language modeling
- [Britz & Goldie\textsuperscript{+ 17}] study a massive analysis of NMT hyperparameters aiming for better optimization being robust to the hyperparameter variations
- [Wu & Schuster\textsuperscript{+ 16}] utilize the combination of Adam and a simple Stochastic Gradient Descend (SGD) learning algorithm
This Work - Motivation

▶ A study of the most popular optimization techniques used in NMT
▶ Averaging the parameters of a few best snapshots from a single training run leads to improvement [Junczys-Dowmunt & Dwojak+ 16]
▶ An open question concerning training problem
▶ Either the model or the estimation of its parameters is weak
This work

- Empirically investigate the behavior of the most prominent optimization methods to train an NMT
- Investigate the combinations that seek to improve optimization
- Addressing three main concerns:
  - translation performance
  - convergence speed
  - training stability
- First, how well, fast and stable different optimization algorithms work
- Second, how a combination of them can improve these aspects of training
Given a source \( f = f_1^J \) and a target \( e = e_1^I \) sequence, NMT [Sutskever & Vinyals\textsuperscript{+} 14, Bahdanau & Cho\textsuperscript{+} 15] models the conditional probability of target words given the source sequence.

The NMT training objective function is to minimize the cross-entropy over the \( S \) training samples \( \{ \langle f^{(s)}, e^{(s)} \rangle \}_{s=1}^S \)

\[
J(\theta) = \sum_{s=1}^{S} \sum_{i=1}^{I^{(s)}} \log p(e_i^{(s)} | e_{<i}^{(s)}, f^{(s)}; \theta)
\]
Stochastic Gradient Descent (SGD)  
[Robbins & Monro 51]

- SGD updates a set of parameters, $\theta$
- $g_t$ represents the gradient of the cost function $J$
- $\eta$ is called the learning rate, determining how large the update is
- Tunning of the learning carefully

Algorithm 1 : Stochastic Gradient Descent (SGD)

1: $g_t \leftarrow \nabla_{\theta_t} J(\theta_t)$
2: $\theta_{t+1} \leftarrow \theta_t - \eta g_t$
Adagrad
[Duchi & Hazan+ 11]

- The shared global learning rate $\eta$ is divided by the $l_2$-norm of all previous gradients, $n_t$
- Different learning rates for every parameter
- Larger updates for the dimensions with infrequent changes and smaller updates for those that have already large changes
- $n_t$ in the denominator is a positive growing value which might aggressively shrink the learning rate

Algorithm 2: Adagrad

1: $g_t \leftarrow \nabla_{\theta_t} J(\theta_t)$
2: $n_t \leftarrow n_{t-1} + g_t^2$
3: $\theta_{t+1} \leftarrow \theta_t - \frac{\eta}{\sqrt{n_t} + \epsilon} g_t$
RmsProp
[Hinton & Srivastava+ 12]

▶ Instead of storing all the past squared gradients from the beginning of the training, a decaying weight of squared gradients is applied

Algorithm 3 : RmsProp

1: $g_t \leftarrow \nabla_{\theta_t} J(\theta_t)$
2: $n_t \leftarrow \nu n_{t-1} + (1 - \nu) g_t^2$
3: $\theta_{t+1} \leftarrow \theta_t - \frac{\eta}{\sqrt{n_t + \epsilon}} g_t$
Adadelta
[Zeiler 12]

- Takes the decaying mean of the past squared gradients
- The squared parameter updates, $s_t$, is accumulated in a decaying manner to compute the final update
- Since $\Delta \theta_t$ is unknown for the current time step, its value is estimated by the $r_t$ of parameter updates up to the last time step

Algorithm 4: Adadelta

1: $g_t \leftarrow \nabla_{\theta_t} J (\theta_t)$
2: $n_t \leftarrow \nu n_{t-1} + (1 - \nu) g_t^2$
3: $r(n_t) \leftarrow \sqrt{n_t + \epsilon}$
4: $\Delta \theta_t \leftarrow \frac{-\eta}{r(n_t)} g_t$
5: $s_t \leftarrow \nu s_{t-1} + (1 - \nu) \Delta \theta_t^2$
6: $r(s_{t-1}) \leftarrow \sqrt{s_{t-1} + \epsilon}$
7: $\theta_{t+1} \leftarrow \theta_t - \frac{r(s_{t-1})}{r(n_t)} g_t$
Adam
[Kingma & Ba 15]

- The decaying average of the past squared gradients $n_t$
- Stores a decaying mean of past gradients $m_t$
- First and second moments

Algorithm 5 : Adam

1: $g_t \leftarrow \nabla_{\theta_t} J (\theta_t)$
2: $n_t \leftarrow \nu n_{t-1} + (1 - \nu) g_t^2$
3: $\hat{n}_t \leftarrow \frac{n_t}{1 - \nu^t}$
4: $m_t \leftarrow \mu m_{t-1} + (1 - \mu) g_t$
5: $\hat{m}_t \leftarrow \frac{m_t}{1 - \mu^t}$
6: $\theta_{t+1} \leftarrow \theta_t - \frac{\eta}{\sqrt{\hat{n}_t + \epsilon}} \hat{m}_t$
Experiments

- Two translation tasks, the WMT 2016 En→Ro and WMT 2015 De→En
- NMT model follows the architecture by [Bahdanau & Cho 2015]
- joint-BPE approach [Sennrich & Haddow 2016]
- Evaluate and save the models on validation sets every 5k iterations for En→Ro and every 10K iterations for De→En
- The models are trained with different optimization methods
  - the same architecture
  - the same number of parameters
  - identically initialized by the same random seed
Figure: log PPL and BLEU score of all optimizers on the val. sets.
Combination of Optimizers

- A fast convergence at the beginning, then reducing the learning rate.
- Take advantage of methods which accelerate the training and afterwards switch to the techniques with more control on the learning rate.
- Starting the training with any of the five considered optimizers, pick the best model, then continue training the network.

1. Fixed-SGD: simple SGD algorithm with a constant learning rate. Here, we use a learning rate of 0.01.
2. Annealing: annealing schedule in that the learning rate of optimizer is halved after every sub-epoch.

- Reaching an appropriate region in the parameter space and it is a good time to slow down the training. By means of finer search, the optimizer has better chance not to skip good local minima.
## Results

<table>
<thead>
<tr>
<th></th>
<th>Optimizer</th>
<th>En→Ro</th>
<th>De→En</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>newsdev16 BLEU</td>
<td>newsdev11+12 BLEU</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>SGD</td>
<td>23.3</td>
<td>22.8</td>
</tr>
<tr>
<td>2</td>
<td>+ Fixed-SGD</td>
<td>24.7 (+1.4)</td>
<td>23.8 (+1.0)</td>
</tr>
<tr>
<td>3</td>
<td>+ Annealing-SGD</td>
<td>24.8 (+1.5)</td>
<td>24.1 (+1.3)</td>
</tr>
<tr>
<td>4</td>
<td>Adagrad</td>
<td>23.9</td>
<td>22.6</td>
</tr>
<tr>
<td>5</td>
<td>+ Fixed-SGD</td>
<td>24.2 (+0.3)</td>
<td>22.4 (-0.2)</td>
</tr>
<tr>
<td>6</td>
<td>+ Annealing-SGD</td>
<td>24.3 (+0.4)</td>
<td>22.9 (+0.3)</td>
</tr>
<tr>
<td>7</td>
<td>+ Annealing-Adagrad</td>
<td>24.6 (+0.7)</td>
<td>22.6 (0.0)</td>
</tr>
<tr>
<td>8</td>
<td>Adadelta</td>
<td>23.2</td>
<td>22.9</td>
</tr>
<tr>
<td>9</td>
<td>+ Fixed-SGD</td>
<td>24.5 (+1.3)</td>
<td>23.8 (+0.9)</td>
</tr>
<tr>
<td>10</td>
<td>+ Annealing-SGD</td>
<td>24.6 (+1.4)</td>
<td>24.0 (+1.1)</td>
</tr>
<tr>
<td>11</td>
<td>+ Annealing-Adadelta</td>
<td>24.6 (+1.4)</td>
<td>24.0 (+1.1)</td>
</tr>
<tr>
<td>12</td>
<td>Adam</td>
<td>23.9</td>
<td>23.0</td>
</tr>
<tr>
<td>13</td>
<td>+ Fixed-SGD</td>
<td><strong>26.2 (+2.3)</strong></td>
<td>24.5 (+1.5)</td>
</tr>
<tr>
<td>14</td>
<td>+ Annealing-SGD</td>
<td><strong>26.3 (+2.4)</strong></td>
<td>24.9 (+1.9)</td>
</tr>
<tr>
<td>15</td>
<td>+ Annealing-Adam</td>
<td><strong>26.2 (+2.3)</strong></td>
<td><strong>25.4 (+2.4)</strong></td>
</tr>
</tbody>
</table>

**Table: Results in BLEU[%] on val. sets.**
# Results - Performance

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>En→Ro</th>
<th>De→En</th>
</tr>
</thead>
<tbody>
<tr>
<td>newstest16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGD</td>
<td>20.3</td>
<td>26.1</td>
</tr>
<tr>
<td>+ Annealing-SGD</td>
<td>22.1</td>
<td>27.4</td>
</tr>
<tr>
<td>Adagrad</td>
<td>21.6</td>
<td>26.2</td>
</tr>
<tr>
<td>+ Annealing-Adagrad</td>
<td>21.9</td>
<td>25.5</td>
</tr>
<tr>
<td>Adadelta</td>
<td>20.5</td>
<td>25.6</td>
</tr>
<tr>
<td>+ Annealing-Adadelta</td>
<td>22.0</td>
<td>27.6</td>
</tr>
<tr>
<td>Adam</td>
<td>21.4</td>
<td>25.7</td>
</tr>
<tr>
<td>+ Annealing-Adam</td>
<td>23.0</td>
<td>29.0</td>
</tr>
</tbody>
</table>

Table: Results measured in BLEU[%] on the test sets.

- Shrinking the learning steps might lead to a finer search and prevent stumbling over a local minimum
- Adam followed by Annealing-Adam gains the best performance
Results - Convergence Speed

Figure: BLEU score of the best combination on the val. sets.

▶ Faster convergence in the training by Adam followed Annealing-Adam

(a) En→Ro  (b) De→En
## Results - Training Stability

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Best Model</th>
<th>Averaged-best</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>26.1</td>
<td>27.4</td>
</tr>
<tr>
<td>+ Annealing-SGD</td>
<td>27.4</td>
<td>27.2</td>
</tr>
<tr>
<td>Adagrad</td>
<td>26.2</td>
<td>26.0</td>
</tr>
<tr>
<td>+ Annealing-Adagrad</td>
<td>25.5</td>
<td>25.5</td>
</tr>
<tr>
<td>Adadelta</td>
<td>25.6</td>
<td>27.4</td>
</tr>
<tr>
<td>+ Annealing-Adadelta</td>
<td>27.6</td>
<td>27.4</td>
</tr>
<tr>
<td>Adam</td>
<td>25.7</td>
<td>28.9</td>
</tr>
<tr>
<td>+ Annealing-Adam</td>
<td>29.0</td>
<td>29.0</td>
</tr>
</tbody>
</table>

**Table**: Results measured in BLEU[%] for best and averaged-best models on the test sets.

- Pure Adam training is less regularized and stumbles on good cases
- Adam+Annealing-Adam is more regularized, leading to less varieties
Practically analyzed the performance of common gradient-based optimization methods in NMT
Ran alone or followed by the variations differing in the handling of the learning rate
The quality of the models in terms of BLEU scores as well as the convergence speed and robustness against stochasticity have been investigated on two WMT translation tasks
Apply Adam followed by Annealing-Adam
Experiments done on WMT 2016 En→Ro and WMT 2015 De→En show that the mentioned technique leads to 1.6% BLEU improvements on newstest16 for En→Ro, and 3.3% BLEU on newstest15 for De→En
It results to faster convergence as well as the training stability
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Figure: BLEU of optimizers followed by the combinations on the val. set for En→Ro.
Analysis - Combination

Figure: BLEU of optimizers followed by the combinations on the val. set for De→En.
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