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morphological network – definition

 one relatively novel type of morphological data 

resources are word-formation networks

 represents information about derivational/inflectional 

morphology

 in the shape of a rooted tree

 the derivational/inflectional relations are represented as 

directed edges between lexemes
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morphological network (example)
root دان [daan]: knowing
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morphological network (example)
root دان [daan]: knowing – cont.
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selected language – Persian

 powerful and versatile in word formation

 having many affixes to form new words (a few hundred)

 an agglutinative language since it also frequently uses 

derivational agglutination to form new words from 

nouns, adjectives, and verb stems

 Hesabi (1990) claimed that Persian can derive more than 

226 million word forms
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selected language – Persian – cont.

 research on Persian morphology is very limited

 Rasooli (2013) claimed that performing morphological 

segmentation in the pre-processing phase of statistical 

machine translation could improve the quality of SMT.

 Arabsorkhi (2006) proposed an algorithm based on 

Minimum Description Length with certain improvements for 

discovering the morphemes of the Persian language 

through automatic analysis of corpora
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selected language – Persian – cont.

since no Persian segmentation lexicon was made publicly 

available, we decided to create a manually segmented 

lexicon for Persian that contains 45K words
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automatic segmentation tools

MORFESSOR

 software for automatic morphological segmentation

 two versions:

 unsupervised and semi-supervised versions

 more recent research on morphological segmentation 

has been usually focused on unsupervised learning

 an alternative: LINGUISTICA
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data preparation

 primary sources

 sentences extracted from the Persian Wikipedia

 BijanKhan monolingual corpus

 big Persian Named Entity corpus

 all data is pre-processed and tokenized

 using HAZM tokenization toolset

 lemmatization of the data

 tool presented by Taghizadeh et al (2013)

 rule-based toolset proposed for this work
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data preparation

semi-space in Persian

 a feature of the Persian and Arabic languages

 all semi-spaces are tagged by our software

word کتابها is the combination of کتاب and ها and could be 

written in two forms: کتابها and کتابها
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data preparation

manual annotation

 words with more than 10 occurrences (97K words)

 distributed among 16 annotators (2 annotators per word)

 annotators made decision for:

 segmentation (was accelerated by predicting morpheme 

boundaries by our automatic segmenting tool)

 lemma

 plurality

 ambiguity (whether a word had more than one meaning)

 removing if the word is not a proper Persian word
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data preparation

manual annotation – removal

 when both annotators decided to remove a word, the 

word were deleted from the lexicon

 third annotators make decision about removal in case of 

disagreement

 after first step we had 55K words

13



data preparation

manual annotation – cont.

 if any disagreement happened, third annotator 

corrected it

 in some cases, some discussion to make the final 

decision

 all words were checked by the final reviewers

 final dataset: 45K words

 37K training set

 4k development set

 4k test set

14



data preparation – main problem

ambiguities in written text

 the same surface form can represent different 

morphemes

 short vowels are not marked in written text, which results 

in different possibilities of analysis.

 the word مردم [mrdm] could be analyzed, among other 

possibilities, either as the noun mardom (people) or as the 

past tense of the verb mordan (to die): mordam (I died).
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data preparation

a snapshot
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morphological network construction

automatic approach

main idea

 finding/tagging root morphemes

 grouping words based on predicted roots

 adding connections based on character overlaps
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morphological network construction

automatic approach – groups
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two roots:

مهر [mehr]: kindness

دان [daan]:knowledge



morphological network construction

automatic approach – overview

 phase 1: finding most frequent segments

 100/200: input parameter

 phase 2: removing segments (non-roots) from phase 1

 phase 3: group creation

 phase 4: tree construction for each group based on 

overlap length
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morphological network construction

automatic approach – pseudocode
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morphological network construction

automatic approach – tree
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automatic network construction

example of non-roots
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automatic network construction –

example of non-roots – errors
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morphological network construction

automatic approach – recap.

 phase 1: finding most frequent segments (100-200)

 phase 2: removing segments (non-roots) from phase 1

 phase 3: group creation

 phase 4: tree construction for each group based on 

overlap length
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morphological network construction
semi-automatic approach – overview

 phase 1: finding most frequent segments (100-200)

 phase 1-2: checking most frequent segments manually

 phase 2: removing segments (non-roots) from phase 1

 phase 3: group creation

 phase 4: tree construction for each group based on 

overlap length
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network construction

examples from the real data
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network construction

results

results on 400 randomly selected nodes (i.e., words)
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morphological network expansion

goal – to increase the network

 from now, we want to increase the size of our network

 we can not increase the size of the segmented lexicon

 it isn’t an easy task

 How much should we continue?

 using an automatic segmentation
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morphological network expansion

overview

 phase 0: initial network is created (so far)

 phase 1: for new test word, the segmentation is done

 using unsupervised MORFESSOR

 using supervised MORFESSOR

 Phase 2: using the core algorithm the parent is found, 

the new word is added to the network.

1500 new test words are annotated for the evaluation.
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morphological network expansion

MORFESSOR

 unsupervised version: finding most frequent segments

 100K unsegmented lexicon

 semi-supervised version

 45K segmented words + 100K unsegmented lexicon
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flowchart of our expansion methods 31



network expansion – results

accuracy for tree structures on 1.5K test dataset
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error analysis – network construction

 type 1: when a root morpheme considered as a non-

root morpheme

 discussed before

 semi-automatic tree construction

 type 2: when a non-root morpheme considered as a 

root morpheme

 morpheme “وون [oon] (not-common plural suffix)" was classified wrongly 

as a root morpheme
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error analysis – network expansion

main error: wrong segmentation
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data publishing

 in three different segments

 training set: 37K

 development set: 4K

 test set: 4K

 the segmentation is done based on morphological 

network diversity

 all word with similar roots are located in one segment

 data is available in LINDAT/CLARIN Repository:

 https://hdl.handle.net/11234/1-3011
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conclusion

 we created and introduced a new segmented lexicon 

for Persian

 we constructed Persian morphological tree

 automatic tree construction

 semi-automatic tree construction

 we proposed a tree expansion algorithm

 unsupervised version

 semi-supervised version
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future plans

 using the unsupervised MORFESSOR to create 

derivational network

 using the supervised segmentation instead of 

MORFESSOR

 improving the data quality

 working on more languages: Turkish
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questions?
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