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Introduction

This manual presents a short description of sentence representation at the tectogrammatical level in the Prague
Dependecy Treebank (PDT). It is aimed at those PDT users that look for a quick introduction into the used repres-
entation.

This reference book is a shortened version of an extensive manual called Annotation on the tectogrammatical level
in the Prague Dependency Treebank. Annotation manual. (see Prague Dependency Treebank 2.0, CDROM,
doc/manuals/en/t-layer/), which contains the complete and detailed description of sentence representation at the
tectogrammatical level (it is necessary to consult the “big” manual for exact, detailed and complete information).

The chapters are organized in a way parallel to the way of sentence representation on the tectogrammatical level.
The basic principles of the sentence representation are described in Chapter 1, Basic principles for representing
sentences at the tectogrammatical level, this chapter also includes an explanation of some important notions used
further in the manual. In Chapter 2, Relation between the tectogrammatical level and the lower levels, the relations
between the tectogrammatical nodes and units of the lower levels are described. The following chapter, Chapter 3,
Node types, divides the tectogrammatical nodes into different types. The next two chapters, Chapter 4, Tectogram-
matical lemma (t-lemma) and Chapter 5, Complex nodes and grammatemes, are devoted to the attributes specifying
the lexical unit (represented by a node). A description of the sentence structure follows (Chapter 6, Sentence rep-
resentation structure). Chapter 7, Specific phenomena contains a description of certain specific phenomena. A
separate chapter is devoted to the functors and sub-functors (Chapter 8, Functors and subfunctors). Coreference
(Chapter 9, Coreference) and topic-focus articulation (Chapter 10, Topic-focus articulation) are each assigned
one chapter. In the appendix (Appendix A, A#tributes of nodes in tectogrammatical trees), there is a summary of
all attributes.

1. Typographical conventions

Examples. The manual contains a number of examples illustrating the phenomena in question. The examples have
a fixed form. They do not illustrate the structure; they only present the values of the attributes of individual words
present or absent in the surface structure of the example sentence.

Example sentences are made-up and usually presented without context. The given annotation corresponds to the
most common context in which the sentence can be used.

NB! Example sentences necessarily contain only the part that is to be illustrated (i.e. elided expressions do not
have to be made visible if they are not the subject of the illustration).

Items represented by a single node in the sentence are underscored. The value of the relevant attribute is given in
square brackets in the following form: the name of the attribute = the value of the attribute (if there are more possible
values, they are all in the brackets, separated by a semicolon). If the example sentence is supposed to illustrate the
values of just one node, the values are presented in square brackets after the example sentence. If there are more
nodes whose values are to be illustrated, the values follow (in square brackets) immediately after the last underscored
word represented by the given node. An exception to this are the functor values. If the functor values of indi-
vidual nodes are to be illustrated, they always immediately follow the given word. Functors are not given in square
brackets; they are separated from the word by a period. Examples:

Upadl do nesndzi.DIR3 na dlouhou dobu. [1s_state=1] (=He got into difficulties for a long time.)

Spickovad cena. DENOM [ 1 s_member=1] a.CONJ spickovy v¥kon.DENOM [is member=1] (=lit. Top price and
top performance.)

Words not expressed at the surface level (represented by newly established nodes) are given in curly brackets. The
curly brackets always contain the t-lemma of the newly established node, which may but need not be followed by
the values of selected attributes. For example:

{#PersPron.ACT} Prijde. (=lit. (He) will come.)
{#PersPron.ACT [tfa=t]} Prijde. (=lit. (He) will come.)

If it is necessary to stress that certain words are not represented by a separate node in the tectogrammatical tree,
they are given in angle brackets <>. For example:

Prijde jen RHEM <tehdy> , <kdyz> mu ustoupis. TWHEN (=He comes only in case you give in to him.)

vil



Introduction

Example tectogrammatical trees. For a number of example sentences, the corresponding example trees are included
as well. Every example tree is equal to a complete analysis of the given sentence.

Tectogrammatical trees in PDT 2.0 make use of two different styles of representation (see Prague Dependency
Treebank 2.0, CDROM, doc/tools/tred/PML_mak.html). Example trees in the manual make use of the following
(representation) settings (PML_T Full template).

Nodes. The attribute values (below the node) are displayed in the order shown in Fig. 1 (the presented combination
can never be found, of course).

Figure 1. Node

- O
ten.enunc predloha
f PAR. abstrstate M_P
n.pron.def.demon ..

fem.pl
dsp _root.person_name.quot/typedsp

Representation of the attribute values:

t lemma.sentmod t-lemma of the coreferred element
tfa FUNCTOR.subfunctor.state M P

nodetype or gram/sempos

gram

dsp_root.person_name.quot/type

The attribute values are usually presented directly, without giving the name of the attribute first. Names of the at-
tributes are only provided if the values are not unambiguous. The value of the attribute quot /type is always in
the form: name of the attribute:its value. As for complex nodes (node t ype=complex), the value of the nodetype
attribute is not specified; the value of the gram/sempos attribute is given directly instead.

The notation state is included in the list of the attribute values if the value of the is state attribute is 1.
The notation _M is included if the value of the is member attribute is 1.

The notation _P is included if the value of the is parenthesis attribute is 1.

The notation person_name is included if the value of the is person name attribute is 1.

The notation dsp_root is included if the value of the is_dsp root attribute is 1.

Nodes representing words present at the surface level are represented as little circles; newly established nodes
(is_generated=1) are represented as little squares. (Certain information is carried by the color of the nodes
as well: yellow means the node has the £ value in the t fa attribute, green means c in the t fa attribute , white
means t in the t fa attribute. Nodes with no value assigned in the t fa attribute are grey.)

Edges. Edges are the connecting lines between nodes. The edge between the technical root node of the tectogram-
matical tree and the root node of the represented sentence and the edges between nodes with the PAR, PARTL,
VOCAT, RHEM, CM, FPHR and PREC functors and their mother nodes (i.e. edges not representing dependencies;
see Section 6.1.2, “Non-dependency edges”) are represented as thin interrupted lines.

The upper half of the edge between a paratactic structure root node and a terminal member of the paratactic structure
is represented as a thin (grey) line; the lower half is represented as a thick (grey) line. The upper half of the edge
between a paratactic structure root node (that is not a member of another paratactic structure) and its mother node
is represented as a thick (grey) line; the lower half is represented as a thin (grey) line. The edge between a paratactic
structure root node and the root of a shared modifier is represented as a thin (blue) line. The edge between a para-
tactic structure root node and a direct member of this structure that is a paratactic structure root node itself (in case
of embedded paratactic structures) is represented as a thin (grey) line. (For more on paratactic structures, see Sec-
tion 6.4, “Parataxis”.)

References. Attributes of the type reference, marking especially co-referential relations (cf. Chapter 9, Coreference),
are represented as arrows going from one node to another. Grammatical coreference (the coref gram.rf at-
tribute) is represented by an (orange) interrupted arrow pointing to the co-referred node (starting at the co-referring
node). Textual coreference (the coref text.rf attribute) is represented by a (blue) dotted arrow pointing to
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Introduction

the co-referred node (starting at the co-referring node). If the co-referred node is not in the same tree as the co-re-
ferring node, the arrow is short and points either to the left or to the right of the node, depending on whether the
co-referred node is in the preceding or following tree; next to the co-referring node, the t-lemma of the co-referred
node is specified. (NB! Textual coreference relations crossing the boundaries of a single tectogrammatical tree are
not represented in the example trees at all.) Reference to a segment (coref special=segm) is represented as
a short (red) arrow pointing to the left of the node. Exophoric reference (coref special=exoph)isrepresented
as a short (blue) arrow pointing upwards.

The second dependency with predicative complements (cf. Section 6.1.1.1, “Predicative complement”) is repres-
ented by a (green) semi-dotted arrow going from the node with the COMPL functor to the node representing the
governing noun.

An example tree with different types of edges and reference (the illustrated sentence is artificial: O jejich zarazeni
a umistenti se rozhodly snémovny hlasovat samy.) is to be found in Fig. 2.

Figure 2. Edges and references

o
t-mf920922-110-p2s5
root .
rozhodnout_se.enunc
f_PRED
vdecl.di%.md
cpl.it0.res0 post
#Comma snémovna™~- lasovat
CONJ t_ACT . f EFF
coap n.denot .. s v decl.disp0.verbmod:nil
fem.pl i proc.it0.res0.tense:nil
E - o - \3
#PersPron #PersPron prediocha zafazeni umisténi parlament  #Cor #PersPron sam
t_ACT t_PAT c PAT_M c_PAT_M f_PAR.nr P t_ACT t PAT f_COMPL
qcomplex n.pron.def.pers .. ndenct.neg.. n.denot.neg.. n.denot .. qcomplex n.prondef pers .. adj.denot ..
fem.pl.3.basic neut.negl.sg fem.negl.sg inansg neut.sg.3.basic  pos.negl

NB! In example tectogrammatical trees (just like in the PDT trees; see Section 6.2.5, “Representing valency in the
tectogrammatical trees”) the valency of nouns is not represented properly - with the exception of verbal nouns!

X



Chapter 1. Basic principles for
representing sentences at the
tectogrammatical level

Natural language is an extraordinarily complex system; therefore, it is useful to decompose its description into
several levels. Preceding (lower) levels of PDT were concerned with the morphological annotation (i.e. lemmas,
tags, values of morphological categories; where the words are arranged in a linear way, without any structure) and
the analytical (surface structure) annotation (dependency structure, analytical functions).

The tectogrammatical structure serves for representing the meaning structure of the sentence. This level is governed
by the following principles:

the basic unit of annotation at the tectogrammatical level is a sentence as a basic means of conveying meaning.

for every well-formed (Czech) sentence, it is possible to provide its tectogrammatical representation: a tecto-
grammatical tree structure (tectogrammatical tree in sequel).

in case of ambiguity, it is in theory possible to assign more tectogrammatical trees to one sentence. However,
in PDT only one tree is assigned to every sentence, which corresponds to the reading assigned by the annotator.

in case of synonymy, on the other hand, different sentences can be assigned a single tectogrammatical tree
(however, it has to be a case of strict synonymy, i.e. the truth conditions have to be absolutely identical).

Tectogrammatical trees have these basic properties:

a.

Tectogrammatical trees are data structures the basis of which is formed by a rooted tree (in the sense of the
theory of graphs): it consists of a set of nodes and a set of edges and one of the nodes is marked as the root
of the tree.

Nodes of the tectogrammatical tree represent the meaning units of the sentence.

These meaning units usually correspond to the expressions present at the surface in a one to one relation but
one meaning unit can also correspond to more surface expressions (this is a case of e.g. prepositional phrases,
which are represented by a single node). The meaning unit can also have no counterpart in the surface structure.
Then, it is represented by an “artificial”, newly established node (such added nodes are used e.g. for repres-
enting omitted obligatory valency modifications). Function words (like prepositions, subordinating conjunctions,
auxiliary verbs, supporting expressions) are usually not assigned separate nodes in the tree.

The number of the nodes in the analytical tree generally does not correspond to the number of the nodes in
the tectogrammatical tree. For more on the relations between the tectogrammatical and analytical (surface
structure) levels, see Chapter 2, Relation between the tectogrammatical level and the lower levels

Cf. Fig. 1.1: Examples of nodes representing expressions present in the surface structure of the sentence are:
stary (=old), sultan (=sultan), novy (=new), sultan (=sultan), vystridali se (=changed places). The preposi-
tional phrase na triinu (=on the throne) is represented by a single node (the preposition na is not assigned a
separate node). In order to represent the coordination stary sultan a novy sultan (=the old and new sultan),
the conjunction a (=and) is assigned a separate node. An example of a newly established node is the node
representing the Patient (functor=PAT) of the verb vystiidat se (=exchange, replace) (the newly established
node is displayed as a little square).

Attribute values Each node is itself a complex unit with inner structure. It is possible to conceive of it as a
set of attributes, more precisely as a set of ordered attribute - value pairs. Whether a given attribute is or is
not present in a given node follows from the nodetype (see Chapter 3, Node types).

Node attributes can be divided into several groups. The basic attributes of a tectogrammatical tree node are
the tectogrammatical lemma, grammatemes and functor. The tectogrammatical lemma expresses the lexical
meaning of the node (see Chapter 4, Tectogrammatical lemma (t-lemma)). The grammatemes correspond
mainly to (the meanings of) the morphological categories (see Chapter 5, Complex nodes and grammatemes).
The functors capture the kind of syntactic dependency between autosemantic expressions, i.e. they correspond
to syntactic functions (see Chapter 8, Functors and subfunctors). There are also attributes providing the in-
formation regarding the coreference (see Chapter 9, Coreference), topic - focus articulation and deep word
order (see Chapter 10, Topic-focus articulation) of the sentence. The remaining attributes concern special
properties of the structure and certain syntactic and semantic properties impossible to capture in any other
way.
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Attribute values are mostly sequences of symbols; the set of the sequences for a given attribute is usually
fixed. A special kind of attributes are attributes for representing relations (most often coreferential) between
nodes (meaning units), which go “across” the tree or even cross the tree boundaries.

Cf. Fig. 1.1: In the example tree, there is one attribute of the type reference, representing reciprocity (i.e. a
grammatical coreference relation) between the Patient and Actor of the predicate vystridat se. It is depicted
as a curved (red) interrupted arrow.

For the list of all attributes, see Appendix A, Attributes of nodes in tectogrammatical trees.

d. Edges of the tectogrammatical tree primarily capture the dependency relations between the nodes (more
precisely between autosemantic expressions). Not every edge, though, represents a linguistic dependency (see
Section 6.1.2, “Non-dependency edges”). Edges have no attributes of their own; attributes that actually belong
to edges (e.g. the type of dependency) are presented as attributes of the corresponding nodes.

Cf. Fig. 1.1: Edges are represented as straight connecting lines between nodes. Edges representing dependency
are marked by a thick grey line.

e. tectogrammatical tree nodes are in a linear order; this linear order represents the deep word order of a sentence
(see Chapter 10, Topic-focus articulation).

Also the following terms are used when talking about tectogrammatical trees (here explained only informally):

Technical root node of a tectogrammatical tree. The root node of a sentence is a node with no linguistic inter-
pretation; it only serves technical purposes (it bears the sentence indentifier; for the list of all attributes assigned
to the root, see Section A.1, “Attributes of the technical root”). It has always exactly one daughter node. The root
of a tree is called technical root node of a tectogrammatical tree. When talking about tectogrammatical tree
nodes (further in the text), the technical root node is not considered (if not stated otherwise).

Cf. Fig. 1.1: The technical root of a tectogrammatical tree is the highest node in the tree; its only immediate
daughter is connected to it by a thin dotted edge; the nodetype attribute is assigned the value root.

Mother node. Node X is the mother of node Y, if there is an edge between X and Y and if X is closer to the
technical root node of the tree (i.e. if it is higher in the tree).

Cf. Fig. 1.1: The mother of the node representing the expression (stary) sultan is the node for the conjunction a.
Immediate (direct) daughter node. Node X is an immediate daughter of node Y if Y is the mother of X.

Since tectogrammatical trees make use of linear ordering, there are right and left daughter nodes. Right (left) im-
mediate daughter of node M is such an immediate daughter that occurs to the right (left) of node M.

Cf. Fig. 1.1: Immediate daughter nodes of the node representing the verb vystridat se are these three nodes: the
node for the conjunction a, the newly established node for the Patient and the node for the prepositional phrase na
trunu. All immediate daughter nodes of the verb vystridat se are its left daughters.

Governing/dependent node. If nodes X and Y (or: the expressions represented by them) are in a dependency re-
lation we say that X is the governing (or dependent) node of node Y. The governing node does not have to be the
mother node of the dependent node (there can even be more governing nodes for a single node) and the dependent
node does not have to be an immediate daughter of its governing node (see also Section 6.1, “Dependency”). (In
the technical documentation for PDT, the terms “effective mother node” and “effective daughter node” are used
for this type of relation).

Cf. Fig. 1.1: The governing node of the node for stary is the node for sultdn (which is its mother node at the same
time). The governing node of the node for sultdn is the node representing the verb vystiidat se (which is not its
mother node).

Sister node. Node X is a sister of node Y if they have the same mother.

Since tectogrammatical trees make use of linear ordering, there are right and left sister nodes. Right (left) sister
node of node M is such a sister that occurs to the right (left) of node M.

Cf. Fig. 1.1: The sister nodes of the node for a are the newly established node for the Patient of vystridat se and
the node representing the prepositional phrase na trinu. All the sisters of the node representing the conjunction a
are its right sisters.

Path from node M. For purposes of topic - focus articulation annotation, we also define the term right (left) path
from node M and the rightmost (leftmost) path from node M.

Right (left) path from node M is such a path in the tree that starts at node M, goes downwards (towards the leaves)
and ends in a node that has no right (left) immediate daughters. Node M is not part of the path.

The rightmost (leftmost) path from node M is such a right (left) path in the tree for which it holds that no node
on the path has a right (left) sister.
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Cf. Fig. 1.1: There is no right path going from the node for vystiidat se. As for the leftmost path from the node
representing vystridat se, it consists of the nodes for a, sultdn and stary.

Subtree of a tectogrammatical tree is a continuous subgraph of a tectogrammatical tree (a subset of its nodes
and edges with a marked root node).

Root of a subtree is the node of the subtree whose mother node (if existent) is not part of the subtree.
Expression. A linguistically relevant part of a sentence is called expression.
Root of an expression is short for the root of the subtree representing a given expression.

Root of a sentence is the root of the subtree corresponding to the whole sentence; i.e. it is the (only) immediate
daughter of the technical root node of the tectogrammatical tree.

Effective root of an expression is the node that either has no governing node in the given tectogrammatical tree
or whose governing node is not part of the subtree representing the expression. The effective root of an expression
can be identical to the root of the expression; however, sometimes it is not, e.g. in the case of paratactic structures:
the root node (there is only one root) is not identical to the effective root nodes (which are usually more than one).

Cf. Fig. 1.1: The root of the example sentence is the node for vystridat se. This node is also the effective root of
the sentence. The coordination stary sultan a novy sultan is represented by a subtree of the tectogrammatical tree;
the root of the subtree (the root of the coordination) is the node representing the conjunction a, the effective root
nodes are the two nodes representing the two occurences of the noun sultdn.

Figure 1.1. Tectogrammatical tree

Stary sultan a novy sultan se vystridali na trinu. (=lit. Old sultan and new sultan REFL changed on throne)
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Chapter 2. Relation between the
tectogrammatical level and the lower
levels

The relation between the nodes of the tectogrammatical and analytical levels (which is generally of the type M:N,
the options 0:N and M:0 included) is captured by the atree. rf attribute of the technical root of the tectogram-
matical tree and by the a attribute (whose value is a structure of a the lex.rf and a/aux. rf attributes) with
other nodes.

The atree.rf attribute. The atree. rf attribute (see Section A.1, “Attributes of the technical root”) refers
trivially to the technical root of the analytical tree corresponding to the tectogrammatical tree in question. It contains
the identifier of the technical root node of the corresponding analytical tree.

The a/lex.rf and a/aux.rf attributes. The a/lex.rf attribute (see Section A.2.1.1, “a/lex.rf”)
contains the identifier of the node at the analytical level from which the tectogrammatical node got its lexical
meaning (or its biggest part). The a/aux. rf attribute (see Section A.2.1.2, “a/aux.r£f”) contains the list of
the identifiers of all analytical nodes that influence in some way or other the value of the functor, subfunctor or
grammatemes of the tectogrammatical node (these are mostly analytical nodes representing so called function
words like prepositions, conjunctions, auxiliaries and supporting expressions).

The values of the attributes a/lex.rf and a/aux. rf conform to the following rules:

a. If the tectogrammatical node has no analytical counterpart, both attributes are empty.

If a tectogrammatical node (other than a newly established one with one of the t-lemmas #Forn, #Idph,
#EmpVerb or #EmpNoun) corresponds to exactly one analytical node, than the a/1lex . rf attribute contains
the reference to the (analytical) node and the a/aux. rf is empty.

c. If a tectogrammatical node (other than a newly established one with one of the t-lemmas: #Forn, #Idph,
#EmpVerb or #EmpNoun) corresponds to more analytical nodes, then the a/lex . rf attribute contains
the reference to the node from which the tectogrammatical node got its lexical meaning (or its biggest part)
and the a/aux. rf attribute contains the list of references to the other analytical nodes, which mostly represent
function words (prepositions, subordinating conjunctions, auxiliaries etc.).

d.  With newly established nodes with the t-lemma #EmpVerb or #EmpNoun, the a/lex. rf attribute is always
empty since the full verb they represent was not expressed at the surface level. If no function word was ex-
pressed at the surface level either, the a/aux. rf attribute is also empty; otherwise it contains the list of
references to the relevant function words (e.g. auxiliaries that are part of a complex verb form where the full
verb is not expressed).

e. With newly established nodes with the t-lemmas #Idph and #Forn, which serve for putting parts of
identifying and foreign-language expressions together, into a single list (nodetype=1list),thea/lex.rf
attribute is always empty. If a foreign-language or identifying expression is syntactically combined with one
or more function words at the analytical level, then the references to these function words are contained in
the a/aux. rf attribute.

Copied nodes. The b) and c) groups include also copied nodes (see Section 6.6, “Ellipsis”). The a/lex. rf and
a/aux.rf attributes of the copied nodes contain the identifiers of the analytical nodes for the words present at
the surface level that are relevant for the copied node, i.e. that influence its t-lemma, functor and other attributes.

NB! A unit of a lower level does not have to have a counterpart at the tectogrammatical level. Thus, various
graphic symbols are ignored as well as the reflexive se when part of a reflexive passive and constructions with
dispositional modality.



Chapter 3. Node types

Tectogrammatical tree nodes are divided into eight groups; these are called node types. The node types are defined
either on the basis of the t-lemma of the node, or on the basis of its functor, or both. For every node type, essentially
the same rules regarding the node's immediate daughters apply.

The node type information is encoded in the value of the node t ype attribute (see Section A.2.16, “nodetype”).
The nodetype attribute has eight possible values and applies to every node in a tectogrammatical tree.

For a survey of the node types and their definitions, see Table 3.1, “Node types”.

Table 3.1. Node types

Node type

nodetype

Definition of the node
type

Properties of the immediate daughter
nodes

Technical root node of a |root Artificial node with special | Always exactly one immediate daughter,
tectogrammatical tree attribute values; it includes |which is either a paratactic structure root
the identifier of the sen-  |node or the effective root node of an inde-
tence in the treebank. pendent clause.
Atomic node atom Node with the functor: As arule, it has no immediate daughters.
ATT
CM
INTF
MOD
PARTL
PREC
RHEM
Paratactic structure root |coap Node with the functor: An immediate daughter can be:
node ADVS - terminal member of a paratactic structure
APPS - shared modifier
CONJ
CONFR - thematizer of a shared modifier (functor
CONTRA = RHEM)
€S0 - conjunction modifier (functor = CM
i
DISJ .
GRAD - root node of a(n embedded) paratactic
OPER structure (nodetype = coap)
REAS
List structure root node |list Node with the t-lemma: |An immediate daughter can be:
#Idph - item of the list
#Forn - modifier of the list
The items of a list under the node with the
#Idph t-lemma form a tree structure. The
items of a list under the node with the
#Forn t-lemma are sisters with respect to
each other and their functor is FPHR.
Node representing a for- |fphr Node with the functor: It has no immediate daughters.
eign-language expression FPHR
Node representing the |dphr Node with the functor: As arule, it has no immediate daughters.

dependent part of an
idiom

DPHR




Node types

Quasi-complex node

gcomplex

Node with the t-lemma:

#Amp
#Ast
#AsMuch
#Cor
#EmpVerb
#Equal
#Gen
#0blfm
#Percnt
#QCor
#Rcp
#Some
#Total
#Unsp

Nodes with the t-lemma (if

not of the type coap):

#Bracket
#Comma
#Colon
#Dash
#Period
#Period3
#Slash

Any node except for the types root and
fphr.

Quasi-complex nodes are a special type of
nodes that occupy the same positions (having
the same functor) as complex nodes but they
have no grammatemes.

Complex node

complex

All other nodes

Any node except for the types root and
fphr.

(Only) complex nodes have grammatemes.




Chapter 4. Tectogrammatical lemma
(t-lemma)

Tectogrammatical lemma, t-lemma in the sequel, is one of the attributes of a tectogrammatical node (the t lemma
attribute); it represents the lexical content of the node.

The value of the t lemma attribute can be:

a. the basic (default) form of the word from which the node got its lexical meaning (see Section 4.1, “Basic form
of the word”).

In case of synonymy, the t-lemma is the basic form of one of the variants (the so called representative t-lemma;
see Section 4.4, “Representative t-lemma”),

b. the basic form of the word from which the word represented by the node was derived (see Section 4.2, “T-
lemma of derived expressions”),

c. aso called multi-word t-lemma, consisting of more words (see Section 4.3, “Multi-word t-lemma”),

an “artificial” value, a so called t-lemma substitute (see Section 4.5, “T-lemma substitute™).

4.1. Basic form of the word

With nodes representing words present at the surface level and with so called copied nodes (see Section 6.6, “El-
lipsis”), the t-lemma usually corresponds to the basic (default) form of the word from which the node got its lexical
meaning (i.e. to the basic form of the word at the analytical level the information about whichisinthea/lex.rf
attribute of the tectogrammatical node; see Chapter 2, Relation between the tectogrammatical level and the lower
levels).

The basic word form is its representative form; i.e. the nominative sg. with nominals, infinitive with verbs, positive
with gradable adjectives, positive forms with words that can be negated (as for nouns, only those ending with -n1,
-ti and -ost are represented by their non-negated forms); long forms for short forms with adjectives). Morphological
meanings are captured by grammatemes (see Section 5.2, “Grammatemes”).

Exceptions. Exceptions to this rule:

a. Personal and reflexive pronouns and their possessive counterparts are represented by a node with the t-
lemma substitute #PersPron (see also Section 4.5, “T-lemma substitute”). For example:

Bratr prohlasil: Ja tam nejdu. [t _lemma = #PersPron] (=My brother said: I'm not going there.)
Pro ni udélam vSechno. [t _lemma = #PersPron] (=For her I'll do anything.)
Tvuj nazor nesdilim. [t _lemma = #PersPron] (=I don't share your view.)

Své ndzory ti nesdélim. [t _lemma = #PersPron] (=I'm not telling you my opinion.)

b. Frozen finite verb forms, frozen transgressives (gerunds) and infinitives (with adverbial functions; see
Section 6.3.3.1, “Dependent verbal clauses without a finite verb form™) are represented by a node whose t-
lemma is identical to the surface form of the expression. For example:

Drnes je, myslim , streda. [t lemma = myslim] (=It's Wednesday, 1 think.)

Soudé podle ministra zahranici, bude to problém. [t lemma = soudé] (=Judging with the Minister, it is
going to be a problem.)

c. Foreign-language words (with the FPHR functor; see Section 7.4, “Foreign-language expressions”) are also
represented by a node with the t-lemma corresponding to the actual word form.

4.2. T-lemma of derived expressions

The main source of differences between the basic word form and the actual t-lemma is the tendency to represent
certain kinds of derivation. Then, the t-lemma of the derived expression is the basic form of the base word (the
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reference to the word in the analytical tree from which the tectogrammatical node got its lexical meaning is in the
a/lex.rf attribute; see Chapter 2, Relation between the tectogrammatical level and the lower levels).

Word-formation (derivational) relations are represented in PDT 2.0 with deadjectival adverbs, possessive adjectives,
pronouns, numerals and pronominal adverbs. The surface forms of these words are derived from the deep-level
representation with the help of a set of features characterizing their semantic and syntactic properties (these are
the t-lemma, functor and grammatemes). There are the following types of representing derivational relations, de-
pending on the way the basic word form of the derivative is determined:

A. t-lemma + functor.

The basic word form of the derivative is inferred from the combination of the t-lemma and the functor assigned
to it. For more on type A derivation, see Section 4.2.2, “Derivation t-lemma + functor”.

B. t-lemma + grammateme(s).

The basic form of the derivative follows from the combination of the t-lemma and the assigned grammateme(s)
(see Section 4.2.1, “Grammatemes used for representing derivations”). For more on type B derivation, see
Section 4.2.3, “Derivation t-lemma + grammateme”.

C. t-lemma + functor + grammateme(s).

The basic form of the derivative follows from the combination of the t-lemma and the assigned functor and
grammateme(s) (see Section 4.2.1, “Grammatemes used for representing derivations”). For more on type C
derivation, see Section 4.2.4, “Derivation t-lemma + functor + grammateme”.

4.2.1. Grammatemes used for representing derivations

For representing derivations of type B (t-lemma + grammateme) and C (t-lemma + functor +grammateme), the
grammatemes numertype and indeftype are used. The values of these grammatemes reflect the derivational
relations at the tectogrammatical level, which makes them different from other grammatemes, which are usually
tectogrammatical counterparts of morphological categories.

The indeftype grammateme. The value of the inde ftype grammateme (see Section A.2.8.6, “gram/in-
deftype”) captures the semantic feature in which the indefinite, interrogative, negative and totalizing pronouns
(and pronominal adverbs) differ from their corresponding relative pronouns, by the t-lemma of which they are
represented. We differ between:

a. relatives and interrogatives. Relatives are those pronouns that are in a grammatical coreference relation
with another item in the sentence structure (see Section 9.2, “Grammatical coreference”); they usually occur
in dependent relative clauses. Interrogatives are those pronouns that do not corefer with anything; they are
used in questions and content clauses. Relatives have the indeftype grammateme specified as relat,
interrogatives have the indeftype grammateme filled with the value inter. For example:

Muz, kterého jsme dnes potkali, byl miyj bratr. [t _lemma = ktery; indeftype =relat] (=The man (lit.
which) we met today was my brother,) ( ktery (=which) corefers with muz (=man))

Reknéte, ktery dim jste si koupili? [t _lemma = ktery; indeftype = inter] (=Tell me, which house did
you buy?)

b. totalizers. Totalizers are assigned one of the two values: totall or total2. The value totall is assigned
to a node for a totalizer referring to a whole (of something); the value total?2 is assigned to a totalizer referring
individually to every single item (in the set). For example:

10 je vSechno. [t _lemma = co; indeftype =totall] (=That's all.)
kazdy clovék [t _lemma = ktery; indeftype =total2] (=every person)
c. negatives. Negatives are represented by the value negat. For example:
Nikdy uz to neudéldm. [t _lemma = kdy; indeftype =negat] (=I'll never do it again.)

d. indefinitesThere are several types of indefinites in Czech. The individual types differ from each other by the
derivational means they make use of, which also entail subtle meaning differences (see Table 4.1, “Deriva-
tional types of indefinites”). The individual derivational types of indefinites are assigned one of the values:
indef1 through indefé6.
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Table 4.1. Derivational types of indefinites

indeftype Derivational means Example

indefl ne- Neékdo prisel. [t lemma=kdo; indeftype=in-
defl] (=Somebody has come.)

indef?2 -Si, -S ¢isi chlapec [t lemma = kdo; indeftype = in-
def2] (=somebody's boy)

indef3 -koli; -koliv jakykoliv kol [t lemma =jaky; indeftype =
indef3] (=any boy)

indef4 leda-; lec-; ledas- Miize to byt ledaskde. [t 1emma = kde; indeftype
= indef4] (=lt can be at various places.)

indefb kde- Mysli si to kdekdo. [t lemma = kdo; indeftype
= indef5] (=Many people think about it this way.)

indef6 malo-; sotva-; ziiidka-; vseli-; | Biihviktery den to bylo. [t lemma = ktery; indef-

nevim-; kdovi-; bithvi-; Certvi- |type = indef6] (=lit. God_knows_which day it

was.)

The grammateme numertype. The value of the numert ype grammateme (Section A.2.8.10, “gram/numer-
type”) expresses the semantic feature in which the given numeral is distinct from the corresponding cardinal
numeral (by the t-lemma of which it is represented at the tectogrammatical level).

The values of the nume rt ype grammateme are basic for cardinal numerals frac for fractions, kind for sort
numerals, ord for ordinal numerals and set for set numerals. For example:

Prigli jen t7i. [t _lemma = tFi; numertype =basic] (=Only three of them came.)

Zdeédil polovinu domu. [t _lemma = dva; numertype = frac] (=He inherited one half of the house.)

Ma dvoji obcanstvi. [t _lemma = dva; numertype = kind] (=He has two citizenships.)

Umistil se na tretim misté. [t _lemma = #7i; numertype = ord] (=He came in third.)

Ztratil uz troje klice. [t _lemma = #7i; numertype = set] (=He has already lost three sets of keys.)

4.2.2. Derivation t-lemma + functor

The following derivatives are represented with the help of the t-lemma and functor:

a.

possessive adjectives. Possessive adjectives (sempos = n.denot) are thought of as derivatives of their
corresponding nouns. They are represented by a node whose t-lemma is the corresponding noun in the nom-
inative singular. For example:

matcino.APP dité [t lemma = matka] (=mother's child)

Pavlovo.APP auto [t _lemma = Pavel] (=Paul's car)

deadjectival adverbs. Deadjectival adverbs (sempos = adj .denot) are represented by a node whose t-
lemma is the corresponding adjective in the nominative singular. For example:

Rychle MANN odesel. [t _lemma = rychly] (=He left quickly.)

Pékné MANN zpivd [t _lemma = pékny] (=He sings very well.)

definite pronominal adverbs with a directional meaning (derived from the adverbs tady, tam). Definite
pronominal directional adverbs (sempos = adv.pron.def) are represented by a node whose t-lemma is
the corresponding locative adverb. The possible combinations of t-lemmas and functors are to be found in
Table 4.2, “Derivatives of the pronominal adverbs tady and tam”. For example:

Odtud DIR1 je vidét az za hranice. [t _lemma = tady] (=From here, you can see as far as beyond the
border,)
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definite pronominal adverbs with a temporal meaning (derived from the adverbs ted’, potom and tehdy).
Definite pronominal adverbs with various temporal meanings (sempos = adv.pron.def) are represented
by a node whose t-lemma is the corresponding adverb with the basic temporal meaning (answering the question
“kdy (=when)”). The possible combinations of t-lemmas and functors are to be found in Table 4.3, “Derivatives
of the pronominal adverbs ted’, potom and tehdy”. For example:

Doposud. TTILL se ndm darilo dobre [t _lemma = ted'] (=Until now we did well.)

Table 4.2. Derivatives of the pronominal adverbs fady and tam

t-lema
functor tady tam
LOC tady, tu, zde tam
DIR1 odtud, odsud odtamtud
DIR2 tudy tamtudy
DIR3 sem, potud, posud tam

Table 4.3. Derivatives of the pronominal adverbs ted’, potom and tehdy

t-lema
functor ted’ potom tehdy
TWHEN ted, tu, nyni potom, pak, poté tehdy
TSIN odted’ - odtehdy
TTILL doted, doposud, potud, posud |- dotehdy

4.2.3. Derivation t-lemma + grammateme

The following derivatives are represented with the help of the t-lemma and grammatemes numertype or indef-
type:

a.

definite non-cardinal numerals. Definite fraction numerals (sempos = n.quant .def) and definite or-
dinal, sort and set numerals (sempos =adj . quant . def) are understood as derivatives of their correspond-
ing cardinal numerals at the tectogrammatical level and they are represented by their t-lemmas. The fact that
the given numeral is a fraction, ordinal, sort or set numeral can be inferred from the value of the numertype
grammateme. Examples of possible combinations of t-lemmas and functors are to be found in Table 4.4,
“Examples of (non-adverbial) derivatives of definite cardinal numerals”. For example:

Ztratil uz troje klice. [t lemma = #i; numertype = set] (=He's already lost three sets of keys.)

indefinite adjectival numerals (adjectival derivatives of the numeral kolik). Individual types of indefinite
adjectival numerals, i.e. various adjectival derivatives of the numeral kolik (=how many/much) (sempos =
adj.quant.indef) are represented by a node with the t-lemma kolik. Which numeral is represented by
it can be inferred from the value of the grammatemes numert ype and inde f t ype. Possible combinations
of the numertype and indeftype grammateme values with nodes whose t-lemma is kolik - i.e. all deriv-
atives od this t-lemma - are in Table 4.5, “Adjectival derivatives of the numeral kolik”. For example:

Clovék miize mit nékolikeré obcanstvi. [t lemma = kolik; numertype =kind; indeftype=1indefl]
(=One can have several citizenships.)

relative, indefinite, interrogative, negative and totalizing pronouns (derivatives of the pronouns kdo, co,
ktery, jaky). Relative, indefinite, interrogative, negative and totalizing pronouns (sempos =n.pron.indef
or sempos =adj .pron. indef)make use of only four t-lemmas: kdo (=who), co (=what), ktery (=which)
and jaky (=what). All other pronouns are taken to be their derivatives. Which pronouns are represented by
which t-lemmas and which values of the indeftype grammateme they get is summarized in Table 4.6,
“Derivatives of the pronouns kdo, co, ktery and jaky”. For example:

Nikdo to délat nebude. [t _lemma = kdo; indeftype =negat] (=Nobody is going to do it.)

10



Tectogrammatical lemma (t-lemma)

d. relative, indefinite, interrogative, negative and totalizing pronominal adverbs (derivatives of the adverbs
Jjak and pro¢). Relative, indefinite, interrogative, negative and totalizing pronominal adverbs derived from
the adverbs jak (=how) and pro¢ (=why) (sempos = adv.pron.indef) are represented by nodes with
the t-lemmas jak or proc. The basic word form of these derivatives follows from the value of the grammateme
indeftype. Which adverbs are represented by which t-lemmas and which values of the indeftype
grammateme they get is summarized in Table 4.7, “Derivatives of the pronominal adverbs jak and proc”.

For example:

Bylo mu vieljjak. [t lemma = jak; indeftype = indef6] (=He felt strange (lit. in_different_ways).)

Table 4.4. Examples of (non-adverbial) derivatives of definite cardinal numerals

t-lemma

numertype tolik jeden dva tii Ctyii sto

frac - \jednina polovina tretina Ctvrtina setina

kind tolikery - dvoji troji Ctvery stery

ord tolikaty prvni druhy treti ctvrty sty

set tolikery - dvoje troje Ctvery stery

Table 4.5. Adjectival derivatives of the numeral kolik

t lemma: numertype

kolik

indeftype basic set kind ord

relat kolik (klic1i), kolikery |kolikery (klice) kolikery kolikaty
(dvere)

indefl nekolik (klicu), nekolikery (klice) nekolikery nekolikaty
nekolikery (dvere)

indef2 - - - -

indef3 - - - -

indef4 - - - -

indef5 - - - -

indef6 kdovikolik (klicii), kdovikolikery (klice), |kdovikolikery, kdovikolikaty,
kdovikolikery (dvere), |buthvikolikery, buihvikolikery, bithvikolikaty,
buhvikolik, cetrvikolik, |Cetrvikolikery, Cetrvikolikery, Cetrvikolikaty,
nevimkolik, ... nevimkolikery, ... nevimkolikery, ... nevimkolikaty, ...

inter kolik (klic1), kolikery (klice) kolikery kolikaty
kolikery (dvere)

negat - - - -

totall - - - -

total2 - - - -

11
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Table 4.6. Derivatives of the pronouns kdo, co, ktery and jaky

t-lema

indeftype kdo co ktery jaky

relat kdo, kdoz co, coz, o¢, nac, zac¢  |ktery, kteryz, jenz jaky, jakyz

indefl nekdo néeco nektery néjaky

indef2 kdosi, kdos cosi, cos kterysi jakysi

indef3 kdokoli, kdokoliv cokoli, cokoliv, cozkoli, | kterykoli, kterykoliv  |jakykoli, jakykoliv

cozkoliv

indef4 ledakdo, leckdo, ledaco, lecco, leccos, |lecktery, ledaktery lecjaky, ledajaky
ledakdos, ledaskdo ledacos, ledasco

indef5 kdekdo kdeco kdektery kdejaky

indef6 malokdo, kdovikdo, maloco, kdovico, maloktery, kdoviktery, |vselijaky, malojaky,
sotvakdo, zridkakdo, |sotvaco, ziidkaco, sotvaktery, ziidkaktery, |kdovijaky, sotvajaky,
vselikdo, nevimkdo, vselico, vselicos, vSeliktery, nevimktery, |zridkajaky, nevimjaky,
buhvikdo, cetrvikdo, ...|nevimco, bithvico, biithviktery, cetrviktery,|bithvijaky, cetrvijaky,

Cetrvico, ...

inter kdo, kdopak, kdozpak, |co, copak, cozpak, ktery, kterypak jaky, jakypak
kdoze coze, o¢, nac, zac

negat nikdo nic zadny nijaky

totall vSechen, veskery vSechen, vSechno, vse |- -

total2 - - kazdy -

Table 4.7. Derivatives of the pronominal adverbs jak and pro¢
t-lema

indeftype jak pro¢

relat \jak pro¢

indefl nejak -

indef2 \jaksi -

indef3 \jakkoli, jakkoliv -

indef4 lecjak, ledajak, ledasjak -

indef5 - -

indef6 vselijak, nevimjak, kdovijak, bithvijak, kdoviproc, nevimproc, bithviproc,
Certvijak, ... Certviproc, ...

inter \jak, jakpak, jakze proc, procpak

negat nijak -

totall - -

total2 - -

4.2.4. Derivation t-lemma + functor + grammateme

The following derivatives are captured with the help of the t-lemma, the numertype or indeftype grammateme

and the functor:

possessive counterparts of relative, indefinite, interrogative, negative and totalizing pronouns (derivatives

of the pronoun kdo). Possessive counterparts of relative, indefinite, interrogative, negative and totalizing
pronouns (sempos = n.pron.indef) make use of a single t-lemma: kdo (=who). Which pronouns are
represented by which t-lemmas and which values of the i ndeftype grammateme they get is summarized
in Table 4.8, “Possessive derivatives of the pronoun kdo”. For example:

ni¢i.APP kniha [t _lemma = kdo; indeftype = negat] (=nobody's book)

12
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relative, indefinite, interrogative, negative and totalizing pronominal adverbs with a directional
meaning (derivatives of the adverb kde). Relative, indefinite, interrogative, negative and totalizing pronom-
inal adverbs with a directional meaning (sempos = adv.pron. indef) are represented by a node with the
t-lemma of the corresponding locative adverb (kde (=where)). Which adverbs are represented by which t-
lemmas and which values of the i nde f t ype grammateme they get is summarized in Table 4.9, “Derivatives
of the pronominal adverb kde”. For example:

Nikudy.DIR2 to nejde. [t lemma = kde; indeftype = negat] (=There is no way to go; lit.
Through _no_way it goes.)

relative, indefinite, interrogative, negative and totalizing pronominal adverbs with a temporal meaning
(derivatives of the adverb kdy). Relative, indefinite, interrogative, negative and totalizing pronominal adverbs
with various temporal meanings (answering the questions “od kdy (=from when)”, “do kdy (=until when)”
etc.; sempos =adv.pron. indef))are represented by a node with the t-lemma of the corresponding adverb
with the simplest (basic) temporal meaning, i.e. with the t-lemma kdy. Which adverbs are represented by
which t-lemmas and which values of the indeftype grammateme they get is summarized in Table 4.10,
“Derivatives of the pronominal adverb kdy”. For example:

Kdypak. TWHEN prijdete? [t lemma = kdy; indeftype = inter] (=When will you come?)

adverbial derivatives of definite cardinal numerals. Adverbs with a definite quantitative meaning (sempos
= adj.quant.def) are represented by a node with the t-lemma of the corresponding cardinal numeral.
Which adverbs are represented by which t-lemmas and which values of the nume rt ype grammateme they
get is summarized in Table 4.11, “Examples of adverbial derivatives of definite numerals”. For example:

TFikrdt. THO a dost. [t _lemma = #i; numertype =basic] (=Three times is enough.)

adverbial derivatives of the indefinite numeral kolik Adverbial derivatives of the indefinite numeral ko/ik
(=how much/many) (sempos = adj .quant. indef) are represented by a node with the t-lemma of the
corresponding cardinal numeral (i.e. kolik). Possible combinations of the t-lemma, functor and grammatemes
numertype and indeftype are shown in Table 4.12, “Adverbial derivatives of the indefinite numeral
kolik”. For example:

Pokdovikolikaté. TWHEN uz se to podarilo. [t _lemma = kolik; numertype =ord; indeftype =indef6]
(=I don't know how many times it has turned out well.)

adverbial derivatives of indefinite gradable numerals. Adverbial derivatives of indefinite numerals, e.g.
malokrat (=few times), hodnékrat (=-many times), dostkrat (=lit. enough_times), vicekrat (=lit. more_times)
(sempos = adj.quant.grad), are represented by a node with with the t-lemma of the corresponding
cardinal numeral (i.e. mdlo (=few), hodné (=a lot), dost (=enough)). The basic word form of these adverbs
follows from the combination of the t-lemma, the value of the numertype grammateme (basic) and the
functor (THO). For example:

Stalo se to jen mdlokrdt. THO [t _lemma = mdlo; numertype =basic] (=Itonly happened few times.)

13
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Table 4.8. Possessive derivatives of the pronoun kdo

t lemma = kdo

functor

indeftype: |APP (or possibly AUTH, ACT)
relat ¢l

indefl néci

indef2 Cisi, Clis

indef3 Cikoli, cikoliv
indef4 lecct, ledaci
indef5 kdeci

indef6 maloci, kdovici
inter Ci, ¢ipak

negat nici

totall -

total2 -

Table 4.9. Deriva

tives of the pronominal adverb kde

t lemma =kde|functor
indeftype LocC DIR1 DIR2 DIR3
relat kde odkud kudy kam
indefl nekde odnéekud nékudy néekam
indef2 kdesi odkudsi kudysi kamsi
indef3 kdekoli, kdekoliv odkudkoli, odkudkoliv | kudykoli, kudykoliv kamkoli, kamkoliv
indef4 ledakde, leckde, - - -
ledaskde, leckdes
indefS - - - -
indef6 malokde, sotvakde, - - -
zridkakde, vselikde,
nevimkde, bithvikde,
Certvikde, ...
inter kde, kdepak, kdeze odkud kudy kam
negat nikde odnikud nikudy nikam
totall vSude odevsad, odevsud vSudy vSude
total2 - - - -
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Table 4.10. Derivatives of the pronominal adverb kdy

t lemma =kdy|functor
indeftype TWHEN TSIN TTILL TFHL THO
relat kdy odkdy dokdy, dokud - -
indefl néekdy - - - -
indef2 kdysi - - - -
indef3 - - - - kdykoli, kdykoliv
indef4 ledakdy, leckdy, le- |- - - -
daskdy
indef5 - - - - -
indef6 mdlokdy, sotvakdy, |- - - -
zridkakdy, nevimk-
dy, kdovikdy,
bithvikdy, certvik-
dy, ...
inter kdy, kdypak, odkdy dokdy, dokud - -
kdypakze, kdyze
negat nikdy - - - -
totall vzdy, vidycky - - navzdy, -
navzdycky
total2 - - - - -

Table 4.11. Examples of adverbial derivatives of definite numerals

t lemma = functor

jeden, t¥i, sto,

tolik ...

numertype TWHEN THO

basic - \jedenkrat, trikrat, stokrat, tolikrdt, ...
ord poprvé, potreti, posté, potolikate, ... -

Table 4.12. Adverbial derivatives of the indefinite numeral kolik

t lemma: numertype

kolik

indeftype basic ord

relat kolikrat pokolikaté

indefl nekolikrat ponékolikaté

indef2 - -

indef3 - -

indef4 - -

indef5 - -

indef6 kdovikolikrat, bithvikolikrat, certvikolikrat,  |pokdovikolikaté, pobithvikolikate,
nevimkolikrat, ... pocertvikolikaté, ponevimkolikate, ...

inter kolikrat pokolikaté

negat - -

totall - -

total2 - -

functor THO TWHEN
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4.3. Multi-word t-lemma

Multi-word t-lemma is assigned to nodes representing some multi-word lexical units (see Section 7.1, “Multi-
word lexical units”); it consists of all components of the given lexical unit (relevant at the tectogrammatical level);
the components are linked by the underscore mark.

We distinguish two types of multi-word t-lemmas:

A.

the multi-word t-lemma consists of the basic word forms of all components of the given (multi-word) lexical

unit.

This concerns:

a.

verbs with se or si. The t-lemma of a node representing a verb with se or si (inherently reflexive or re-
ciprocal verbs)), consists of the infinitive of the verb and the reflexive se or si, connected by the underscore
mark. For example:

Porad se smali. [t lemma = smat_se] (=They laughed all the time.)

Setkali se teprve véera. [t _lemma = setkat_se] (=They only met yesterday.)

multi-word conjunctions and conjunction pairs. The t-lemma of a node representing a multi-word
conjunction or conjunction pair consists of all parts of the given conjunction, which are linked by the
underscore marks. The order and form of the individual parts are determined by the chosen representative
t-lemma, which serves for various formal and word-order variants (see Section 4.4, “Representative t-
lemma”). For example:

Bud' prijdes ty, nebo prijdu ja. [t lemma = bud nebo)] (=Either you will come or I will.)

Prisli jak déti, tak dospéli. [t lemma = jak_tak] (=Both children and adults came.)

multi-word operators. The t-lemma of a node representing a multi-word operator consists of all parts
of the given operator, which are linked by the underscore marks. The order and form of the individual
parts are determined by the chosen representative t-lemma, which serves for various formal and word-
order variants (see Section 4.4, “Representative t-lemma”). For example:

Trva to dlouho, od jara pres celé léto az do zimy. [t _lemma = od_pries_do] (=It takes a long time,
from spring to summer and winter.)

numbers with the function of a “label”. The t-lemma of a node representing a (compound) number
with the function of a “label” (see Section 7.2, “Numbers and numerals™) consists of all parts of the
given number, linked by the underscore marks, in the surface word order. For example:

Zavolej mi na 737 677 228. [t _lemma = 737 _677_228] (=Call number 737 677 228.)

expressions of the form 'number+adjective’. The t-lemma of a node representing an expression formed
by a number and adjective consists of the number and the basic form of the adjective, which are linked
by the underscore mark. For example:

41 letd Zena [t lemma = 41_lety] (=41 year old woman)

5 hodinovd ¢ekaci doba [t _lemma = 5_hodinovy] (=5 hour waiting time)

surnames containing van, von, de etc.The t-lemma of a node representing a surname containing the
foreign prepositions van, von, de etc. consists of the foreign preposition, which is linked to the surname
by the underscore mark. For example:

skladatel Ludwig van Beethoven [t lemma = van_Beethoven] (=the composer L. van B.)

von Ryaniy otec [t lemma = von_Ryan] (=von Ryan's father)

the multi-word t-lemma consists of the actual surface forms of all words forming the given lexical unit.

This representation is used for dependent parts of idioms. The t-lemma of a node representing a multi-word
dependent part of an idiom (with the DPHR functor, nodetype = dphr; see Section 7.1.2, “Idioms”) consists
of the actual surface forms of the dependent parts (including prepositions) as present at the surface. For example:
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Vzal nohy na ramena. [t lemma = nohy_na_ramena] (=lit. (He) took legs on shoulders.)

Meél hluboko do kapsy. [t _lemma = hluboko_do_kapsy] (=lit. (He) had deep in pocket.)

4.4. Representative t-lemma

Synonymy is represented in PDT 2.0 only marginally so far. Representative t-lemmas are assigned to nodes that
represent various word-order, formal or stylistic variants of some of the following expressions and corresponds to
one of the variants:

a. pronouns, numerals, pronominal adverbs. With pronouns, numerals and pronominal adverbs, the synonymy
is represented with the help of a set of features attached to the t-lemma. Decisions regarding the stylistic and
formal variants of pronominal and numeral expressions are related to the representation of the derivational
relations between the expressions: stylistic and formal variants are subsumed under one representative variant;
as for the derived (stylistic or formal) variants, they are represented by the basic form of their base word. If
in the tables:

Table 4.2, “Derivatives of the pronominal adverbs tady and tam”,

Table 4.3, “Derivatives of the pronominal adverbs ted’, potom and tehdy”,
Table 4.5, “Adjectival derivatives of the numeral kolik”,

Table 4.6, “Derivatives of the pronouns kdo, co, ktery and jaky”,

Table 4.7, “Derivatives of the pronominal adverbs jak and proc”,

Table 4.8, “Possessive derivatives of the pronoun kdo”,

Table 4.9, “Derivatives of the pronominal adverb kde”,

Table 4.10, “Derivatives of the pronominal adverb kdy”,

Table 4.12, “Adverbial derivatives of the indefinite numeral kolik”,

in Section 4.2, “T-lemma of derived expressions” the t-lemma in a given row has more surface forms, they
are taken to be synonymous.

b. coordinating conjunctions and operators and other expressions. Synonymy is represented also with certain
connectives, operators and other marginal expressions (e.g. abbreviations) - see Table 4.13, “Representative
t-lemmas with conjunctions and operators” and Table 4.14, “Representative t-lemma with other expres-
sions”. For example:

Mezi smysly patii zrak a sluch a hmat a ¢ich. [t _lemma = a] (=Eyesight and hearing and touch belong to
the senses.)

pocinaje sloZitou dopravou na Strahov, preplnénym parkovistém, az po dlouhé fronty na listky [t _lemma =
od_do] (=from the difficult journey to Strahov to the long queues for the tickets)

Takové dité je tzv. nechlubitelné. [t _lemma = takzvany] (=You cannot boast with such a kid, so to speak.)

Table 4.13. Representative t-lemmas with conjunctions and operators

Representative t-lemma Surface variants

ani ani; ni

bud’ nebo bud’ - nebo; bud’ - anebo; bud'to - anebo; bud'to - nebo

od do od - do; od - po; od - k; pocinaje - po; od - pocinaje - po

od pres_do od - pres - do; od - pres - k; od - pres - po, pocinaje - pres - k
pocinaje_konce pocinaje - konce; pocinaje - a konce

conjunction (e.g. a) iterated conjunction (e.g. a - a - a)

Table 4.14. Representative t-lemma with other expressions

Representative t-lemma Surface variants

takzvany tzv.; tak zvany; takzvany, takzvané
to_znamena tzn.; to znamend

to_jest 4.; to jest
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4.5. T-lemma substitute

The term t-lemma substitute is used for artificial t-lemmas beginning with #. T-lemma substitutes are assigned
to:

a. newly established nodes that are not copies of other nodes (see Section 6.6, “Ellipsis™).

T-lemma substitutes: #AsMuch, #Benef, #Cor, #EmpNoun, #EmpVerb, #Equal, #Forn, #Gen, # Idph,
#Neg, #0blfm, #PersPron, #QCor, #Rcp, #Separ, #Some, #Unsp, #Total (see Table 6.8, “Survey
of newly established nodes” in Section 6.6, “Ellipsis™).

b. nodes representing personal and reflexive pronouns and their possessive counterparts.

T-lemma substitute: #PersPron.

c. nodes representing punctuation marks and other non-alphabetical/numerical symbols (if used at the
tectogrammatical level).

For their t-lemma substitutes see Table 4.15, “T-lemma substitutes of non-alphabetical/numerical symbols”.

Table 4.15. T-lemma substitutes of non-alphabetical/numerical symbols

Non-alphabetical/numerical symbol |Description of the symbol | T-lemma substitute
& ampersand #Amp
% per cent #Percnt
* asterisk #Ast
period #Period
three periods #Period3
colon #Colon
y comma #Comma
H semicolon #Semicolon
- hyphen #Dash
- dash #Dash
/ slash #Slash
( left bracket #Bracket
) right bracket #Bracket

List of all t-lemma substitutes (in alphabetical order). In Table 4.16, “List of all t-lemma substitutes (in al-
phabetical order).”, there is a list of all t-lemma substitutes occuring in the tectogrammatical trees. The t-lemmas
are in alphabetical order and it is always indicated whether they represent a word/symbol present in the surface
structure or whether they correspond to a newly established node (with no counterpart at the surface level). Fur-
thermore, it is specified which node type is usually connected with a particular t-lemma.
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Table 4.16. List of all t-lemma substitutes (in alphabetical order).

T-lemma nodetype is_generated |Node description
#Amp coap 0 node representing the symbol &
#AsMuch gcomplex 1 node for an expression introducing a consecutive clause
#Ast gcomplex 0 node representing the symbol *
#Benef gcomplex 1 node for the Beneficiary in control constructions
#Bracket coap 0 node representing a bracket
#Colon coap 0 node representing a colon
gcomplex
#Comma coap 0 node representing a comma
gcomplex
#Cor gcomplex 1 node representing the controllee in control constructions
#Dash coap 0 node representing a hyphen or dash
gcomplex
#EmpNoun complex 1 node representing an elided governing expression of
syntactic adjectives
#EmpVerb gcomplex 1 node representing the elided governing predicate of a
verbal clause
#Equal gcomplex 1 node for the elided adjective in positive in comparative
constructions
#Forn list 1 root node of a list structure for foreign-language expres-
sions
#Gen gcomplex 0 node for a general argument
#Idph list 1 root node of an identifying structure
#Neg atom 1 node for syntactic negation
#0blfm gcomplex 1 node representing an elided obligatory adjunct
#Percnt gcomplex 0 node representing the symbol %
#Period coap 0 node representing a period
#Period3 coap 0 node representing three dots
gcomplex
#PersPron complex 0 node representing personal or possessive pronouns (in-
cluding reflexives). With newly established nodes, the
#PersPron t-lemma signals ellipsis.
#QCor gcomplex 1 node representing the quasi-controllee in quasi-control
constructions
#Rcp gcomplex 1 node representing a valency modification omitted due
to its participation in a reciprocal relation
#Semicolon |coap 0 node representing a semicolon
#Separ coap 1 auxiliary node for representing parataxis
#Slash coap 0 node representing a slash
#Some gcomplex 1 node for the nominal part of a verbonominal predicate
in comparative constructions
#Total gcomplex 1 node for a non-expressed totalizer in constructions with
the meaning of a restriction
#Unsp gcomplex 1 node representing an unspecified valency modification

19




Chapter 5. Complex nodes and
grammatemes

Complex nodes (nodetype = complex) are nodes representing autosemantic lexical units (nouns, adjectives,
verbs, adverbs, numerals and pronouns). To be represented properly, autosemantic lexical units need apart from
a t-lemma and a functor (and possibly other attributes) also grammatemes (the tectogrammatical correlates of
morphological categories). The fact that complex nodes have grammatemes sets these nodes apart form all other
types of nodes.

5.1. Semantic parts of speech

Complex nodes can be classified as belonging to one of four semantic parts of speech. Semantic parts of speech
correspond to the basic onomasiological categories: substances, properties, circumstances.and events. They are:

semantic nouns (see Section 5.1.1, “Semantic nouns”),
semantic adjectives (see Section 5.1.2, “Semantic adjectives”),
semantic adverbs (see Section 5.1.3, “Semantic adverbs”),
semantic verbs (see Section 5.1.4, “Semantic verbs”).

Semantic nouns, adjectives and adverbs are further classified. The information about the membership of a complex
node in a particular (subgroup of a) semantic part of speech is encoded in the sempos attribute. The sempos at-
tribute (see Section A.2.8.13, “gram/sempos”) has 19 possible values (symbols assigned to individual values
are ordered in such a way that the first one is the one referring to the given semantic part of speech, other symbols
(referring to the individual characteristics) follow, separated by a period. The characteristics are organized from
the more general ones to the more specific ones).

Traditional autosemantic parts of speech. Words belonging to traditional autosemantic parts of speech can
usually be said to belong to the corresponding semantic parts of speech. Cases when semantic parts of speech do
not correspond to the traditional ones occur as a result of representing certain types of derivation (see Section 4.2,
“T-lemma of derived expressions”):

a. possessive adjectives (e.g.: matcin (=mother's), Pavliiv (=Pavel's)) correspond to semantic nouns (sempos
=n.denot).

b. deadjectival adverbs (e.g.: pekné (=nicely), rychle (=quickly)) correspond to semantic adjectives (sempos
=adj.denot).

Pronouns. Pronouns are usually understood as either semantic nouns, or adjectives - according to their syntactic
function:

a. personal and reflexive pronouns and their possessive counterparts (e.g.: ja (=I), ty (=you), vy (=you.pl),
muj (=my), jejich (=their), se (=REFL), sviij (=self's)) belong to semantic nouns (sempos =n.pron.def).

b. demonstrative and identifying pronouns (e.g.: fen (=this), tenhle (=this), tentyz (=the same), takovy (=such))
are taken to be either semantic nouns (sempos =n.pron.def .demon), or semantic adjectives (sempos
=adj.pron.def.demon, depending on their syntactic function). Cf.:

Ti uz neprijdou. (=These will not come again.) [_sethantic noun

Ten diim uz prodali. (=They have already sold the house.) [ _sethantic adjective

c. relative pronouns kdo, co and their derivatives, i.c. indefinite (e.g.: nékdo (=somebody), néco (=something),
ledakdo (=apprx. anybody), kdosi (=someone)), interrogative (kdo (=who), co (=what)), negative (nikdo
(=nobody), nic (=nothing)) and totalizing pronouns (vsechen (=all)), possessive counterparts of the pronoun
kdo (i.e. ¢ (=whose)) and its derivatives (e.g.: néci, nic¢i (=someone's, noone's), kdovici (=lit.
who_knows_whose))) are taken to be semantic nouns (sempos =n.pron. indef).

d. relative pronouns ktery (jenz) and jaky and their derivatives, i.e. indefinite (e.g.: néktery (=some), néjaky
(=some), vSelijaky (=all kinds of), ledajaky (=all kinds of)), interrogative (ktery (=which), jaky (=what)),
negative (Zadny (=no), nijaky (=no)) and totalizing pronouns (kazdy (=each/every)) are taken to be either
semantic nouns (sempos = n.pron.indef), or semantic adjectives (sempos = adj.pron.indef,
depending on their syntactic function). Cf.:
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Saty, jaké by se hodily na ples, tu neméli. (=They didn't have the dress that would be suitable for a ball.)
Knihu, kterou si pral, nemohla sehnat. (=She wasn't able to get the book (that) he wished to have.) [sethantic
nouns

Nevedeéla, jakeé Saty se by se na ples hodily. (=She didn't know what kind of dress would be suitable for a ball.)
Kterou knihu si pral? Kup mu néjakou knihu (=Which book did he wish to have?). Ta barva je nijaka. (=The
color is insipid.) [sethantic adjectives

Numerals. Numerals are usually taken to be semantic nouns or adjectives, according to their syntactic function:

a.

definite cardinal numerals jedna through devétadevadesdt are either semantic nouns (sempos =
n.quant.def), or adjectives (sempos = adj.quant .def, depending on their syntactic function). Cf.:

Vybrali tri. (=They chose three of them.) [seihantic noun

pét knih (=five books) [sethantic adjective

definite cardinal numerals sto, tisic, milion (and other ending with -ion), miliarda (and other ending
with -iarda) and fraction numerals (e.g.: tFetina (=(one) third), polovina (=(one) half)) have always the
meaning of a “container” and are considered semantic nouns (sempos =n.quant.def).

definite adjectival numerals, i.c. ordinal, sort and set numerals (e.g.: druhy (=(the) second), troje (=three
sets of), troji (=three kinds of)), are considered semantic adjectives (sempos = ad’j.quant.def).

definite adverbial numerals (multiplicative) (e.g.: tFikrdt (=three times), potreti (=for the third time),
tisickrat (=thousand times), posté (=for the hundredth time)) are considered semantic adjectives (sempos
=adj.quant.def).

definite cardinal numeral tolik and its adjectival derivatives (c.g.: tolikaty (=lit. so_much.ord), tolikery
(=so_much.set), tolikery (=so_much.sort)) as well as its adverbial derivatives (tolikrat (=so many times),
potolikaté (=for x-th time)) are considered semantic adjectives (sempos = adj.quant.def).

indefinite gradable cardinal numerals and their adverbial derivatives (e.g.: madlo, mnoho (=few/little,
many/much), hodnée (=a lot), malokrat (=few times)) are considered semantic adjectives (sempos =
adj.quant.grad).

indefinite numeral kolik and its adjectival and adverbial derivatives (e.g.: nekolik (=several), kolikpak
(=how many/much), kolikery (=how many sets), nékolikery (=several sets), pokolikaté (=lit. for n-th time),
kolikrat (=how many times)) are considered semantic adjectives (sempos = adj.quant. indef).

Other traditional parts of speech. Other parts of speech are represented by other than complex nodes, therefore,
no referrence to semantic parts of speech is made.

The relations between the semantic and traditional parts of speech are represented in Fig. 5.1. Arrows in boldface
indicate that the relation is “prototypical” (nouns prototypically belong to the class of semantic nouns, adjectives
to the class of semantic adjectives etc.), simple arrows indicate the distribution of pronouns and numerals between
the semantic nouns and adjectives and dotted arrows follow the classification based on derivational relations.

Figure 5.1. Relations between the semantic and traditional parts of speech

I nouns ] adjectives | pronouns numerals | adverbs [ verbs Iprep I conj. [ part. [inler].l

;". A'i'-'-'-:-""-'- ¥ 1:4 /

semantic nouns semantic adjectives semantic adverbs semantic verbs

5.1.1. Semantic nouns

Semantic nouns correspond to the basic onomasiological category of substance.

The inner structure of semantic nouns is presented in Fig. 5.2. The name of the subgroup is followed by its abbre-
viation (which is given as the value of the sempos attribute). Below the name of the subgroup, there is a list of
the grammatemes (in a box) relevant for the subgroup.

For a detailed survey of semantic nouns see Table 5.1, “Survey of semantic nouns”.
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Figure 5.2. Inner structure of semantic nouns

Semantic nouns (n)

number, gender
[umber, gender |

|

pronominal (pron)

N\

quaTl-t-iﬁcalinmll {quant)

denominal‘i_ng (denot)

e
can be negated (neg) definite (def) indefinite (indef) definite (def)
+ negation
+ indeftype
demonstrative (demon)  personal (pers)
Table 5.1. Survey of semantic nouns
sempos Grammatemes | Members T-lemma Example
Definition of lihe of the subgroup
of the subgroup subgroup
n.denot number traditional nouns (not |basic word form |psi (=dogs)
denominating gender ending with -ni, -#f or  |(nom. sg.) [t lemma = pes; num-
-o0st) T -
ber =pl; gender =
anim]
possessive adjectives  |nom. sg. of the |Martin pokoj (=Marta's
corresponding  |room)
foun [t lemma=Marta; num-
ber = sg; gender =
fem]
n.denot.neg number traditional nouns ending | basic word form |nezralost ditete (=the
denominating gende? with -ni, -ti or -ost (nom. sg) child's immaturity)
that can be negated negation non-negated form |[t lemma = zralost,
number = sg; gender
= fem; negation=
negl]
n.pron.def.demon [number demonstrative pronouns | basic word form |O tohle mi nejde. (=This
pronominal gender in ttl.le position of a syn- | (nom. sg.) is not the point.)
definite actic noun [t lemma =fen; number
demonstrative = sg; gender = neut]
nodes with the t-lemma | # EmpNoun Mluvil také o anglickem.
#EmpNoun (=He also talked about the
English one.)
{#EmpNoun [number =
sg;gender=anim|in-
an|neut]}
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n.pron.def.pers |number personal and reflexive |#PersPron |V jste se uz prihlasil.
. gender pronouns (=You have already re-
pronominal .
definite person gistered.)
personal politeness [t lemma = #Per-
sPron; number = sg;
gender = anim; per-
son=2;politeness
=polite]
possessive counterparts | #PersPron Tvij nazor nesdilim. (=1
of personal and reflexive don't share your view.)
pronouns [t lemma = #Per-
sPron; number = sg;
gender =anim; per-
son=2;politeness
=basic]
newly established nodes | #PersPron Odesel. (=He has left.)
with the t-lemma #Per- {(#PersPron [number
sPron =sg; gender =anim;
person=3;polite-
ness =basicl]}
n.pron.indef number relative pronouns ktery |ktery, jaky Ktera to je? (=Which one
. . . . o
pronominal gender gen.z) ta.nd ]qky a.nc(li tl{lielr is it?)
indefinite person derivatives, i.e. indefin- [t lemma = kfery; num-
indeftype |[ite, interrogative, negat- bor = sgigender =
ive and totalizing pro- fem: per’son =3 in-
nouns in the position of ’ T ’
. deftype = inter]
a syntactic noun
relative pronouns kdo, |kdo, co Nekdo to udélat musi.
co and their derivatives, (=Somebody has to do it.)
i.e. indefinite, interrogat- [t 1lemma = kdo; num-
ive, negative and totaliz- - T
. ber=sg;gender=an-
1Ng pronouns im;person=3;indef-
type =indefl]
possessive counterparts | kdo néeci tuzka (=somebody's

of the pronoun kdo and
its derivatives

pen)

[t lemma = kdo; num—
ber=sg;gender=an-
im;person=3;indef-
type =indefl]
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tactic noun

n.quant.def number cardinal numerals jedna |basic word form |Poznal jen jednu. (=He
quantificational gender through devadesat devét|(nom. sg.) only recognized one of
definite numertype |in the position of a syn- them.)

[t lemma =jeden; num-
ber = sg; gender =
fem; numertype =ba-
sic]

cardinal numerals sto,
tisic, milion (and other
ending with -ion), mil-
iarda (and other ending
with -iarda)

basic word form
(nom. sg.)

Prislo sto sudentii. (=One
hundred students came.)

[t lemma =sfo; number
= sg; gender = neut;
numertype =basic]

fraction numerals

nom. sg. of the
corresponding
cardinal numeral

Koupil dvé tretiny akcil.
(=He bought two thirds of|
the shares.)

[t _lemma =#4; number
=pl; gender = fem;

numertype = frac]

5.1.2. Semantic adjectives

Semantic adjectives correspond to the basic onomasiological category of property/quality.

The inner structure of semantic adjectives is presented in Fig. 5.3 (the structure is parallel to that in Fig. 5.2). For
a detailed survey of semantic adjectives see Table 5.2, “Survey of semantic adjectives”.

Figure 5.3. Inner structure of semantic adjectives

Semantic adjectives (ad))

denominating (denot)

+ degemp

pronominal (pron) quantificational (quant)

+ numertype

definite (def) indefinite (indef) definite (def) indefinite (indef) gradable (grad)

/ + indeftype | + indeftype | | + degemp |
demonstrative (demon)
Table 5.2. Survey of semantic adjectives
sempos Grammatemes | Members T-lemma Example
Definition of l[t)he of the subgroup
of the subgroup subgroup
adj.denot degcmp traditional adjectives  |basic word form |prijemnéjsi hudba (=more
denominating negation (nom. sg) pleasant music)

non-negated
form

[t lemma = pFijemny;
degcmp = comp; nega-
tion=neg0]

traditional adverbs
(deadjectival)

nom. sg. of the
corresponding
adjective

Zachoval se nepékné.
(=His behavior wasn't
nice.)

[t lemma = pékny; de-
gcmp = comp; nega-
tion =negl]
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adj.pron.def.demon | demonstrative and basic word form | Ten diim uz koupili.
pronominal, definite, 1dent1f}./1.ng pronouns in (nom.sg) (=They have bought the
. the position of a syntact- house)
demonstrative i adiecti
1cadjective [t lemma = ten]
adj.pron.indef indeftype |relative pronouns ktery |ktery, jaky Ta barva je nijaka. (=The
pronominal, indefinite aqd Jalqz anq their c}env— color is insipid.)
atives, i.e. indefinite, .
. i i [t lemma =jaky; in-
interrogative, negative — _
.. deftype = negat]
and totalizing pronouns
in the position of a syn-
tactic adjective
adj.quant.def numertype |definite cardinal numer- |basic word form |Koupil t#i domy. (=He
quantificational, definite als (]ednfz thrOl:lgh (nom. sg.) bought three houses.)
devadesat deveét) in the o
o . [t lemma =i, numer—
position of a syntactic - _ .
. type =basic]
adjective
definite adjectival nu- |nom. sg. of the |Umistil se na tretim miste.
merals, i.e. ordinal, sort|corresponding | (=He came in third)
and set numerals cardinal numeral o
[t lemma =#4%; numer—
type = ord]
definite adverbial (mul- ([nom. sg. of the |Volal tam uz dvakrat.
tiplicative) numerals  |corresponding |(=He has already called
cardinal numeral |them twice.)
[t lemma=dva;numer—
type =basic]
definite cardinal numer- | folik Tolik pripominek necekal.
al folik and its adjectival (=He didn't expect so
and adverbial derivat- many comments.)
1ves [t lemma = folik; nu-
mertype =basic]
adj.quant.indef numertype |indefinite cardinal nu- |kolik Vysvétluje to uz ponéko-
quantificational, indefinite indeftype mergl kolik and its gd- lz.kate. (/ =It's nqt .the first
jectival and adverbial time he's explaining that.)
derivatives [t lemma = kolik; nu-
mertype=ord;indef-
type = inedfl]
adj.quant.grad numertype |indefinite cardinal nom. sg. of the |nejmené chyb (=the fewest
degcmp (gradable) numerals and | corresponding | mistakes)

quantificational, gradable

their adverbial derivat-
ives (mdlo, malokrat)

cardinal numeral

[t lemma = madlo; de-
gcmp = sup; numer-
type =basic]

5.1.3. Semantic adverbs

Semantic adverbs correspond to the basic onomasiological category of circumstance.

The inner structure of semantic adverbs is presented in Fig. 5.4 (the structure is parallel to that in Fig. 5.2). For
a detailed survey of semantic adverbs see Table 5.3, “Survey of semantic adverbs”.
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Figure 5.4. Inner structure of semantic adverbs

Semantic adverbs (adv)

denominating (denot)

gradable (grad)

non-gradable (ngrad)

pronominalni (pron)

definite (def)

indefinite (indef)

+ indeftype

can be negated (neg) cannot be negated (nneg) can be negated (neg) cannot be negated (nneg)

+ negation

Table 5.3. Survey of semantic adverbs

+ negation

sempos Gram- Members T-lemma Example
Definition of the subgroup matemes of |of the subgroup
the subgroup
adv.denot.ngrad.nneg (0 (non-deadjectival) ad- |basic word form | Zistal dnes doma.
d . verbs that can be neither (=He has stayed at
enominating, non-gradable, red dabl I tod.
that cannot be negated negated nor are gradable ome today.)
adv.denot.ngrad.neg [negation [(non-deadjectival)ad- |basic word form|Je to neprilis dobreé.
denominating, non-gradable, ver(‘i)ls) that can be nc‘legl;l positive (non- (=It's not very good.)
that can be negated ated but are not gradable negated) form ([t lemma = pFilis;
negation=neqgl]
adv.denot.grad.nneg |degcmp (non-deadjectival) ad- |basic word form | Diim lezel nejnize z
denominating, gradable, that verbs that cannot be cele vesnice. (=The
negated but are gradable house was situated
cannot be negated ; ;
lowest in the village.)
[t lemma = dole;
degcmp = sup]
adv.denot.grad.neg negation |(non-deadjectival) ad- |basic word form|blize nespecifikovand
denominating, gradable, that can degemp verbs t(lilat ilan both Ze positive (non- trhmfmi’i (=t L;rth.er un-
be negated nl?lgate and are grad- negated) form specified explosive)
able [t lemma = blizko;
degcmp = acomp;
negation =neg0]
adv.pron.def 0 definite pronominal loc- | tady, tam, Odtud uz to neni
ative adverbs and their |tamtéz daleko. (=It's not far

pronominal, definite

directional derivatives

\from here.)
[t lemma = tady]

definite pronominal
temporal adverbs and
their various (temporal)
derivatives

ted’, potom, te-
hdy, onehdy,
predtim

Odted’ uz to nebudeme
Fikat. (=From now on,
we're not going to say
that.)

[t lemma =ted]

other definite pronomin-
al adverbs (demonstrat-
ive and identifying)

basic word form

Udgélal to pravé proto.
(=He did it just for this
reason.)

[t lemma = proto]
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adv.pron.indef indeftype

pronominal, indefinite

indefinite pronominal |jak, pro¢ Bylo mu vselijak. (=He
adverbs jak and proc¢ \felt strange.)
and their derivatives, i.e. e
) .. . [t lemma=jak; in-
indefinite, interrogative, — _

. . deftype=indef6]
negative and totalizing
pronominal adverbs
indefinite pronominal |kdy, kde Nikudy to nejde.
adverbs kdy and kde and (=There is no way to
their derivatives, i.e. in- go.)
deﬁntl.te, 1?tfrf9gat1ve, [t_lemma=kde; in-
negative, totalizing pro- deftype = negat]
nominal adverbs as well
as directional or various
temporal adverbs

5.1.4. Semantic verbs

Semantic verbs correspond to the basic onomasiological category of event. Semantic verbs as a group have no
further inner structure. For a survey of semantic verbs see Table 5.4, “Semantic verbs”.

Table 5.4. Semantic verbs

sempos |Verbal Definition T-lemma Examples
grammatemes of the group

v verbmod finite verb form basic word form (infin- | Studenti prisli na schiizi vcas.
deontmod infinitive itive) (=The students came in time to
dispmod participle the meeting.)
aspect transgressive (gerund) [t lemma = prijit; verbmod =
tense ) ind; deontmod =decl;
resultative dispmod=dispO0; aspect =
iterativeness

cpl;tense=ant;resultat-
ive=res0;iterativeness
=1t0]

Ty musis prijit. (=You must
come.)

[t lemma = pFijit; verbmod =
ind; dentmod = deb; disp-
mod =disp0; aspect =cpl;
tense=sim; resultative
=res0; iterativeness =
it0]

5.2. Grammatemes

Grammatemes are tectogrammatical correlates of morphological categories.

Grammatemes are only assigned to complex nodes (nodetype = complex), they are encoded in the gram at-
tribute, whose value is is in fact a structure made of individual attributes-grammatemes. An obligatory attribute
of this structure is the sempos attribute, the value of which clearly defines the set of the grammatemes relevant

for the given node.

Grammateme values. We distinguish basic and special values of grammatemes:

* basic values. Every grammateme has at least two basic values (e.g. sg and p1 for the number grammateme).
In regular cases, the grammateme has always one of the basic values. In case it is possible to assign more basic
values (and to exclude at least one of them), all the possible values are listed. For example:

Videél jen dva. [gender = inan|anim] (=He only saw two of them)

» special values are described in Table 5.5, “Special values of grammatemes”.
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Table 5.5. Special values of grammatemes

Special value |Relevant Relevant cases Examples
grammatemes
nr all grammatemes All basic values are possible in the Vypral si kalhoty. (=He washed
given case; none of them can be ex-  |Ais pants.)
cluded. [number=nr]
nil dispmod None of the basic values of the gram- |Prestari s tim zlobenim! (=Stop
tense mateme (i.e. the grammateme as such) |that!)
verbmod is relevant. [tense=nil]
inher gender The value of the grammateme follows | Muzi, kteri prisli, jsou nasi znami.
number from the value of the given gram- (=The men who came are our
person mateme of the coreferred node (the  |friends.)
politeness value is inherited). The value is as-

[gender=inher;number=in-

signed to all grammatemes of corefer- . .

. . . her; person=inher]
ring nodes (reflexives or relatives).
Sestra nema sviij nazor. (=My

sister hasn't got her own opinion.)
[gender=inher;number=in-
her;person=inher;polite-
ness=inher]

For a survey of grammatemes of semantic nouns, adjectives and adverbs, see Table 5.6, “Survey of non-verbal
grammatemes”. For a survey of grammatemes of semantic verbs see Table 5.7, “Survey of verbal grammatemes”.

Table 5.6. Survey of non-verbal grammatemes

Grammateme |Relevant subgroups Definition Examples

Values (sempos) of the grammateme

degcmp: adj.denot tectogrammatical correlate | prijemnéjsi hudba (=more pleasant

pos adj.quant.grad of the morphological cat- |music) [degcmp = comp]

comp adv.denot.grad.neg |egory of degree nejméné chyb (=fewest mistakes)

sup adv.denot.grad.nneg [degemp = sup]

acomp (abbrev1aF10n: gradand Je uz pozde. (=It's already late.) [de -

nr value adj .denot) gemp = pos]
vic [degcmp = comp] prijemné
(=more pleasantly) [degcmp = pos]
starsi Zena (=elder woman) [degcmp
=acomp]

gender: n.denot tectogrammatical correlate |dévcée (=girl) [gender = neut]

anim n.denot.neg of the morphological cat- Martin pokoj (=Marta's room)

. n.pron.def.demon egory of gender _

inan [gender = fem]

fem n.pron.def.pers

n.pron.indef O tohle mi nejde. (=This is not the

neut : - . B

. n.quant.def point) [gender = neut]

inher

nr (abbreviation: n) Nékdo to udélat musi. (=Somebody
has to do it.) [gender = anim]|
Byl tam jen jeden. (=Only one of them
was there.) [gender =anim| inan]
Prisli tri. (=Three of them came.)
[gender = anim]
Videl jen tri. (=He only saw three of
them.) [gender =nr]
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indeftype: |n.pron.indef it captures the semantic | Ten, kdo prisel. (=The one who came.)
relat adj.pron.indef feature in which the indef- |[indeftype =relat]
indefl adj.quant.indef ¥n1te, 1nterrqg.atlve, negat- Kdo pFisel? (=Who came?) [inde f -
. adv.pron.indef ive and totalizing pronouns iy
indef?2 . . . |type =1inter]
indef3 (abbreviation: indef) (and their adverbial deriv- . .-
 ndefa ) atives) differ from their |Nékdo priSel. (=Somebody has come.)
}ndef5 corresponding relative  |[indeftype =indefl]
inde
indef6 pronouns, by the t-lemma cisi chlapec (=somebody's boy) [in-
negat ?;thh they are represen- deftype = indef2]
totall jakykoliv vikol (=any task) [indef-
total2 type = indef3]
Miize to byt ledaskde. (=It can be at
various places.) [indeftype=1in-
def4]
Mysli si to kdekdo. (=Many people
thinkthis.) [indeftype=1indef5]
Biihvikteryden to bylo. (=God knows
which day it was.) [indeftype =
indefo]
To je vSechno. (=That's all.) [indef-
type =totall]
kazdy den (=every day) [indeftype
=total?2]
Nikdy uz to neudelam. (=I'll never do
it again.) [indeftype = negat]
negation: n.denot.neg it captures the fact whether |nezralost ditéte (=the child's immatur-
nego adj.denot the semantic noun (ending |ity) [negation = negl]
adv.denot.grad.neqg |with-ni,-# or -os?), adject-| .,. , _ .
negl ) dverb di prijemnd hudba (=pleasant music)
nr adv.denot.ngrad.neg Ive or adverb occured in [negation = neg0]
bbreviation: neg and value its positive or negative
(a . -neg form Zachoval se k nam nepékné. (=He
adj.denot) treated us not very nicely.) [nega-
tion=negl]
Pracuje blizko od domova. (=He
works near his home.) [negation=
neg0]
nekalé umysly (=bad intentions)
[negation =neg0]
number: n.denot tectogrammatical correlate | psi (=dogs) [number =pl]
g n.denot.neg of the morphological cat- olciy ndzor (=my father's opinion)
n.pron.def.demon egory of number _
pl [number = sqg]
. n.pron.def.pers
inher re s —
nr n.pron.indef nds (=our) [number = pl]

n.quant.def

(the value of the sempos at-

tributes contains: n)

Prislo sto studentii. (=One hundred
students came.) [number = sq]

To, co potrebujes, tu nemaji. (=They
don't have what you need.) [number
= inher]

\jedny dvere (=door) [number = sqg]

W jste se neprihlasil? (=You haven't
registered?) [number = sg]
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numertype: |[n.quant.def it captures the semantic  |Koupil dvé z nabizenych knih. (=He

basic adj.quant.def feature in which the given |bought two of the offered books.)

frac adj.quant.indef numeral is distinct from |[numertype =basic]

kind adj.quant.grad the corresponding cardinal Natrel troje dvere. (=He has painted

. numeral, by the t-lemma _ .
ord (abbreviation: quant) LT three doors.) [numertype =basic]
of which it si represented

set at the tectogrammatical | Koupil setinu akcii. (=He bought one

e level hundredth of the shares.) [numer-
type = frac]
Ztratil uz troje klice. (=He has already
lost three sets of keys.) [numertype
=set]
Ma dvoji obcanstvi. (=He has two cit-
izenships.) [numertype = kind]
Kolikaty pokus jsi provedl? (=How
many experiments have you done
already?) [numertype = ord]
Vysvetluje to uz podruhé. (=This is the
second time he's explaining that.)
[numertype = ord]

person: n.pron.def.pers tectogrammatical correlate | Jd uz jdu. (=1 am coming.) [person

1 n.pron.indef of the morphological cat- |= 1]

2 (abbreviation: n.pron) egory of person Tviij nazor nesdilim. (= I don't share

3 your view.) [person = 2]

inher Sviij nazor ti nereknu. (=I'm not telling

nr you my opinion.) [person=inher]
Nekdo to udeélat musi. (=Somebody
has to do it.) [person = 3]
Zachran se, kdo miizes. (=lit. Save
REFL who (you) can.) [person = 2]

politeness:|n.pron.def.pers it signal the use of the po-|Ja dnes neprijdu. (=I'm not coming

basic lite form today.) [politeness =basic]

polite Wy jste se jeste neprihlasil. (=You

inher haven't registered.) [politeness =

nr polite]

Svého psa jste jesté nevidel. (=You
haven't seen your dog yet.) [polite-
ness = inher]

W tam nepiijdete? (=You are not go-
ing there?) [politeness =nr]
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Table 5.7. Survey of verbal grammatemes

Grammateme Verb forms Definition Examples
Values assigned one of of the grammateme
the basic values
aspect: all verb forms tectogrammatical correlate |Nejradéji kupuje nabytek. (=He prefers
proc of the morpho-lexical cat- |fo buy furniture.) [aspect =proc]
cpl egory of aspect Nakoupil uz vse potiebné. (=He has
nr bought everything he needed.) [aspect
=cpl]
Cisari tam vzdy dobrovolné abdikovali.
[aspect =proc] (=The Emperors al-
ways abdicated voluntarily)
Cisar dobrovolné abdikoval. (=The Em-
peror abdicated voluntarily.) [aspect
=cpl]
deontmod: all verb forms it captures the fact whether |Musime zaplatit fakturu véas. (=We have
deb the event is understood as |70 pay the invoice in time.) [deontmod
hrt necessary, possible, permit- |= deb]
vol ted etc. Petr ti mél podklady poslat uz véera.
poss (=Petr was supposed to send you the
perm documents already yesterday.) [deont—
fac mod =hrt]
decl Chtic odejit, rozloucila se. (=Willing to
nr leave, she said good bye.) [deontmod =
vol]
Moct tak odejit! (=If only I could leave!)
[deontmod =poss]
Nesmis kourit. (=You mustn't smoke.)
[deontmod = perm]
Umi se vyborné pretvarovat. (=She is very
good at pretending.) [deontmod = fac]
Prisel na schiize véas. (=He came to the
meetings in time.) [deontmod = decl]
dispmod: non-imperative finite | it specifies whether the node | Tato studie se studentiim cetla dobre.
. verb forms is representing the predicate | (=/it. This article REFL student. DAT read
dispO o ..
disol of a clause with dispositional |well; apprx. It was easy for the students
ni lp modality to read the article.) [dispmod=displ]
nr Tato studie se cte dobre.(=lit. This study
reads well.) [dispmod =displ]
Spalo se mu tu vyborné. (=lit. Slept REFL
him.DAT here excellently; apprx. He slept
very well here.) [dispmod =displ]
Spi dobre. (=He sleeps well.) [d1spmod
=disp0]
iterativeness:|all verb forms it specifies whether the event | Chodival k nam casto. (=He used to come
it is presented as iterative, to see us often.) [iterativeness =
it1 multiple itl]
nr Jde zitra plavat. (=He is going swimming

tomorrow,) [iterativeness = 1it0]
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resultative: |all verb forms it specifies whether the event | Uvaril. (=He has cooked (the meal).)
res0 is presented as resultative |[resultative =res0]
resl Mel obed uvaren. (=lit. (He) had dinner
nr cooked.) [resultative = resl]
Mad uvareno. (<lit. (He) has cooked.)
[resultative =resl]
tense: non-imperative finite | tectogrammatical correlate |PiSe dopis. (=He is writing a letter.)
sim verb forms of the morphological cat- |[tense =sim]
ant transgressive (ger- - |egory of tense Bude psat dopis. (=He is going to write
und) _
post a letter.) [tense = post]
nil Napise dopis. [tense =post] (=He will
nr write/will have written a letter)
Rad by se dival na tu inscenaci. (= would
like to watch the programme.) [tense =
sim]
Hlasité zanarikavsi, odchazela. (=After
emitting a loud cry, she was leaving.)
[tense =ant]
Zitra jedu do Brna. (=Tomorrow I am
going to Brno.) [tense = sim]
verbmod.: finite verb forms tectogrammatical correlate |Studenti prisli na schiizi véas. (=The stu-
ind of the morphological cat-  |dents came to the meeting in time.)
imp egory of mood [verbmod= ind]
cdn Prijdte na schiizi véas! (=Come to the
nil meeting in time!) [verbmod = imp]
nr

My bychom prisii urcité véas. (=We would
definitely come in time.) [verbmod =
cdn]

Hlasité narikajic, odchdzela. (=She was
leaving, crying loudly.) [verbmod =
nil]

5.3. The sentmod attribute

The sentmod attribute (see Section A.2.18, “sentmod”) captures meanings similar to that of grammatemes but
it is assigned to the node on the basis of its position in the tree and not according to the value of its nodetype
and sempos attributes. It is assigned to the following nodes:

the root of a sentence,
the root of a subtree representing direct speech (see Section 7.5, “Direct speech”),

the root of a subtree representing a (syntactically independent) parenthesis, the effective roots of which are assigned
the PAR functor (see Section 6.5, “Parenthesis”).

The sentmod attribute contains the information regarding the sentence modality. The value enunc corresponds
to declarative clauses, excl to exclamative clauses, desid to optative clauses, imper to imperative clauses and
inter to interrogative clauses.

Examples:

Petr neprisel. [sentmod = enunc] (=Petr didn't come.)

Skola. [sentmod = enunc] (=School.)

VWhrali jsme! [sentmod = excl] (=We won!)

Kéz by neprisli! [sentmod = desid] (=I wish they didn't come!)
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Hodneé stesti! [sentmod =desid] (=Good luck!)
Prijdte véas! [sentmod = imper] (=Come in time!)
Pozor! [sentmod = imper] (=Watch out!)

Zavolali jste uz lékare? [sentmod = inter] (=Have you called the doctor?)

Piijdete ven nebo ziistanete tady? [sentmod = inter] (=Will you go out or will you stay here?)

33



Chapter 6. Sentence representation
structure

6.1. Dependency

The tectogrammatical level is based on the dependency conception. The basic idea of the dependency conception
is the fact that the use of the dependent element is determined by the use of the governing element, which stands
for the entire combination (the governing part has its syntactic distribution identical to that of the entire combination
of the governing and the dependent part). Dependency is reflected in the morphological form of the dependent
elements (i.e. by agreement in morphological categories between the dependent and the governing part ot in the
case of the dependent element). In accordance with some of the new syntactic approaches, the verb is considered
the core of the sentence and the subject is taken to be dependent on the verb.

Representing dependency in tectogrammatical trees. A dependency relation between two elements in a tecto-
grammatical tree is primarily indicated by an edge between two nodes that goes from the node representing the
governing element (governing node) to the node representing the dependent element (dependent node).

The PDT tectogrammatical trees differ from a dependency tree as defined in the theory, in which each edge represents
a dependency between two elements, and each dependency between two elements is represented by an edge, in
the following:

» representation of the second dependency with predicative complements, which is expressed by an attribute of
the type reference (see Section 6.1.1, “Dual dependency”);

» existence of non-dependency edges (see Section 6.1.2, “Non-dependency edges”),

» cases of ambiguous dependency relations, in which an edge between two nodes does not reflect exact dependency
relations in the sentence (see Section 6.1.3, “Ambiguous dependency”).

6.1.1. Dual dependency

The term dual dependency is used for such cases in which a modification (valency modification, or free modific-
ation) participates in a dual semantic dependency relation, i.e. it simultaneously modifies a noun and a verb (which
can be nominalized). The dependency on the noun can also be expressed formally (by agreement in grammatical
categories). Two cases are distinguished:

* dual dependency of an argument. Valency modifications (both prepositional and non-prepositional) with
dual dependency are represented as arguments of the governing verb and their functor is usually PAT or EFF
(i.e. their dependency on the verb is represented by an edge); their dependency on the noun follows from the
meaning of the verb, which is described by its valency frame.

* dual dependency of an adjunct - predicative complement. See Section 6.1.1.1, “Predicative complement”.

6.1.1.1. Predicative complement

Predicative complements are (optional) adjuncts that have two semantic dependency relations, i.e. they simultan-
eously modify a noun and a verb (which can be nominalized).

Representing predicative complements in tectogrammatical trees. Nodes representing predicative complements
have always the COMPL functor (see Section 8.11, “Functor for the predicative complement (COMPL)”). The two
dependency relations of the predicative complement (functor = COMPL) are represented by the following means:

* the dependency on the verb is represented by an edge,

» the dependency on the (semantic) noun is indicated with the help of the attribute compl . rf (see Section A.2.2,
“compl . rf”), the value of which is the identifier of the modified noun.

Representing predicative complements in tectogrammatical trees is illustrated in Fig. 6.1.
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Figure 6.1. Structure containing a predicative complement
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=lit. (He) spoke of him as of his father. APP
(=lit. (He) spoke of f his father.) T

A predicative complement can be a noun, adjective, numeral, non-finite verb form (participle, transgressive, infin-
itive) or a dependent clause (introduced by the conjunction jak). A predicative complement expressed by a noun
(adjective, numeral) can be introduced by the conjunctions jako, jakozto, coby or it can be non-prepositional. Ad-
verbial modifications and prepositional phrases are never considered predicative complements.

Examples:

Nasli kamardda nemocného.COMPL (=They found their friend ill.) Fig. 6.2

Pozvali toho chlapce jako predstavitele. COMPL hnuti. (=They invited the boy as a representative of the movement.)
Kluci prisli tri.COMPL (=lit. (The) boys came three.)

Odchazela porazena. COMPL (=She was leaving defeated.) Fig. 6.3

Odesel, zpivaje si. COMPL (=He left, singing to himself.)

Nasel Karla lezet. COMPL na posteli. (=He found Karel lying on his bed.)

Matka nasla dite, jak spi. COMPL (=Mother found her child sleeping.) Fig. 6.5

Construction of the type “sedél hlavu sklonénou” The group of transgressival predicative complements includes
also cases like “sed€l hlavu sklonénou (=he was sitting with his head bowed)”. These are constructions in which
the verb is followed by a transgressival construction with the governing transgressive of the verb mit (=have)
elided. The ellipsis is represented by a newly established node for an empty verb (t-lemma #EmpVerb, functor
= COMPL).

Sedeéla hlavu {#EmpVerb.COMPL} sklonénou. (=She was sitting with her head bowed) Fig. 6.4

NB! Such a newly established node is used also in some cases of direct speech (t _lemma = #EmpVerb, functor
= COMPL, here, this concerns the transgressive form of the verb 7ici (say)). For more details see Section 7.5,
“Direct speech”.

Nominalization of the governing verb. Constructions with predicative complements where the verb is nominalized
are represented in the same way. For example:

Posledni volby vyhradl s programem postavenym jako negace.COMPL programu minulého. (=...conceived of as the
negation of the former program.) Fig. 6.6

Predani domu coby zdaruky.COMPL probéhlo bez problémii. (=The handing over as a guarantee was without
problems.)
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Figure 6.2. Predicative complement Figure 6.3. Predicative complement
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Figure 6.6. Predicative complement
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6.1.2. Non-dependency edges
Some edges in a tectogrammatical tree do not represent dependency. We establish such non-dependency edges in
a tectogrammatical tree in order to represent parataxis and some other specific syntactic relations.

A non-dependency edge is:

A. the edge between the root node of the represented sentence and the technical root node of the tectogram-
matical tree (nodetype = root).

It is an auxiliary edge (of technical nature) without any linguistic interpretation.

B. the edge between the effective root node of an independent clause and its mother node.

Functors for effective root nodes of independent clauses (PRED, DENOM, PARTL, VOCAT, PAR; see Section 8.1,
“Functors for effective roots of independent clauses”) express non-dependency and they determine the clause
type. The edge to the mother node only integrates the particular nodes (subtrees) into a tectogrammatical tree.

C. edges in paratactic structures:
a. the edge between the root of the paratactic structure (nodetype = coap) and its mother node,

b. the edge between a paratactic structure root node and a direct element of the paratactic structure,
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c. the edge between a paratactic structure root node and the root of a shared modifier.

Dependency between modifications within a paratactic structure is always represented by two edges at least.
For example, the dependency of a terminal element of a paratactic structure on its governing node is indicated
- in a simple, non-embedded paratactic structure - by a combination of type a) and b) edges. In an embedded
paratactic structure, the dependency of a terminal element of the paratactic structure on its governing node is
indicated by a set of b) type edges and one a) type edge. Dependency of a shared modifier of terminal elements
is indicated by a combination of type b) and c) edges. For more on paratactic structures (including definitions
of the terms used) see Section 6.4, “Parataxis”.

edges in list structures:
a. the edge between the root of a list structure (nodetype = 11 st) and its mother node.

b. the edge between the root of a list structure and an item of the list (nodetype=fphr) or the root of an
identifying expression (either functor = ID, or nodetype = coap).

c. the edge between the root node of the list structure and the root node of the modifier of the list.

Edges between nodes in list structure have various meanings depending on the type of the list structure. In a
list structure for foreign-language expressions, type b) edges only collect individual nodes into a list (they do
not express dependency) while type a) edges express dependency of the entire list structure (the foreign-lan-
guage segment as a whole) on its governing node. In a list structure for identifying expressions, dependency
is represented by both type a) and b) edges. Type a) edges express dependency of the entire identification
structure; type b) edges express a special kind of dependency of the effective root of the identifying expression
(the nominative of identity). Type c) edges represent in both cases dependency on all items of the list as a
whole.

For more on list structures for foreign-language expressions see Section 7.4, “Foreign-language expressions”.
For more on list structures for identifying expressions see Section 7.3.1, “Identification structure”.

the edge between an atomic node and its mother node.

Edges above atomic nodes (nodetype = atom) integrate these nodes into the tree. Their meaning varies
depending on the functor of the particular atomic node. For more on the functors of atomic nodes see Sec-
tion 8.7, “Functors for rhematizers, sentence, linking and modal adverbials”. For more on rhematizers see
Section 10.4, “Rhematizers”.

the edge between a node the functor of which is DPHR or CPHR and its mother node.
A node the functor of which is DPHR or CPHR expresses the fact that it constitutes a single lexical item together
with its mother node (such a lexical item is usually represented by a single node). Therefore, the edge expresses

rather the fact that the expressions belong together than dependency. For more details see Section 7.1, “Multi-
word lexical units”.
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Figure 6.7. Examples of non-dependency edges I

o

t-pic234sourt i fs-s1
root

A

navstivit.enunc

f_ PRED_M

- —"

v decl dispQ.ind

cpl.it0.res0 E Ca

‘o
#PersPron i a
t_ACT f_RHEM CONJ
n.pron.def_pers atom ; coap %\
endernr.pl.1.basic
= i cb [|ob || ce
hrad zamek znamy

i PAT_M {_PAT_M i RSTR

ngdenot n.depoi  adj.denct ..
g inan B pos.negl

o [s]
Karlstejnenunc Hluboka enunc
f_PAR_P f PAR P
n.denot n.denot

inan.sg fem.sg

Navstivime i znamy hrad (Karlstejn) a zamek (Hluboka).
(=lit. (We) shall_visit also famous castle (Karlstejn) and manor (Hluboka).)

Figure 6.8. Examples of non-dependency edges I1
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Prispival do britskych Financial Times.
(=lit. (He) was_contributing to British Financial Times.)
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6.1.3. Ambiguous dependency

It is not always unambiguous what certain adjuncts (expressed by adverbs or prepositional phrases) are dependent
on: they do not have to modify only one modification in the sentence but rather they can modify several modifications
at the same time. Precise rules for cases of ambiguous dependency are still to be proposed; the following present
only a temporary solution.

The basic annotation rule is as folllows:

» if a free modification (expressed by a prepositional phrase or adverb) modifies a verb, it is dependent on this
verb whether it enters into other semantic relations or not.

The cases of the so-called dual function are the only exception.
Examples:
Stary muz prisel v otrhaném kabdaté. (=The old man came in a shabby coat.)
Prechdzel po pokoji neklidné. (=He was pacing the room restlessly.)

Dual function of a single modification. In those structures in which a modification has a dual (or multiple)
function (i.e. it modifies several modifications at the same time but it is present only once in the surface structure,
for stylistic or other reasons), such a modification depends on the node representing the lowest modification
modified by it and it is assigned the functor adequate to its real position. There is no explicit indication that the
modification has a dual function. Naptiklad:

Koupila jsem si pasek za sedmdesat korun. (=1 bought a belt for seventy crowns.)

= Koupila jsem si za sedmdesat korun MEANS pasek za sedmdesat korun RSTR (=lit. (I) bought AUX myself for
seventy crowns (a) belt for seventy crowns.) Fig. 6.9

Splatil dluhy pojistovné. (=He repaid his debts to the insurance company.)

= Splatil pojistovné.ADDR dluhy pojistovné. ADDR (=lit. (He) paid_back (to) (the) insurance company (his) debts
(to) (the) insurance_company.) Fig. 6.10

Mutual relation of two or more locative/directional or temporal modifications. Also modifications with the
same function (temporal or locative/directional), adjacent in the surface word order, enter into unclear semantic
relations. In principle, there are the following three cases:

a. apposition of two temporal or locative/directional modifications. Only those combinations are considered
appositions in which the individual modifications are separated by a comma or appositional conjunction; e.g.:

Ziistal doma, v Krkonosich. (=He stayed at home, in Krkonose.)

b. onetemporal or locative/directional modification dependent on another. The following cases are considered
cases of one modification dependent on another:

* one modification has the genitive form. For example:

Prijel ve ctvrtek 5. ledna. APP 1997. (=He came on Thursday 5th of January.GEN) Fig. 6.11

» cases of the so-called extent or time-span accusative further modified by a prepositional phrase. For
example:

Lezi to dva kilometry.1.0C od reky.DIR1 (=It is 2 km far from the river) Fig. 6.12

Oblékla se pul TWHEN hodiny pred zacdtkem. TWHEN predstaveni. (=She got dressed half an hour before
the beginning.)

» one modification is required by the valency of the other. Similar to these are cases in which the second
modification (expressed by a prepositional phrase) is a more or less valency modification with respect
to the preceding modification (expressed by an adverb). For example:

Prijel brzy. TWHEN po Vanocich.TWHEN (=He came soon after the Christmas.)

Odehralo se to daleko.1.0C od Moskvy.DIR1 (=t took place far from Moscow.)
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several sister modifications. If there are two (or more) temporal, locative/directional (or other) modifications
present in the construction at the same time and each of the modifications is relatively independent, the entire
construction is represented as involving two or more sister modifications dependent on the same governing
node (with the same functor): their order can be changed without any change in meaning; any of the modific-
ations can be omitted without any damage to the grammatical structure of the sentence. Both modifications
usually relate to the same situational moment and to the same location; one of them gives a general information
and the other one is more specific. For example:

Sejdeme se na Hlavnim nddrazi.1.OC v hale.1.0C (=We'll meet at the Main Station in the hall.) Fig. 6.13

Prijeli v unoru. TWHEN v roce. TWHEN 1999. (=They came in February 1999.)

Dependency relations in noun phrases (concord of two nouns). Also noun phrases which consist of a sequence
of nouns in the same form (not in apposition) present a case of ambiguous semantic relations. Precise rules are
available for two-member noun phrases, in which one of the nouns is a proper noun, and for bigger noun phrases
denoting persons, in which one of the nouns in the sequence is the name of the person:

a.

the noun phrase is a name of a person. If a two-member noun phrase is a name of a single person, the node
representing the proper noun is the governing node of the entire phrase. The node representing the common
noun depends on the node for the proper noun and has the RSTR functor; e.g.:

Dej to nasemu rediteli. RSTR Novdkovi . (=Give it to our director Novak.) Fig. 6.14

Bigger noun phrases. In bigger noun phrases denoting persons in which one of the nouns is the name of the
person, all common nouns depend on the proper noun and have the RSTR functor; e.g.:

0 neboztiku. RSTR panu.RSTR kormidelnikovi. RSTR Janu.RSTR Landgermanovi (=lit. about deceased Mr.
steersman Jan Landgerman.)

the noun phrase is not a name of a person. If the noun phrase is a name of an animal, an inanimate object
or another phenomenon, the governing node is a common noun. The node for the proper noun depends on
the commnon noun and has the RSTR functor; e.g.:

Na rece Vitavé RSTR jezdi parniky. (=There are steamboats on the Vitava river) Fig. 6.15

Other types of noun phrases with several nouns in the same form (e.g.: O neboztiku panu kormidelnikovi se uz
nemluvilo. (=lit. About deceased Mr. steersman REFL any more not_talked)) were analyzed on the basis of the
context and the rules above but the decision was up to the annotator. The node representing one of the inflected
nouns is chosen to be the effective root of the entire noun phrase. The other nodes depend on this effective root
node as its modifications and their functor is RSTR.
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Figure 6.9. Dual function of a single modification
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Figure 6.11. Mutual relation of two temporal modifications

Figure 6.10. Dual function of a single modification
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Figure 6.13. Mutual relation of two locative/directional modifications
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6.2. Valency

Valency modifications (in the broad sense of the word) include all kinds of elements that can modify a particular
lexical unit (or rather a lexical unit in a particular meaning). The term valency is, however, used in its narrower
sense here, namely: the valency modifications of a lexical unit are only its arguments and obligatory adjuncts (for
the distinction see Section 6.2.1, “Criteria for distinguishing different kinds of modifications”). These modifications
are always specified in the valency frame of the lexical unit (see Section 6.2.4, “Valency frames and the way they
are recorded in the valency lexicon”).

6.2.1. Criteria for distinguishing different kinds of
modifications

Arguments and adjuncts. Any modification can be classified as either an inner participant (argument) or free
modification (adjunct) - according to the type of dependency:

* free modifications are such modifications that can - if it is not excluded for semantic reasons - modify any
verb (word) and they can modify a particular verb (word) more than once.

* inner participants (arguments in the sequel) are such modifications that can modify a given verb only once
(except for the case of coordination) and they only modify a more or less closed class of verbs that can be listed.

It seems that there are the following five (verbal) arguments:
Actor (ACT), Patient (PAT), Addressee (ADDR), Origo (ORIG), Effect (EFF).

With nouns, there is one more argument: MAT. Other types of verbal modifications are considered to be adjuncts,
corresponding to temporal, locative/directional, manner and other kinds of adverbials (for the list of recognized
functors and their definitions, see Chapter 8, Functors and subfunctors).

Obligatory and optional modifications. A certain type of modification is either an argument, or an adjunct in all
its occurences. With respect to its governing element, the given modification can be either obligatory, i.c. obligat-
orily present in the deep structure of the sentence, or optional, i.e. not necessarily present. The obligatory - optional
distinction does not apply to the individual types of modifications directly; it expresses their relation to particular
lexical units (their governing verbs/nouns/adjectives..).

For determing whether a given modification is obligatory or optional, the so called dialogue test is used. The dia-
logue test helps to determine which arguments and adjuncts are obligatory and which are optional. It is used
whenever a modification is not present at the surface level but when it can be hypothesized that it is in fact (se-
mantically) obligatory. The dialogue test is based on the difference between questions asking about something that
is supposed to be known to the speaker - because it follows from the meaning of the verb he/she has used, and
questions about something that does not necessarilly follow from the meaning of the used verb. Answering a
question about a semantically obligatory modification of a particular verb, the speaker - who has used the verb -
cannot say: I don't know. Cf. the following dialogues.

Obligatoriness of an argument:

a.  A: Kdyz to vidél, koupil to. (=When he saw it he bought it)
B: Kdo? (=Who?)
A: *Nevim. (=*I don't know.)

b.  A: Kdyz to vidél, koupil to. (=When he saw it he bought it.)
B: Komu? (=For whom?)
A: Nevim. (=I don't know.)

c. A: Kdyz to videl, koupil to. (=When he saw it he bought it.)
B: Od koho? (=From whom?)
A: Nevim. (=I don't know.)

The verb koupit (=buy) has four arguments: Actor, Patient, Addressee and Origo. With the help of the dialogue
test, it can be determined which of these arguments are obligatory and which are optional. In dialogue a), the
speaker A cannot answer the question Kdo? (=Who?) by saying Nevim (=I don't know). The dialogue would not
make sense, then. On the contrary, the speaker does not have to know answers to the questions Komu? (=For/to
whom?) and Od koho? (=From whom?) in the dialogues b) and c¢). These modifications are contained in the
meaning of the verb, but not necessarily; they are optional. The Patient is obligatory both at the surface and deep
levels.

Obligatoriness of an adjunct:
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a.  A: Moji pratelé prijeli. (=My friends have arrived)
B: Kam? (=Where to?)
A: *Nevim. (=*I don't know.)

b.  A: Moji pratelé prijeli. (=My friends have arrived)
B: Odkud? Pro¢? (=Where from? Why?)
A: Nevim. (=I don't know.)

For the verb prijet (=come/arrive), the modification answering the question Kam? (=Where to?) is obligatory,
which can be seen from the impossibility of answering the question by saying Nevim (=I don't know). The speaker
has used the verb prijet, so it would make no sense to answer the question about the goal by saying Nevim (=1
don't know). On the contrary, the speaker does not have to know answers to the questions Odkud? (=Where from?)
and Pro¢? (=Why?) in dialogue b). The modification answering the question Kam? (=Where to?) is an adjunct;
it is, however, obligatory for the verb prijet.

Structure of a valency frame. By combining the criteria for distinguishing between arguments and adjuncts with
the criteria for distinguishing between obligatory and optional modifications, we get four possibilities. Valency
frames, representing individual meanings of words, contain all arguments of the given word and those adjuncts
that are obligatory in the given meaning (cf. the three pluses in Table 6.1, “Structure of a valency frame”).

Every verb has at least one valency frame - and often more, with one frame corresponding to one meaning of the
verb.

Table 6.1. Structure of a valency frame

Obligatory modifications | Non-obligatory (optional) modifications

Arguments + +

Adjuncts + -

6.2.2. Argument shifting principle

When determining the argument type, with the Actor (ACT) and Patient (PAT) we primarily use syntactic criteria;
with the other arguments also semantic criteria. For the discussion of the semantics of the individual arguments
(and their definitions), see Section 8.2, “Argument functors”. It holds that:

A. the first argument is always the Actor, the second one is the Patient. From this, it follows that:
» if a verb has only one argument, it is the Actor (ACT) regardless of its exact semantic relation to the verb.
» if a verb has two arguments, they are the Actor (ACT) and the Patient (PAT).
Determining the first and the second argument. When determining which argument is the first one (i.e.
the Actor), the basic rule is that the Actor occupies the subject position, i.e. the structural nominative position.
Only if one of the arguments is in the dative case and the other one in the nominative case, the semantics of

the arguments comes into account. If the argument in dative refers to the Experiencer (or Agent), we consider
the argument the Actor and the argument in the nominative the Patient; cf.:

Kniha.PAT se mi.ACT libila. (=l liked the book.)

Nase vyrobky.ACT se vyrovnaji cizim yyrobkiim.PAT (=Our products are as good as products from other
countries, lit. Our products. NOM REFL keep pace_with/are_a_match_for foreign products.DAT)

B. if a verb has more than two arguments, the semantics is important for determining the third and any
other argument.

As a consequence of this, the so called argument shifting takes place. Argument shifting (cf. Fig. 6.16):

a. means that if a verb has no argument in its valency frame that bears the cognitive role of an Agent (or another
role typical for the first participant - Actor), its position is taken up by the Patient (i.e. what would be assigned
the Patient functor under usual circumstances); e.g.

Kniha . ACT vysla. (=The book was published.)

b. ifaverb subcategorizing for two arguments has no argument that bears the cognitive role of a Patient, another
argument takes up its position (=is assigned the Patient label/functor). The following rule applies:
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» ifaverb has a potential Addressee/Origo and a potential Effect but has no Patient-like argument, then the
Patient position is taken up by the Effect-like argument. The Addressee and/or Origo-like arguments do
not undergo any shifting. For example:

Petr.ACT vykopal jamu.PAT (=Petr has dug out a hole.)

Jan.ACT vyspél z jinocha.ORIG v muze. PAT (=Jan grew up into a man - he is not a child any more; lit.
Jan grew _up from adolescent into man.)

+ if a verb has no Effect-like argument, the Patient position is taken up by the cognitive Addressee/Origo
(i.e. they shift to the position of the Patient). For example:

Ucitel ACT vyvolal zZdka.PAT (=The teacher asked a pupil to answer a question; lit. Teacher called upon
pupil.)

Z banalniho nachlazeni. PAT se vyvinulo zavazné onemocnéni. ACT (=4 slight/banal cold developed into
a serious illness; lit. From banal cold REFL developed serious illness.)

Figure 6.16. Argument shifting principle

ADDR

EFF

ACT | * PAT

TAY

ORIG

NB! The shifting only concerns the arguments. Adjuncts do not shift to argument positions. An adjunct that is
obligatory for a given verb (according to the criteria in Section 6.2.1, “Criteria for distinguishing different kinds
of modifications”) is always assigned an adjunct-like functor; e.g.:

Petr.ACT prijel do Prahy.DIR3 (=Petr came to Praha.)

The argument shifting applies to valency frames of all verbs, with the exception of complex predicates (for the
discussion see Section 6.2.4.2, “Valency frames of idiomatic expressions and complex predicates”). Argument
shifting also does not apply to valency frames of nouns and adjectives not referring to events and to valency frames
of adverbs.

6.2.3. Relations between verb meanings and valency
frames

Verbs usually have more than one meaning: each meaning is assigned a separate valency frame. This principle
is violated in cases of. competing valency modifications. These are cases in which one of the valency positions
may be occupied by modifications of different functors while the meaning of the verb is preserved. The potential
competition arises either between an argument and adjunct or among different types of adjuncts. There are two
ways to deal with these cases:

A. the basic way is tointroduce the concept of modification alternatives. So far, this is the solution adopted
only for the cases of different types of manner adjuncts competing for the same position.

For example, the valency frame for one of the meanings of the verb chovat se (=behave):

ACT(.1) MANN(*)|CRIT(*)|ACMP(*)|BEN(*)|CPR(*)

chova se laskave MANN (=his behavior is kind); ch. se podle pravidel. CRIT (=he behaves according to the
rules); ch. se otrocky.CPR (=his behavior is slavish); ch. se bezchybné.ACMP (=his behavior is flawless);
ch. se ku prospéchu véci.BEN (=his behavior is for the good)

B. in other cases of competition:

competition of the Addressee and directional modification (odebrat déti rodiciim.ADDR - odebrat déti od
rodicii.DIR1 (=take away the children from their parents)),
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competition between locative and directional modifications (umistit obrazek na nasténku.DIR3 - umistit
obrazek na nasténce.LOC (=place the picture on the notice board))

the given meaning of the verb is assigned as many valency frames as there are competing modifications.
The basic principle: one meaning - one valency frame is violated here.

Cf. the three valency frames for one of the meanings of the verb podat (=submit):

ACT(.1) PAT(.4) ADDR(.3)

podali své listiny uradu (=they submitted their documents at the office)

ACT(.1) PAT(.4) DIR3(¥)

podali své listiny na urad

ACT(.1) PAT(.4) LOC(*)

podali své listiny na uradé

6.2.4. Valency frames and the way they are recorded in
the valency lexicon

A valency frame record in the valency lexicon (PDT-VALLEX) is a sequence of records of the individual valency
modifications (types of dependents), separated by spaces. Valency modification alternatives (see Section 6.2.3,
“Relations between verb meanings and valency frames”) are separated by the | mark. The lexical meaning linked
to a given valency frame is specified by examples; often, synonyms and antonyms are provided, too, or aspectual
counterparts, if possible. In the example part of a valency frame record, one can also occasionally find so called
typical adjuncts, i.e. those modifications that are not required (semantically obligatory) but which are typical for
the given verb (noun, adjective) in the given meaning.

Valency modifications (in a valency frame) are presented in the following order: ACT, CPHR, DPHR, PAT, ADDR,
ORIG, EFF, BEN, LOC, DIR1, DIR2, DIR3, TWHEN, TFRWH, TTILL, TOWH, TSIN, TFHL, MANN, MEANS,
ACMP, EXT, INTT, MAT, APP, CRIT, REG. A valency modification record contains the information regarding the
functor and surface form of the given modification (see Section 6.2.4.1, “Surface form of a valency modification”).
The question mark preceding a functor specification indicates optionality; if the question mark is not present, the
modification is obligatory.

Cf. the valency frame for one of the meanings of the verb zmensovat (=shrink/decrease):

ACT(.1) PAT(.4) 70RIG(z+2) ?EFF(nat4)
zmenSovat ndjem z 8 na 6 tisic (=to reduce the rent from 8 to 6 thousand)

z. objem odpadu o prijatelné procento.DIFF (=to reduce the waste volume by a reasonable amount/per cent)

Empty valency frames. Valency frames may also be empty, i.e. they may contain no valency positions. Such a
valency frame is recorded as EMPTY.

6.2.4.1. Surface form of a valency modification

The surface form of a valency modification is the form as found at the analytical level. The surface form specific-
ation involves:

A. indication of the syntactic dependency. To indicate dependency, square brackets ([ ]) are used; sister nodes
are separated by a comma ( , ). The notation is, then:

governing-node[dependent-nodel, dependent-node2]

B. indication of the part-of-speech and morphemic properties. The requirements regarding the word class
(part of speech) and morphemics of individual nodes are encoded in an abbreviated form (using one symbol
for each category), introduced after a period or colon, in the following order: part of speech, gender, number,
case, degree. If a surface-level category is not specified, it means that the given valency modification may
get any value of the category.

In some cases, surface-form specifications include also information regarding the analytical forms (lemmas)
of certain dependent (analytical) nodes; prepositions, subordinating conjunctions and also dependent parts of
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idiomatic expressions. For the sake of simplicity, when specifying what kind of prepositional phrase is required
by a given verb, an abbreviated form is used. For example, na+4 is short for: na-1[.4].

Examples of surface-form specifications:

accusative:.4

adjective in the instrumental: .a7

possessive pronoun or adjective: .u

numeral: .m

pronoun: .p

infinitive: .f

adverb: .d

interjection: .i

direct speech: .s

masculine: .M

feminine: .F

neuter: .N

singular: .S

plural .P

(asyndetic) content clause (a subordinate clause beginning with a relative pronoun/adverb): .c
dependent clause, with any kind of conjunction: j[.v]

dependent clause with the conjunction Ze: ze[.v]

preposition o and a noun in the locative: o+6

the multi-word preposition na rozdil od plus a noun in the genitive: od[na,rozdil,.2]

A surface form of an obligatory adjunct is usually not specified, which means that usual forms can be used. This
is indicated by the star symbol ( * ), which is used instead of the explicit specification of the surface form. With
arguments, the surface forms are always specified.

Regular changes in the surface form (not indicated in the valency frame). A surface-form specification contains
all variants found in the analyzed data. A number of surface forms are the result of a productive (syntactic) process,
however. These derived forms are not specified in the valency frame. This concerns especially the following cases:

a.

passivization. Valency frames only specify those surface forms that occur in active sentences. For example:

Stavebni firma.ACT postavila diim.PAT (=The building company has built a house.)

Passive: Dum.PAT byl postaven stavebni firmou.ACT (=The house. NOM was built by a building company.IN-
STR)

The valency frame of the verb postavit (=build):ACT(.1) PAT(.4) 70RIG(z+2)

resultative. The surface form variants that are the result of a verb occuring in a resultative construction are
not specified in the verb's valency frame. For example:
Otec.ACT pronajal auto sousedovi. ADDR (=Father rented out a car to a neighbour.)

Resultative: Soused. ADDR ma auto pronajato od_otce/otcem.ACT (=lit. Neighbour NOM has car rented
from/by Father.)

The valency frame of the verb pronajmout (=rent out): ACT(.1) PAT(.4) ADDR(.3)

dispositional modality. The surface form variants that are the result of a verb occuring in a construction with
the dispositional modality meaning are not specified in the verb's valency frame. For example:
Zici. ACT pocitaji priklady. PAT (=The pupils are doing exercises.)

Dispositional modality construction: Priklady.PAT se Zakiim.ACT pocitaji dobie MANN (=lit. Examples. NOM
REFL pupils. DAT count/do well.)

The valency frame of the verb pocitat (=count): ACT(.1) PAT(.4,ze[.v],zda[.v],jestli[.v],.v[kolik])

forms used for expressing subtle shifts in the meaning of arguments. The basic form of an argument (e.g.
nominative for the Actor or accusative for the Patient) may be replaced by another form if a slightly differ-
ent/more specific meaning is to be expressed. These forms are used for a given meaning regularly, therefore
they are not mentioned as possible forms of individual valency modifications. For example:

Deset knih.ACT lezi na stole. (=Ten books are lying on the table.)
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Okolo deseti knih.ACT lezi na stole. (=Around ten books are lying on the table.)
Kolem deseti knih.ACT lezi na stole. (=Around ten books are lying on the table.)

Pres deset knih.ACT lezi na stole. (=More than ten books are lying on the table.)

K deseti kniham.ACT lezi na stole. (=Something like ten books are lying on the table.)
Po deseti knihdch.ACT lezi na stole. (=Ten books are lying on each table.)

The valency frame of the verb lezet (=lie): ACT(.1) LOC(*)

The presented meanings (partitivity, distributivity, approximation) are going to be represented by subfunctors
(assigned to the arguments) in a future version of PDT.

e. reciprocity. The fact that there is a reciprocal meaning in the sentence is signalled by the presence of se (mezi
sebou, k sobé (=lit. among themselves, to themselves; meaning: with/to/... each other); a typical form used
for expressing reciprocity is the form mezi+7. These expressions are understood as formal means of expressing
reciprocity; they are not recorded in valency frames (i.¢. in their surface-form specification part). For example:

Jednani premiéra s prezidentem (=lit. negotiation (of) Prime_minister with President) — jedndani mezi
premiérem a prezidentem (=lit. negotiation between Prime_minister and President)

The valency frame of the noun jedndni (=negotiation): ACT(.2,.u) PAT(0+6) ADDR(s+7)

f.  numeral+noun constructions. Certain numeral+noun constructions (see Section 7.2, “Numbers and numerals™)
are analyzed in such a way that the formally dependent noun (in the genitive) is understood as the governing
node of the construction whereas the formally governing numeral is taken to be the dependent node. The
genitive form is not included in the surface form specification. For example:

Divky.ACT koupily détem cokoladu.PAT (=The girls bought the children some chocolate. ACC)

Pét divek. ACT koupilo détem hodné cokolady.PAT (=Five girls bought. GEN the children a lot of chocol-
ate.GEN)

The valency frame of the verb koupit (=buy): ACT(.1) PAT(.4) ?ADDR(.3,pro+4) 70RIG(0d+2)

6.2.4.2. Valency frames of idiomatic expressions and complex
predicates

Idiomatic expressions (see Section 7.1.2, “Idioms”) and complex predicates (see Section 7.1.1.4, “Complex predic-
ates”) represent more complex cases; their dependent part is included in the valency frames as one of the valency
modifications (functor = CPHR or DPHR).

Valency frames of idiomatic expressions. When specifying the surface form of the dependent part of an idiomatic
expression, it is necessary to capture the following facts: how many parts (words) the dependent part has, what are
their morphological categories and often also the precise lexical content of these parts. There is a convention adopted
for encoding these requirements.

Examples of valency frames for idioms:

The valency frame for the verbal idiom: lapat po dechu (=gasp for breath):
ACT(.1) DPHR(po-1[dech.S6])
lapat po dechu

The valency frame for the verbal idiom: béhat mrdz po zadech (=approx.: give sb the creeps, the experiencer is
in the dative, the source is a PP):

ACT(.3) DPHR(mraz.S1,po-1[zada:P6])

mraz mi behal po zadech (=it was giving me the creeps)

Valency frames of complex predicates. For the establishment of valency frames for the verbal component of a
complex predicate two basic rules are to be followed:

+ the nominal component of the complex predicate (with the functor CPHR) is recorded as a member of the
valency frame, as is its valency modification.

49



Sentence representation structure

All complex predicates that have the same verb in their verbal part and the nominal part of which may be
formed by various synonyms and antonyms are assigned the same valency frame. In the surface-form specific-
ation of the nominal part of a complex predicate (with the CPHR functor), first, the set of synonyms and antonyms
is given in curly brackets and only after this enumeration the representation of the forms follows. The list of
the synonyms and antonyms (their lemmas) ends with three dots, which indicates that the list is not exhaustive;
it only comprises the cases collected so far.
* in the valency frame of the complex predicate there is no argument shifting.

The valency frame of a verb which is part of a complex predicate is always considered in relation to the valency
frame for the unmarked use of the verb. A new implementation of the shifting principle (actually, its doubling)
would blur the relationships between equivalent valency positions in the two valency frames: With complex
predicates, one valency position (Actor or Patient) of the unmarked valency frame becomes the nominal part
of the predicate and it is assigned the functor CPHR. Other valency positions are, in the majority of cases, taken
from the valency frame for the unmarked (semantically non-empty) use without change. They may, however,
undergo certain modifications: when part of a complex predicate, the verb may acquire another valency
modification or lose one of those it has in the unmarked use.

Examples:

Vedouci.ACT dal podrizenému.ADDR vyplatu.PAT (=The manager gave his subordinate his salary.)
The valency frame for one of the meanings of the predicate dat (=to give): ACT(.1) PAT(.4) ADDR(.3).
Vedouci.ACT dal podrizenému.ADDR prikaz.CPHR prijit. (=The manager gave his subordinate the order to come.)

The valency frame for the complex predicate dat prikaz (=to give an order): ACT(.1) CPHR({povéfeni, podpora,
souhlas, zprava, impuls, odpovéd’, moznost, piikaz, nadéje, popud, pficina, pravo, prilezitost, signal, Sance,...}.4)
ADDR(.3).

Udélal tuto ¢dst.PAT diplomové prdce. (=He did this part of the thesis)

The valency frame of the predicate in the unmarked use udeélat (=do): ACT(.1) PAT(.4).

Udeélal na mé. ADDR dojem.CPHR (=He made an impression on me)

The valency frame of the complex predicate udélat dojem (=to make an impression): ACT(.1) CPHR({dojem,...}.4)
ADDR(na+4).

No special valency frame is assumed for the noun that is part of a complex predicate. The nominal part carries the
meaning of the complex predicate; the noun enters the complex predicate with its “full” meaning (unlike the verb,
which becomes semantically empty), and thus it also has an “unimpoverished” valency frame.

6.2.4.3. Valency lexicon

The valency lexicon contains valency frames of semantic verbs, nouns, adjectives and adverbs. Individual valency
frames are clustered on the basis of what t-lemma they are related to (for the discussion of t-lemmas see Chapter 4,
Tectogrammatical lemma (t-lemmay)).

The valency lexicon was being constituted during the annotation; therefore, only those verbs, nouns, adjectives
and adverbs - i.e. those of their meanings - are included which occured in the analyzed data. For example, if a verb
has two different valency frames in the lexicon, it means that these two meanings of the verb were found in the
analyzed data; however, the given verb may have other meanings (i.e. other valency frames), too.

The current version of the valency lexicon contains:

» valency frames of all semantic verbs (and verbal idioms) found in the analyzed data.

» valency frames of those semantic nouns which constitute the nominal part of complex predicates (i.e. those
with the CPHR functor), found in the analyzed data.

» valency frames of those semantic nouns, adjectives and adverbs that have at least one argument as their
daughter node, i.e. a node with one of the following functors: ACT, PAT, ADDR, EFF, ORIG.

« valency frames for non-verbal idioms if the governing node is either a semantic adverb or a semantic noun.

» valency frames for non-verbal idioms if the governing node is a semantic verbal noun (a noun ending with -ni
or -tf). Other nouns that function as the governing nodes of idiomatic expressions are included in the valency
lexicon only selectively.

NB! Only complex nodes' t-lemmas are included in the valency lexicon (nodetype = complex). T-lemmas of
traditional verbs, nouns, adjectives and adverbs the nodet ype attribute of which has a value other than complex
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(according to the rules in Chapter 3, Node types) are not included in the valency lexicon (even if they have argu-
ments).

6.2.5. Representing valency in the tectogrammatical trees

The valency of a node is represented in a tectogrammatical tree in the following way:

* by assigning the node an adequate valency frame (from the valency lexicon). The val frame.rf attribute
(see Section A.2.22,“val frame.rf”) contains the identifier assigned to the valency frame corresponding
to the given meaning of the given word.

* by filling in the valency frame in the tectogrammatical tree. Filling in the valency frame in a tectogrammatical
tree means assigning functors to the dependent valency modifications (according to the assigned valency frame)
and generating new nodes for those obligatory modifications that are not present at the surface level of the
sentence. The rules for adding new nodes (for obligatory modifications) into a tectogrammatical tree are described
mainly in Section 6.6.1.2, “Ellipsis of a dependent meaning unit”.

The present state of valency representation in PDT. Not every case of valency requirements is represented
properly in the tree structures. Valency is represented properly with the following groups of complex nodes (checked
nodes):

all semantic verbs,

all semantic verbal nouns (ending with -ni and -#/) that are included in the valency lexicon.

all semantic nouns that represent the nominal part of a complex predicate (i.e. for all semantic nouns with the CPHR
functor),

all semantic adverbs included in the valency lexicon.

For the checked nodes it can be guaranteed that:

 they are assigned the appropriate valency frame. The value in the val frame.rf attribute is valid (which
might not be the case with unchecked nodes).

+ their valency frames are filled in, i.e. the dependent modifications are assigned the appropriate functors and
new nodes are generated if necessary (i.e. nodes for non-expressed obligatory modifications).

6.3. Clauses (governing, dependent, verbal,
non-verbal)

Sentences (represented by tectogrammatical trees) are formed by one or more clauses. Annotation of clauses differs
depending on whether the clause is verbal or non-verbal (see Section 6.3.1, “Verbal and non-verbal clauses™), and
on the kind of dependency (see Section 6.3.2, “Dependent and independent clauses (clause connecting)”).

6.3.1. Verbal and non-verbal clauses

The following types of clauses are distinguished, on the basis of their governing node (effective root):

verbal clauses (see Section 6.3.1.1, “Verbal clauses”),
non-verbal clauses (see Section 6.3.1.2, “Non-verbal clauses”).

6.3.1.1. Verbal clauses

Verbal clause is such a clause the governing node of which is a finite verb form or other forms with the function
of a verbal predicate. There are both dependent and independent verbal clauses.

The effective root node of an independent verbal clause has the PRED functor. If an independent verbal clause is
a parenthesis (see Section 6.5, “Parenthesis”), its effective root has the PAR functor (see Section 8.1, “Functors
for effective roots of independent clauses™). Effective roots of dependent verbal clauses are assigned functors on
the basis of their relation to their governing node.

The governing node (predicate) of a verbal clause can be:

e finite verb form.
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Otec spi.PRED (=Father is sleeping.)

non-finite verb form.
Sparta porazena. PRED ! (=Sparta defeated!)

Nevime, kam jit. PAT (=We don't know where to go.)

contextual ellipsis of a predicate (see Section 6.6.1.1, “Ellipsis of a governing meaning unit”).

Otec spi, matka taky. = Otec spi, matka taky { spi. PRED} (=Father is sleeping, mother too.)

grammatical ellipsis of a predicate. Also those clauses are considered verbal in which there is no verb but
which contain morphologically dependent forms of words. These are called constructions with an empty verb.
Their governing node is a newly established node for an empty verb, i.e. a node with the t-lemma substitute
#EmpVerb (see Section 6.6.1.1, “Ellipsis of a governing meaning unit”).

{#EmpVerb.PRED} Vodu! (=Water!)

{#EmpVerb.PRED} V Praze, v pét hodin. (=In Praha, at five o'clock.) Fig. 6.18

punctuation mark. A punctuation mark is the governing node of a verbal clause in those cases in which it
occupies the place of the missing verb and has its function. It is always possible to insert a simple verb (like
byt) into the clause and it is also possible to determine the function of the individual lexical units with respect
to the missing verb.

Doprava: viastni. [#Colon.PRED] (=lit. Transport: own.) Fig. 6.17

three dots. Three dots are the governing element of a verbal clause if they signal that the clause is not finished
and the predicate is not expressed.

Jenze... {#Period3.PRED} (=But...)

interjection. An interjection is the governing node of a verbal clause only if it plays the role of a verbal predicate
(otherwise it is the governing node of an interjectional clause Section 6.3.1.2, “Non-verbal clauses”).

Zajic hop.PRED do jamy. (=lit. Hare jump.interjection to hole.)

Figure 6.17. Verbal clauses with a punctuation mark in the role of the predicate

Doprava: viastni. (=lit. Transport: own.)

o

roct

Llon.enunc

~ PRED
qoomplex

\

doprava vlastni
c_ACT f_PAT
ndenct n.denot
fem.sg fem.sg
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Figure 6.18. Verbal clauses with ellipsis of the predicate

V Praze, v pét hodin. (=lit. In Praha, at five o'clock.)

root

#EmpVerb.enunc

t_FRED
qeomplex
Fraha hodina
f_LOC basic f_TWHEN.basic
n.denot n.denot
fem.sg fem.pl

pét

f_RSTR
adj.quant.def
basic

6.3.1.2. Non-verbal clauses

Non-verbal clause is a clause whose governing node is not a verb. Non-verbal clauses are usually independent.
They are dependent only in specific cases. Non-verbal clauses:

a.

nominative clauses. The governing node of a nominative clause is a noun in the nominative (and other forms
with the same function).

If a nominative clause is independent, its effective root has the DENOM functor. If an independent nominative
clause is a parenthesis (see Section 6.5, “Parenthesis”), its effective root has the PAR functor (see Section 8.1,
“Functors for effective roots of independent clauses™). In those specific cases in which the nominative clause
is dependent (direct speech, nominative of identity), its effective root has the functor according to its relation
to the governing node.

Examples of nominative clauses:

Diilezita udalost. DENOM (=An important event.) Fig. 6.19

Vitavska. DENOM

1989. DENOM

10 let. DENOM (=10 years)
Ctk.DENOM

vocative clauses. The governing node of a vocative clause is a noun in the vocative.

The effective root of a vocative clause has always the VOCAT functor (see Section 8.1, “Functors for effective
roots of independent clauses”); the only exception are cases in which the vocative clause stands in the position
of the nominative of identity (see Section 7.3, “Identifying expressions”).

Examples:
Jirko.VOCAT (= Jirka! VOC) Fig. 6.20

Zeptali se: Obcane NVOCAT , chces dychat Cisty vzduch a mit také teplo? (=They asked: Citizen, do you want
to breathe fresh air..?)
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napis Obcane.1D (=lit. Inscription: Citizen.VOC)

c. interjectional clauses. The governing node of an interjectional clause is an interjection or a yes-no particle.

The effective root of an interjectional clause has always the VOCAT functor (see Section 8.1, “Functors for
effective roots of independent clauses™); the only exception are cases in which the vocative clause stands in
the position of the nominative of identity (see Section 7.3, “Identifying expressions”).

Examples:
Pardon. PARTL (=Pardon me.) Fig. 6.21
Ano.PARTL (=Yes)

napis Aha.1D (=lit. inscription: I see)

Figure 6.19. Nominative clauses  Figure 6.20. Vocative clauses Figure 6.21. Interjectional clauses
Diilezita udalost. (=lit. Important  Jirko! (=lit. Jirka! VOC) Pardon.
event.)
o o
Q '
root root
root :
o] o
Jirka.enunc pardon.enunc
udalost.enunc f_VOCAT LPARTL
f DENOM n.cenot atom
n.denct anm.sg
fem.sg person_name
diilez ity
f_RETR
adj.denot
pos.negl

6.3.2. Dependent and independent clauses (clause
connecting)

Verbal and non-verbal clauses can be combined in two ways: either by a dependency relation or in a non-dependency
connection. There are:

» independent clauses, i.c. clauses the governing node of which is not dependent on any other node (of any
clause). Independent clauses are both verbal and non-verbal.

* dependent clauses, i.c. clauses the governing node of which is dependent on another node (of another clause).
Dependent clauses are mostly verbal clauses. In specific case they can also be non-verbal.

Non-dependency. Several types of non-dependency connections of verbal and non-verbal clauses are distinguished:

a. paratactic connection. The following combinations of clauses are considered paratactic (i.e. coordination
or apposition; for the annotation rules see Section 6.4, “Parataxis”):

verbal clause + verbal clause Kocka je.PRED [1s_member = 1] savec, ale savcem je. PRED
[i1s _member = 1] i velryba. (=The cat is a mammal but the
whale is a mammal too.)

nominative clause + nominative clause  |Jan Novdk.DENOM [is member = 1], Brno.DENOM
[is member =1] Fig. 6.22
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C.

vocative clause + vocative clause Mily Jirko VOCAT [is_member = 1], mily Petfe. VOCAT
[is_member = 1]/ (=Dear Jirka, dear Petr!)

interjectional clause + interjectional clause| Cha.PARTL [is member = 1], cha.PARTL [is_member =
1]

verbal clause + nominative clause Recenze.DENOM [1s_member = 1] knihy: Novou knihou
jsou.PRED [1s member = 1] Rozbité obrazy. (=Review: Rozbité
obrazy is a new book.) Fig. 6.23

vocative clause + interjectional clause Ach.PARTL [is member =1], Jirko.VOCAT [is member =
1)/ (=Oh, Jirka!)

specific non-dependency relations. The combination of a verbal or nominative clause and an interjectional
or vocative clause is not considered a paratactic connection but it is a specific non-dependency relation. The
effective root of the interjectional or vocative clause is represented as dependent on the effective root of the
verbal or nominative clause. The fact that this is not a dependency relation follows from the functor of the
effective root of the interjectional or vocative clause, which is always PARTL or VOCAT. The following
combinations are represented this way:

verbal clause + interjectional clause Ejhle. PARTL, to byla.PRED pravé ta kapicka. (=Oh, this was
the droplet.) Fig. 6.24
verbal clause + vocative clause Pane VOCAT, nehodldm.PRED tu ziistat déle. (=Sir, I'm not

staying any longer.) Fig. 6.25

nominative clause + interjectional clause |Ach.PARTL, ta prozlukld jména. DENOM (=Oh, those bloody
names!)

nominative clause + vocative clause Zavolal: Jirko. VOCAT, voda.PAT! (=He called: Jirka, water!)

parenthesis. Another case of non-dependency relations is the case of syntactically non-incorporated paren-
thesis. For the annotation rules see Section 6.5, “Parenthesis”.

Dependency. The basic type of combining two clauses in a dependency relation is:

a.

a complex sentence. Complex sentences are combinations of two or more verbal clauses in a dependency
relation. This means:

governing verbal clause + dependent verbal | Nevim.PRED, pro¢ odesel. PAT (=I don't know why he left.)
clause

The effective root of the dependent verbal clause has the functor corresponding to the type of dependency.
For more rules regarding dependent verbal clauses see Section 6.3.3, “Dependent verbal clauses (complex
sentences)”.

Specific cases of dependency relations:

dependent direct speech. All types of clauses can be used in the position of direct speech. For the annotation
rules see Section 7.5, “Direct speech”.

nominative of identity. All types of clauses can occur in the position of the nominative of identity. The effective
root of any clause in the position of the nominative of identity has the ID functor. For detailed rules see Sec-
tion 7.3, “Identifying expressions”.
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Figure 6.22. Paratactic connection of two nominative Figure 6.23. Paratactic connection of a nominative

clauses

Jan Novak, Brno.

o
roat
[+]
#lomma.enunc
CONJ
coap
MNowvak Brno
f_DENCOM_M {_DENOM_M
n.denat n.denot
anim.sg neut.sg

person_name

Jan

f_RSTR
n.denot
anim.sg
person_name

Figure 6.24. Connection of an interjectional clause
and a verbal clause

Ejhle, to byla prave ta kapicka. (<lit. Lo_and _behold,
this was just the droplet.)

O.
roat
_.'-i:'t}nunc
. f_PRED
decldisp0.ind
proc.itd.res0. ant
o o
ejhle ten pravé kapicka
t PARTL t_ACT f RHEM f_ACT
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t RSTR
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clause and a verbal clause

Recenze knihy: Novou knihou jsou Rozbité obrazy. (=lit.
Review: New book is Broken pictures.)

o
roct
=]
#Colon.enunc
APPS
coap
recenze yi
f DENOM_M [f_PRED_M
n.denot v decldisp0.ind
fem.sg proc.itd.res0.sim

}

kniha kniha obraz
f_PAT c PAT f{_ACT
ndenot ndenct ndenct
fem.sg fem.sg inan.pl

SN

nowvy roz bity
f_RETR  f{_RSTR
adj.denct adj.denot
pos.negl  pos.negl

Figure 6.25. Connection of a vocative clause and a
verbal clause

Pane, nehodlam tu ziistat déle. (=lit. Sir,
1 _am_not willing here to_stay any _longer.)

0.
root
zlstat. enunc
f PRED
‘vvol.disp0.ind
ccpl.itD.resD.sim
o o \:
pan tady #PersPron #Neg dlouhy
t VOCAT t_LOCbasic t_ACT f RHEM f_THL
ndenot  adv.prondef n.prondef pers atom adj.denot
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Table 6.2. Types of dependent verbal clauses

Dependent clause

Definition

Connective

Examples

Content clause

It stands for an argument of a word
(verb, event noun..) in the governing
clause.

The effective root has an argument
functor.

subordinating conjunction
relative expression

Relative elements introdu-
cing content clauses have
no coreferred elements.

Rekl, <ze> prijde EFF
(=He said he would come.)

Zeptal se, kdoprijde. PAT
(=He asked who was com-

ing.)

Relative clause

It further specifies, modifes a noun
phrase in the governing clause

The effective root of the dependent
clause has the RSTR functor.

relative expression
connective co

Relative elements introdu-

cing relative clauses corefer
with the modified noun (see
Section 9.2, “Grammatical

coreference”).

Otdzka, kterd nebyla zod-
povezena.RSTR, si zada
odpovéd. (=The question
that was not answered...)
Ten kluk, <co> ho.PAT
Jirka potkal RSTR, bydli v
nasi ulici. (=The boy Jirka
met lives in our street.)

Adverbial clause

It is a temporal, locative/directional,
manner or other modification of an
element in the governing clause.

The effective root of a dependent
clause has an adjunct functor.

subordinating conjunction
relative expression

<Kdyz> bude.COND hezky,
pujdeme ven. (=If it is nice
we'll go out.)

Sel, kam ho nohy
nesly.DIR3 (=He went

where his feet took him.)

6.3.3. Dependent verbal clauses (complex sentences)

In a complex sentence, the following is distinguished:

» governing clause, i.c. the clause (a part of) which is modified by another clause.

* dependent clause, i.c. a clause that modifies another clause or its part.

The effective root of a dependent clause always depends on the effective root of the modified element. If a dependent
clause modifies the content of the whole governing clause, its effective root node depends on the effective root of
the governing clause. Three types of dependent verbal clauses are to be distinguished in the annotation (see Table 6.2,
“Types of dependent verbal clauses”).

6.3.3.1. Dependent verbal clauses without a finite verb form

Dependent verbal clauses with no finite verb form include:

dependent infinitival constructions,
dependent participial constructions,
transgressival constructions.

If there is a non-finite verb form in a dependent clause (instead of the finite verb form; i.e. the infinitive, participle,
transgressive) this non-finite form is the effective root of the dependent clause. A dependent clause without a finite
verb form can be:

a. an argument. It is the predicative-complement-like position (i.e. there is dual dependency involved, see
Section 6.1.1, “Dual dependency”).

a predicative complement (for the annotation rules see Section 6.1.1.1, “Predicative complement”).

c. an adverbial clause. In some exceptional cases, a dependent verbal clause without a finite verb form can
also have an adverbial meaning, especially when introduced by a subordinating conjunction.

Transgressival constructions are always analyzed as predicative complements.

Examples:

Profesor, inspirovan.COMPL clankem, predndsel o novych probléemech. (=The professor, inspired by the article,
held a lecture on the new issues.) Fig. 6.28

Zistava inspirovan.PAT clankem. (=He stays inspired by the article.)
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Diim, ac zadluzen.CNCS, byl prodan velmi rychle . (=The house, although indebted, was sold very quickly.)
Mas dve moznosti, jak ziskat. PAT penize. (=You have got two possibilities how to get money.) Fig. 6.26
Nebyt.COND vas, nebyl bych tady. (=If it were not for you I wouldn't be here.)

Odesel, maje.COMPL vztek na cely svet. (=He left, being mad at the whole world.)

Frozen infinitival and transgressival constructions. The verb form in frozen infinitival and transgressival con-
structions (the subject of the transgressive does not agree with the subject of the governing clause) is considered
an adverb sempos = adv), which has kept part of its verbal valency. Frozen verbal constructions are often inter-
preted as non-verbal idioms (see Section 7.1.2, “Idioms”). The t-lemma of a node representing a frozen verb form
is the actual frozen form. The node for the frozen verb form is assigned a functor according to its position in the
sentence. For example:

Soudé.COND podle ministra zahranici, je to Spatny vykon. (=Judging with the Minister, it is a bad performance.)
Fig. 6.29

Prijdu,co.DPHR nevidét. TWHEN (=I'll come very soon, lit. what not to_see.)

NB! Certain transgressival constructions have petrified to such an extent that they are considered secondary pre-
positions, e.g.:

Pozvali vsechny pribuzné <vyjma> jeho bratra.RESTR (=They invited all the relatives except for his brother.)

Non-agreeing participial constructions. Non-agreeing participial constructions are analyzed as conditional clauses
(for syntactically incorporated parentheses, see Section 6.5, “Parenthesis”). For example:

Upiimné feceno.COND , vybrala si Spatného partnera. [is_parenthesis = 1] (=Frankly speaking, she has
chosen a wrong partner.) Fig. 6.27

Figure 6.26. Dependent infinitival constructions

Mas dve moznosti, jak ziskat penize. (=lit. (You) have two possibilities how to_get money.)
root

mit.enunc
_PRED,
v decl.dispD.ind
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58



Sentence representation structure

Figure 6.27. Non-agreeing participial constructions

Uprimné receno, vybrala si Spatného partnera. (=Frankly said, (she) has_chosen REFL wrong partner.)

root

ric

A

cplitD.res0 tense:nil anim
#Gen #Gen #PersPron upfimmy
t ACT_FP t_ADDR_FP t_EFF_P f_MANN_F

qcomplex gcomplex  n.prondefpers  adjdenot
neut.sg. 3. basic  pos.negl

Figure 6.28. Dependent participial constructions
Profesor, inspirovan ¢lankem, predndsel o novych

problémech. (=lit. Professor, inspired by the_article,
lectured on new issues.)

root R
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Figure 6.29. Frozen transgressival constructions
Soudé podle ministra zahranici, je to Spatny vykon.

(=Judging according to Minister (of) Foreign_affairs,
is it bad performance.)
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Constructions with adjectives introduced by subordinating conjunctions. If an adjective modifying some
modification is introduced by a subordinating conjunction, this construction is analyzed as a dependent verbal
clause in which the predicate is omitted. A new node for the missing predicate is added to the tree (#EmpVerb)
with the functor corresponding to the meaning of the conjunction. The node for the adjective depends on the node
for the empty verb as its Patient. The dependent clause modifies either another adjective or a(n entire) noun phrase.
For example:

Ma sviij hluboky, <prestoze>{#EmpVerb.CNCS} zkarikovany.PAT smysl. (=It has its deep, though twisted sense.)
Fig. 6.30

Merit néco platnym, <byt> {#EmpVerb.CNCS} spletenym.PAT zdakonem. (=To judge something with respect
to a valid, though confusing law.)

Figure 6.30. Adjective introduced by a subordinating conjunction

Ma sviij hluboky, prestoze zkarikovany smysl. (=lit. (It) has its deep, though twisted sense.)

root
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mitenunc
_PRED

v decl.dispD.ind
proc.it.res0.sim

#PersPron smysl
t_ACT f_PAT

n.prondef.pers  ndenot
inan.sg.3.basic  inan.sg

Y,
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#EmpVerb
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6.3.3.2. Supporting elements

Supporting elements are pronominal expressions (pronouns, pronominal adverbs) in the governing clause that
refer to the dependent clause and signal its function (by overt morphology).

Supporting elements do not have a node of their own. They are referred to in the a/aux . r  attribute of the effective
root of the dependent clause. The effective root of the dependent clause is assigned a functor according to the
meaning of the supporting element and the connective and depends on the effective root node of the governing
clause.

Correlative pairs. Supporting elements form correlative pairs with the connectives in the dependent clause. These
correlative pairs are divided into two groups according to whether the connective in the dependent clause is a
subordinating conjunction or a relative expression (a pronoun or an adverb):
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supporting element + conjunction. When a supporting element and a conjunction constitute a correlative

pair, the entire correlative pair is hidden in the tectogrammatical tree. the a /aux . r £ attribute of the effective
root node of the dependent clause contains a reference both to the supporting element and the conjunction.

supporting element + relative expression. If the connective is a relative expression, only the supporting

element is hidden in the tree: the a/aux. rf attribute of the effective root node of the dependent clause
contains a reference to it. Relative expressions are always represented by a separate node.

The basic types of correlative pairs are described in Table 6.3, “Types of supporting elements”.

Table 6.3. Types of supporting elements

Correlative pair

Definition

Examples

pronoun “ten”
+ connective

The pronoun ten is considered a supporting
element only when preceding a content or
adverbial clause (not a relative clause).

Neumela vysveétlit <to>, co.PATudelala. PAT
(=lit. (She) couldn't explain that what (she)
did.) Fig. 6.33

Znepokojil se <tim>, <ze> neprisla. MEANS
(=He was worried by the fact (lit. that) that
she hadn't come.)

Cim.DIFFje.DIFF vino starsi, <tim> je
lepsi. (=The older the wine, the better it is;
lit. By what is wine older by _that is better.)
Fig. 6.34

pronoun “takovy”
+ connective

The pronoun takovy can be a supporting ele-
ment when preceding a predicate clause or a
relative clause, which are introduced by the
relative pronoun jaky.

Pridelili nam vedouciho <takového>
\[aky.ACT se jim hodil RSTR (=They assigned
us a boss that (lit. such which) was conveni-
ent for them.) Fig. 6.31

pronominal adverb
+ connective

Pronominal adverbs (tam, odtud, tudy, tehdy,
proto) are considered supporting elements if
their function in the governing clause is the
same as the function of the relative adverb
(kde, kam, odkud, kdy) in the dependent
clause or if the dependent clause is introduced
by a conjunction.

S'eljen <tam>, kam.DIR3 ho pozvali. DIR3
(=lit. (He) went only there where (they) him
invited.) Fig. 6.32

Bydleli tam <odtehdy>, odkdy.TSIN jim to
bylo dovoleno.TSIN (=They lived there from
the time (lit. from then from when) they were
allowed to.)

Udélal néco <proto>, <aby> prisla.ATM
(=He did something for her to come.)

Dostal <tolik>, kolik.PAT chtél.PAT (=He

got as much as he wanted.)
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Figure 6.31. Supporting element “takovy”

Pridelili nam vedouciho takového, jaky se jim hodil. (=lit. (They) assigned us boss such which REFL them suited.)
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Figure 6.32. Pronominal adverb as a supporting element
Sel jen tam, kam ho pozvali. (=lit. (He) went only there where (they) him invited.)
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Figure 6.33. Supporting element “ten” Figure 6.34. Supporting element “ten”

Neuméla vysvétlit to, co udélala. (=lit. (She) couldn't explain that Cim je vino starsi, tim je lepsi. (=lit. By what

what (she) did.) is wine older by _that is better.)
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6.3.3.3. False dependent clauses

False dependent clauses are such clauses that have the form of a dependent clause but their semantic relation to
the other (governing) clause is rather that of coordination. False dependent clauses are either relative or conjunc-
tional clauses. By the use of a subordinating conjunction the speaker introduces a new meaning (purpose, condition)
into the sentence, which is in fact not present between the clause contents. When analyzing constructions with
false dependent clauses, the form and not the content is the criterion. The effective root of the dependent clause is
assigned a functor according to the meaning of the connective and depends on the effective root node of the gov-
erning clause.

Examples:

Spadl pod viak, ktery ho prejel RSTR (=He fell under a train, which ran over him.)

Odesel, <aby> se uz nevratil AIM (=He left not to come back again.)

<Jestlize> Sparta v prvni tietiné vvhravala.COND , nakonec prohradla. (=Sparta was leading in the first third only
to lose in the end.)

NB! If the connective could be considered a coordinating conjunction, the construction is analyzed as paratactic.
The following constructions are considered paratactic:

a.  constructions with the connectives coZ, piicemz, nacez, procez, zacez, aniz. The connectives pricemz, nacez,
procez, zacez, aniz are taken to be coordinating conjunctions. The connective coz (also in oblique cases: bez
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cehoz, cemuz, za coz) is often a valency modification in the clause it introduces. The root of the paratactic
structure, then, is the node for the present punctuation mark. The effective root of the attached clause has the
same functor as the other paratactically connected element. For example:

Nedohodli se, procez.CSQ nastal novy boj. [nodetype=coap] (=They didn't find a solution, which is why
new fights started.) Fig. 6.36

Pri reklamaci doslo k chybé, za coz. PAT se vam omlouvdme. [#Comma.CONJ]| (=There was an error in
processing the complaint, for which we apologize.) Fig. 6.35

b. constructions with the connectives kdeZfo and takZe. The conjunctions kdezto and takZe are considered co-
ordinating conjunctions and the clauses they connect are paratactically connected. For example:

Udélalo se hezky, takze.CSQ jsme mohli jit ven. [nodetype=coap]| (=The weather turned better so we
could go out.) Fig. 6.37

Svobodni mldadenci mivaji neporadek kolem sebe, kdeZto.CONFR Zenati mivaji neporadek v dusi. [node-

type=coap] (=Bachelors often have a mess all around them whereas married men have a mess in their
souls.)

Figure 6.35. Constructions with the connective “coz”

Pri reklamaci doslo k chybé, za coz se vam omlouvame. (=lit. With complaint occured - error, for what REFL (we)
you apologize.)
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Figure 6.36. Constructions with the connective “procez”

Nedohodli se, procez nastal novy boj. (=lit. (They) did not find_a_solution REFL, which_is why started new
fight.)
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Figure 6.37. Constructions with the connective “takze”

Udeélalo se hezky, takze jsme mohli jit ven. (=lit. (It) became REFL nice, so_that (we) AUX could go out.)
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6.4. Parataxis

Parataxis is a non-dependency connection of two or more elements (modifications or clauses) that are on the same
level and that depend on the same governing element (in the same way).

The tectogrammatical trees are two-dimensional and we do not introduce a third dimension for paratactic structures
(which leads to the violation of the dependency principle; see also Section 6.1.2, “Non-dependency edges”).

Representing paratacxis in the tectogrammatical trees. Paratactic connections are represented by a paratactic
structure(see Fig. 6.38 and Fig. 6.39). Paratactic structure root node is a node for the coordinating connective
or operator. In those rare cases in which there is no coordinating connective nor punctuation mark present in the
surface structure, the root node of the paratactic structure is a newly established node with the t-lemma #Separ.
Paratactic structure root nodes are assigned the value coap (see Chapter 3, Node types) in the nodet ype attribute.

A paratactic structure root node is an immediate daughter of the governing node of the effective roots of the para-
tactically connected elements (i.e. terminal members of the paratactic structure).

The root nodes of the paratactically connected elements are immediate daughters of the paratactic structure root
node and the value of their is_member attribute (see Section A.2.12, “is member”) is 1. Paratactically con-
nected elements are thus distinguished from nodes for shared modifiers. The root node of a shared modifier is also
an immediate daughter of the paratactic structure root node but the value in its is member attribute is not 1.

A paratactically connected element can also be represented by an embedded paratactic structure. Further, direct
and terminal members of paratactic structures are distinguished. Terminal members of a paratactic structure are
the effective root nodes of paratactically connected elements. Direct members of a paratactic structure are all
immediate daughters of the paratactic structure root node whose value in the is member attribute is 1. A direct
member of a paratactic structure can also be a terminal member but a direct member can also be represented by
the root node of an embedded paratactic structure; the root node of a paratactic structure is never a terminal member.

An immediate daughter of the root of a paratactic structure (nodetype = coap) can be:

a. the effective root of a paratactically connected element (i.e. the terminal member of the paratactic structure),
whose value of the is member attribute is 1.

b.  the root of a(n embedded) paratactic structure, whose value in the 1s_member attribute is 1.

c. the root of a shared modifier, whose value in the is member attribute is 0.
NB! A shared modifier can also be instantiated by a paratactic structure. The root of the shared modifier is,
then, a paratactic structure root node; its is_member attribute is however assigned the value 0.

d. anode for a rhematizer of a shared modifier, i.e. a node with the RHEM functor. The value inits is _member
attribute is then 0.

e. anode for a conjunction modifier, i.e. a node with the CM functor. The value in its 1s_member attribute is
then 0.

Figure 6.38. Paratactic structure I

root node of a paratactic structure

nodetype = coap
shared modifier direct member direct member
or and simultaneously and simultaneously
rhematizer (RHEM) root node of an embedded paratactic structure terminal member
or nodetype = coap is_member=1
connection modifier (CM) is_member = |
is_member =10
terminal member terminal member
and simultaneously and simultaneously
direct member of an embedded structure direct member of an embedded structure
is_member=1 is_member=1
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Figure 6.39. Paratactic structure II
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Shared modifiers. A shared modifier is such a modification that relates to every paratactically connected terminal
element and that is expressed only once at the surface level. Any kind of modification (i.e. both arguments and
adjuncts) can be a shared modifier. Non-obligatory modifications are analyzed as shared modifiers only in unam-
biguous cases.

The root node of a shared modifier is represented as an immediate daughter of the root of that paratactic structure
the terminal elements of which it modifies. It is distinguished from the paratactically connected elements by the
value of the is_member attribute, which is 0. For example:

Marii jsem videél a slysel zpivat. (=I saw and heard Marie sing.) Fig. 6.40

Petr cely den pracoval na své disertaci a pripravoval se na zkousku z anglictiny, ale vecer uz nedelal nic. (=Petr
worked the whole day on his dissertation.. but in the evening he did nothing.) Fig. 6.42

NB! If a potential shared modifier requires a different value in any attribute with respect to any of the terminal
members (e.g. the functor or the value in the t fa attribute), it is not possible to represent the modification as a
shared modifier but it has to be represented separately for every terminal member (with the help of newly established
nodes). For example:

Prisel Jirka a posadil se. (=Jirka came and sat down.)

= Prisel Jirka. ACT [tfa=f] a {#PersPron.ACT [tfa=t]} posadil se.

Principle of the simplest structure. Generally, we represent paratactic structures as deep as possible in the tree
structure and we make use of the possibility of shared modification. Therefore, it is usually not necessary to add
new nodes into the tree for the elided modifications. The simplest possible structure is chosen, which means the
parataxis of sentence parts is preferred over clausal parataxis.

Nevertheless, it is not always possible to represent the construction as parataxis of sentence parts. All cases which
do not fullfil the conditions on the parataxis of sentence parts (agreement in form and function), are represented
as clausal parataxis, i.e. new nodes for the governing predicates of the clauses are added to the tree (see Sec-
tion 6.6.1.1, “Ellipsis of a governing meaning unit”). For example:
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Prisel Petr a asi i Pavel. (=Petr came and Pavel probably as well.)

= Prisel Petr a asi prisel i Pavel. (=Petr came and Pavel probably came as well.) The Actors Petr and Pavel
cannot be captured as being in constituent coordination; the expression asi modifies the absent predicate. The
construction is therefore represented as clausal coordination. Fig. 6.41.

Functors for terminal members of paratactic structures. Paratactic structures are usually formed by elements
with the same functor. The functors of the terminal members of paratactic structures can also differ, but it holds
that:

a. the functors of all operands for expressing mathematical operations and intervals are always identical.
the functors of the terminal members in the case of clausal parataxis are always identical.

c. in the case of parataxis of sentence parts, the terminal members can only have differing functors if it is co-
ordination or apposition of non-obligatory adjuncts. For example:

pracovni doba osmihodinova. RSTR [is member = 1] a.CONJ bez prestdvky.ACMP [is member = 1]
(=lit. eight-hour working hours and without break)

Udélali to s uZasem.ACMP [is member = 1] , fedy dobre.MANN [is member = 1] [#Comma.APPS]
(=They did it with astonishment, that is well.)

d. ifthe paratactic connection is mixed, the non-clausal modification is assigned a functor depending on its relation
to the governing node. The clausal (verbal) terminal member has the same functor as the non-clausal terminal
member; e.g.:

O zajimavych mistech.PAT [is member = 1], jako.APPS je.PAT [is member = 1] ftfeba Litomysl,
Kutnd Hora nebo Cesky Krumlov, zahranicni turisti vétSinou nevédi. (=lit. About interesting places, as is e.g.
L,KH orCK...)

If the paratactic connection is a connection of a verbal clause nd a nominative clause, the functor assignment
follows the rules in Section 6.3.1, “Verbal and non-verbal clauses”. For example:

Téma.DENOM [is_member = 1] : Co prdvé délam.PRED [is_member = 1] [#Colon.APPS] (=The

topic: What I am doing at the moment.)

Semantic types of paratactic connections. The functor assigned to the root of a paratactic structure expresses
the semantic relation between the connected elements. All functors (and their definitions) for paratactic structure
root nodes are in Section 8.12, “Functors expressing the relations between members of paratactic structures”.
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Figure 6.40. Paratactic structure

Marii jsem videél a slySel zpivat. (=lit. Marie (I) AUX saw and heard sing.)
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Figure 6.41. Paratactic structure

Prisel Petr a asi i Pavel. (=lit. Came Peter and maybe also Paul.)
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Figure 6.42. Paratactic structure

Petr cely den pracoval na své disertaci a pripravoval se na zkousku z anglictiny, ale vecer uz nedélal nic. (=lit.
Petr whole day worked on his dissertation and prepared himself for exam from English but in_the_evening (he)
already not _did nothing.)
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6.4.1. Coordination, apposition, mathematical operations
and intervals

The following cases are represented as paratactic structures:

coordination or apposition,
mathematical operations and intervals.

Coordination or apposition. Only those combinations of two or more elements are considered coordination or
apposition which are connected by a coordinating connective.

To be analyzed as apposition, the two elements have to be separated by a comma (e.g.: cesky kral, Karel (=lit.
Czech king, Karel); hlavni mésto, Praha (=lit. capital city, Praha)). If there is no comma (e.g.: cesky kral Karel
(=lit Czech king Karel); hlavni mésto Praha (=capital city Praha); stalo se to v Praze na Vysehradé (=It happened
in Praha at Vysehrad); v unoru v roce 1999 (=lit. in February i year 1999)) the connection is not analyzed as ap-
position (see especially Section 6.1.3, “Ambiguous dependency”).

Also some specific constructions are represented as coordination or apposition: constructions with the abbreviations
atd., apod., aj. (=etc.); constructions in which a modification follows expressions like a fo, a sice (=i.e.). Also
constructions with coz (=which) (see also Section 6.3.3.3, “False dependent clauses™) and some other specific
constructions like addresses etc. are analyzed as paratactic structures.

Mathematical operations and intervals. Constructions expressing mathematical operations and intervals are
represented as paratactic structures even if the elements are connected by hypotactic means:
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A. mathematical operations (addition, subtraction, multiplication, division) are analyzed exclusively by means
of the OPER functor. For example:

Zapas skoncil 5:0. (=lit. match ended 5:0.) Fig. 6.43
Prodavame byt 4+1. (=lit. We_are_selling flat 4+1.)

10 minus 2 je 8. (=Ten minus two is eight.)

B. intervals (temporal, spatial and other) are represented in two ways:

a.  with the help of appropriate temporal and locative/directional functors. For example:
Snézilo od Vanoc. TSIN az do Velikonoc. TTILL (=It snowed from Christmas to Easter.)

Stalo se to mezi pondelkem. TWHEN [subfunctor=betw] a stfedou. TWHEN [subfunctor =betw]
(=It happened between Monday and Wednesday.)

Znam to od ASe.DIR1 pies Prahu.DIR2 az po Brno.DIR3 (=I know it here from As to Praha and Brno.)

b. those temporal and spatial intervals in which the interval meaning would get lost in the annotation by
means of temporal or locative/directional functors, and all other intervals (that have no temporal or spatial
meaning) are represented as a paratactic structure, with the functor OPER at the root of the structure. For
example:

V obdobi 1995 az 1999 jsem studoval na gymnaziu. (=In the years 1995 - 1999...) Fig. 6.44

Sledovali to vSichni, od déti pres mlddez az po dospélé. (=Everybody watched it, from children to young
people and adults.) Fig. 6.45

trest od tri do péti let (=three to five year sentence)

Na trase Praha - Brno doslo k nehodé. (=On the road Praha -Brno...)

Figure 6.43. Mathematical operations

Zapas skoncil 5 : 0. (=lit. Match ended 5:0.)
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Figure 6.44. Interval as a paratactic structure Figure 6.45. Interval as a paratactic structure

V obdobi 1995 az 1999 jsem studoval na gymnaziu. (<lit. Sledovali to vsichni, od déti pres mladez az po dospéle.

In period 1995 to 1999 (I) AUX studied at second- (=lit. Watched it everybody, from children through youth
ary_grammar_school.) up to adults.)
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6.5. Parenthesis

Parenthesis is defined as those parts of the text that do not belong to its basic level but that rather interrupt it by
inserting additional information, an ex-post explanation, evaluating comments etc. Parenthesis is usually signalled
by graphic means (dashes or brackets).

Representing parenthesis in the tectogrammatical trees. Parenthesis is represented with the help of the attribute
is parenthesis (see Section A.2.14,“is parenthesis”). All nodes that are part of parenthesis have the
value 1 in this attribute. The reason for this are cases of the so called “discontinuous” parenthesis, e.g.:

Prisel tam Petr (a Pavel). (=Petr (and Pavel) came there.) Fig. 6.46

The following two types are distinguished:

parenthesis proper,
lexicalized parenthesis

Parenthesis proper is a parenthesis used uniquely in a given situation. There are the following subtypes:
a.  syntactically incorporated parenthesis. If a parenthesis is syntactically incorporated in the sentence (as one
of its modifications) its effective root node is assigned a functor corresponding the type of dependency. For

example:

Podmetem (jestlize vyjadruje.COND cinnost), miize byt i infinitiv. (=The subject can be - if it expresses an
activity - also the infinitive.) Fig. 6.47

Vidim nas dium (a nasi zahradu.PAT ). (=I can see our house and our garden.)
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b. syntactically non-incorporated parenthesis. Syntactically non-incorporated parenthesis corresponds - both
semantically and in its form - to some kind of independent clause (see Section 6.3, “Clauses (governing, de-
pendent, verbal, non-verbal)”). The effective root of a parenthesis is assigned a functor on the basis of what
kind of independent clause it is, see Table 6.4, “Functors for syntactically non-incorporated parenthesis”.
The root of such a parenthesis is a direct daughter of the node it most closely relates to. For example:

Muzstvo skoncilo az treti (loni bylo.PAR prvni). (=The team was on the third place (last year it was the first
place).) Fig. 6.48

Pavel Novak (Praha.PAR ).

Zase nesehnal praci (ach.PARTL ). (=Oh, he didn't get a job again.)

Table 6.4. Functors for syntactically non-incorporated parenthesis

Type of independent clause | Functor of the root of the parenthesis
verbal clause PAR

nominative clause PAR

vocative clause VOCAT

interjectional clause PARTL

Lexicalized parenthesis is a parenthesis fixed to such an extent hat it has become a particle. The lexicalized par-
enthesis is formed by a frozen finite verb form, which can keep part of the original valency.

The effective root of a lexicalized parenthesis is assigned the ATT functor (nodetype = atom). A multi-word
lexicalized parenthesis is usually considered a non-verbal idiom (see Section 7.1.2, “Idioms”). The effective root
of a lexicalized parenthesis is an immediate daughter of the effective root of the clause in which the parenthesis
is inserted. For example:

Dnes je, myslim , streda. (=It's Wednesday today, I think.) Fig. 6.49

To se, nedej buih, snad nestane. (=This will, hopefully, not happen.)

Figure 6.46. Discontinuous parenthesis Figure 6.47. Syntactically incorporated parenthesis
proper
Prisel tam Petr (a Pavel). (=lit. Came there Petr (and
Pavel).) Podmeétem (jestlize vyjadruje cinnost), miize byt i infinitiv.
(=lit. Subject. INSTR (if (if) expresses activity) can be
o also infinititive.)
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Figure 6.48. Syntactically non-incorporated parenthesis proper

Muzstvo skoncilo az treti (loni bylo prvni). (=lit. Team ended only third (last_year (it) was first).)
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Figure 6.49. Lexicalized parenthesis

Dnes je, myslim, stieda. (=lit. Today is, I think, Wednesday.)
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Speaker's comments such as “aby bylo jasno” Clauses introduced by the conjunction aby in constructions such
as Aby bylo jasno, ja jsem tu panem (=Just to make things clear: I'm the boss here.) are in fact parentheses as they
are comments of the speaker. It is assumed that such comments are fixed, lexicalized and therefore the dependent
clause is represented as a syntactically non-incorporated parenthesis. For example:

<Aby> bylo.PAR jasno, ja jsem tu panem. (=Just to make things clear: I'm the boss here.)

Clauses with a reversed syntactic relation. Construction in which the syntactic relation between the clauses is
reversed is such a construction in which the inserted clause (Soud, zda se, nemysli si o tom nic. (=The court, it
seems, has no opinion on the subject)), or a clause introduced by the connective jak (Soud, jak se zda, nemysli si
o tom nic. (=The court, as it seems, has no opinion on the subject)) is in fact (originally) the governing clause.
One argument of the verb in the original governing clause is usually missing as it is expressed by the original
content clause.
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The original governing clause is represented as a syntactically non-incorporated parenthesis. The missing argument
of the verb in the original governing clause is represented by a newly established node with the t-lemma substitute
#PersPron and the appropriate functor. There is a textual coreference relation between the newly established
node and the effective root of the original content clause. The connective jak, if present, is assigned no node in the
tree. For example:

Soud, <jak> se mi zdd.PAR , nemysli si o tom nic. / Soud, zdd se.PAR mi, nemysli si o tom nic. Fig. 6.50
Figure 6.50. Clauses with a reversed syntactic relation

Soud, jak se mi zda, nemysli si o tom nic. (=lit. Court, as REFL to_me seems, does_not_think REFL about it
nothing.)

root

< myslet_sienunc
f_PRED
v decldisp0.ird
Cproc.itD.res0.sim

SN

zdat_se.enunc ten

soud #Neg co

t_ACT _PAR_F t_PAT f_RHEM f_EFF

n.denot vdecldisp0ind  n.prondefdemon atom n.pron.indef
inan.sg |proc.itD.res0.sim  neut.sg neut.negat.sg.3

#PersPron #PersPron
t_PAT_F t ACT_P
n.prondef.pers  n.prondef.pers
neut.sg.3.basic gender:nr.sg.1.basic

6.6. Ellipsis

Newly established nodes are necessary for a complete representation of the meaning of the sentence.

Every newly established node is assigned the value 1 in the attribute is generated (see Section A.2.11,
“is _generated”’).

Types of newly established nodes:

a. nodes for omitted meaning units (see Section 6.6.1, “Ellipsis”),

auxiliary nodes for representing more complex syntactic structures (see Section 6.6.2, “Newly established
nodes in more complex syntactic structures”),

c. nodes representing negation with verbs (see Section 6.6.3, “Nodes representing negation with verbs”).
Newly established nodes are added to the structure in two ways. There are:

A. copied nodes, i.e. newly established nodes that have the values of certain atributes the same as some other
node. A node is copied as a lexical unit, which is represented by its t-lemma, some grammatemes and a valency
frame. The following attributes remain the same when a node is copied:

t lemma

a/lex.rf

val frame.rf

is name of person
gram/gender
gram/aspect
gram/iterativeness
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gram/negation

gram/indeftype

gram/numertype

A copied node does not have to be present in the same tree as the original one. Copied nodes are used for
representing ellipsis of governing elements (see Section 6.6.1.1, “Ellipsis of a governing meaning unit”).

newly established node with a t-lemma substitute, i.e. a newly established node with one of the following
t-lemma substitutes:

#EmpNoun |Grammatical ellipsis of governing meaning units
#EmpVerb (see Section 6.6.1.1, “Ellipsis of a governing meaning unit”)
#AsMuch |Ellipsis of governing meaning units in specific constructions
#Equal (see Section 6.6.1.3, “Specific elliptical constructions”)
#Total
#Benef Ellipsis of dependent meaning units
#Cor (see Section 6.6.1.2, “Ellipsis of a dependent meaning unit”)
#Gen
#0Oblfm
#PersPron
#QCor
#Rcp
#Some
#Unsp
#Forn Auxiliary nodes for representing more complex syntactic structures
#Idph (see Section 6.6.2, “Newly established nodes in more complex syntactic structures”)
#Separ
#Neg Verbal negation by means of the morpheme ne-
(see Section 6.6.3, “Nodes representing negation with verbs”)

6.6.1. Ellipsis

Ellipsis is omission of a meaning unit at the surface level. Such a meaning unit is however necessary for the se-
mantic interpretation of the sentence. Depending on the dependency relations, we distinguish:

ellipsis of a governing meaning unit (see Section 6.6.1.1, “Ellipsis of a governing meaning unit”),
ellipsis of a dependent meaning unit (see Section 6.6.1.2, “Ellipsis of a dependent meaning unit”).

6.6.1.1. Ellipsis of a governing meaning unit

Ellipsis of a governing meaning unit is such ellipsis when the surface form of the sentence does not contain a
meaning unit governing the present modifications or clauses. There are the following subtypes:

a.

ellipsis of the governing predicate, i.e. omission of the governing predicate in verbal clauses.
ellipsis of the governing noun, i.e. omission of the governing noun with adjectival modifications.

ellipsis of the governing clause, i.e. omission of the governing clause in cases where there is a dependent
clause.

specific types of ellipsis of a governing meaning unit, i.e. omission of a meaning unit that has to be repres-
ented in the deep structure in order to represent properly the meaning of some more complex constructions.
These are:

ellipsis of the lexical unit expressing the degree of similarity/agreement/disagreement, which is the governing
node for a dependent comparative clause,

ellipsis of the totalizer governing a dependent restrictive clause,

ellipsis of the lexical unit expressing the extent, which is the governing node for consecutive clauses.

The following types are distinguished:

a.

contextual ellipsis, tj. such ellipsis when the lexical content of the omitted element is clear from the context
and easily recoverable. The element was elided since it is not necessary to repeat it for full interpretation.
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b. grammatical ellipsis, i.e. such ellipsis when the elided element cannot be recovered from the context but
when it is necessary for grammatical and semantic reasons.

Representing ellipsis of a governing meaning unit. For a survey of individual types of ellipsis of a governing
meaning unit, see Table 6.5, “Representing ellipsis of a governing meaning unit”.

Table 6.5. Representing ellipsis of a governing meaning unit

Types of ellipsis Contextual ellipsis | Grammatical ellipsis
Ellipsis of the predicate copied node #EmpVerb
Ellipsis of the governing noun copied node #EmpNoun
Ellipsis of the  |for a dependent content or adverbial clause copied node #EmpVerb
governing clause for a dependent relative clause copied node #EmpNoun
Specific types Ellipsis of the element governing a dependent #Equal
of ellipsis comparative clause
Ellipsis of a totalizer governing a dependent re- #Total

strictive clause

Ellipsis of the element expressing the extent, #AsMuch
governing a dependent consecutive clause

Examples of ellipsis of the predicate:

(Jirka navstivil Marii.) Honza Jifinu.=(Jirka visited Marie.) Honza Jifina.) = (Jirka navstivil Marii.) Honza
navstivil Jirinu. (=(Jirka visited Marie.) Honza visited Jirina.) Fig. 6.51

Nac¢ {#EmpVerb.PRED} ten spéch? (=Why the rush?) Fig. 6.52
{#EmpVerb.PRED} Samoziejmé. (=Of course.)
Examples of ellipsis of the governing noun:

Modré pantofle jsou maminky, zelené jsou bratrovy. (=The blue slippers are my mother's, the green ones my
brother's.) = Modré pantofle jsou maminky, zelené pantofle jsou bratrovy. (=The blue slippers are my mother's,
the green ones are my brother's.) Fig. 6.53

Prisli jen {#EmpNoun.ACT} mladsi. (=Only the younger ones came.) Fig. 6.54
Examples of ellipsis of the governing clause:
(Neodesla.) Protoze by to nestihla. (=(She didn't leave.) Because she wouldn't be there in time.) Fig. 6.55

(Ctu.vsechny knihy). Které jsou dobrodruzné. (=(I read all books) Which are full of adventure.) Fig. 6.56

77



Sentence representation structure

Figure 6.51. Contextual ellipsis of the governing Figure 6.52. Grammatical ellipsis of the governing
predicate predicate

(Jirka navstivil Marii.) Honza Jirinu. (=lit. (Jirka visited Nac ten spech? (=lit. Why the rush?)
Marie) Honza Jifina.)

o
o i
. oot
root
#EmpVerb.enunc
navitivit enunc t_FRED
_PRED geomplex
v decl.displ.ind
cpl.itD.res0.ant
\j co spéch
Honza Jifina f_AIM _ f_ACT
c_ACT f PAT n.pron.indef n.denot
n.denot ndenot neut.inter.sg.3 inan.sg
anim.sg fem.sg
person_name person_name
ten
t_RSTR

adj.pron.def.demon

Figure 6.53. Contextual ellipsis of the governing noun Figure 6.54. Grammatical ellipsis of the governing

noun
Modré pantofie jsou maminky, zelené bratrovy. (=lit.
Blue slippers are mother's, green brother's.) Prisli jen mladsi. (=lit. Came only younger.)
o °
roct ", roct
0 -
#Comma.enunc prijit.enunc
CONJ f_PRED,
coap v decl disp0.ind
cpl.itD.res0D.ant
o
yt yt #0blfm  jen ZEmpNoun
f_ PRED_M _PRED_M t_DIR3.nr f_RHEM f_ACT
vdecldispD.ind  |vdecldisp0.ind geomplex atom n.pron.def.demon
proc. t0.res0.sim  [proc.itD.resD.sim anim.pl
pantofel maminka [ pantofel bratr mladi
c ACT f.APP [ t ACT f_APP f_RSTR
ndenot ndenct ndenot n.denct adjdenat
inan.pl  fem.pl/ inanpl anim.sg comp.negl
modry zeleny

f RSTR ¢ _RSTR
adjdenct adjdenct
pas.negl  pos.negl
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Figure 6.55. Ellipsis of the clause governing an adverbial clause

(Neodesla.) Protoze by to nestihla. (=lit. ((She) did_not_leave.) Because (she) would it not_make.)

odejit.enunc
f PRED

wdecldisp0.ind
‘cpl.itD.resD.ant

------ S O
#PersPron #Oblfm ™ #Neg stihnout
t ACT t OIRt.nr £ RHEM f_CAUS
n.prondef.pers goomplex atom | v decldispD.cdn
fem.sg.3.basic H ‘cpl.itd res0.sim
O
ten #PersPron #Neg
t_PAT t_ACT f_RHEM
n.prondefdemon  n.prondef.pers atom

neut.sg fem.sg.3. basic

Figure 6.56. Ellipsis of the clause governing a relative clause

(Ctu vSechny knihy). Které jsou dobrodruzné. (=lit. ((I) read all books) Which are adventurous.)

oot

kniha
t_DENCM
n.denct
fem.pl

it
f_RSTR
v decldisp0.ind

proc.itD.res0.sim
’

ktery dobrodruzmy
t_ACT f_PAT
n.pron.indef adj.denot

gender:inher.relat.numberinher. personiinher pos.negl

Contextual ellipsis of a multi-word predicate. In the case a multi-word predicate is elided, both its parts are
copied. For example:

(Jirkovi beha mraz po zadech.) Honzovi take. (=(It's giving Jirka the creeps) Honza too.) = (Jirkovi béha mraz
po zadech.) Honzovi také beha mraz po zadech.

(Jirka ma zdjem studovat.) Honza také. (=(Jirka is interested in studying) Honza too.) = (Jirka ma zdjem studovat.)
Honza ma také zajem studovat.
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Contextual ellipsis of a full verb (following a modal or auxiliary verb). Cases in which a full verb following a
modal or auxiliary verb is elided also belong to cases of elided governing predicates. The whole predicate is rep-
resented by a single copied node, the meaning of the modal or auxiliary verb is captured by appropriate gram-
matemes. For example:

(Budes se ucit?) Budu. (=(Will you be learning?) I will.) = (Budes se ucit?) Budu se ucit.
(Musis uz jit?) Musim. (=(Do you have to go?) I do.) = (Musis uz jit?) Musim jit.

Contextual ellipsis of the governing noun in constituent coordination. Ellipsis in constituent coordination is
also a case of ellipsis of the governing noun. These are those cases of constituent coordination (parataxis of sentence
parts) in which the governing noun is the same in both (all) coordinates and therefore not repeated. It has to be
clear that there are really two or more different entities and not just one entity described by several modifiers. For
example:

Koupil ¢ervené a bilé vino. (=He bought red and white wines.) = Koupil cervené vino a bilé vino. Fig. 6.57

ministerstvo vnitra a zdravotnictvi (=Ministries of the Interior and Health) = ministerstvo vnitra a ministerstvo
zdravotnictvi

Figure 6.57. Contextual ellipsis of the governing noun in constituent coordination

Koupil ¢ervené a bilé vino. (=lit. (He) bought red and white wine.)

(o]
ract
hpit.enunc
_PRED
v decl.displ.ind
cpl.itD.res0.ant
o]
#PersPron a
t ACT CONJ

n.prondef.pers  coap
anim.sg.3 basic
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f_PAT_M t_PAT_M
n.denot n.denot
neut.sg neut.sg
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f_RSTR f_RSTR
adj.denot adj.denot
pos.negl pos.negl

6.6.1.2. Ellipsis of a dependent meaning unit

Ellipsis of a dependent meaning unit is such ellipsis when a dependent meaning unit is omitted at the surface
level but it is present in the meaning of the sentence.

Representing ellipsis of a dependent meaning unit. Ellipsis of a dependent meaning unit is represented with the
help of newly established nodes with t-lemma substitutes. Various types of ellipsis of a dependent meaning unit
are distinguished by the use of different t-lemma substitutes. A survey of individual types of ellipsis of a dependent
meaning unit and the relevant t-lemma substitutes is to be found in Table 6.6, “Representing ellipsis of a dependent
meaning unit”.
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Table 6.6. Representing ellipsis of a dependent meaning unit

Types of ellipsis T-lemma of the newly
established node
Ellipsis Contextual ellipsis of an argument #PersPron
of an obllgatory Controlled argument #Cor
modification
Quasi-controlled argument #QCor

Valency modification missing due to the presence of reciprocity | #Rcp

General argument #Gen
Unspecified Actor #Unsp
Obligatory adjunct #0blfm
Ellipsis of a non-obligat-| Non-expressed Beneficiary in control constructions #Benef
ory modification
Specific type Non-verbal part of an elided verbonominal predicate (in a de- | #Some

pendent comparative clause), which cannot be represented by
a copied node due to semantic reasons

For more on control see Section 9.2.1, “Control”. For more on quasi-control see Section 7.1.1.4.1, “Quasi-control
with complex predicates” For more on comparative constructions see Section 6.6.1.3.1, “Comparative constructions:
comparison of two events”.

Contextual ellipsis of an argument is such a case of ellipsis in which the lexical content of the omitted argument
is clear from the context and easily recoverable. There is a textual coreference involved (see Section 9.3, “Textual
coreference”). Examples:

(Zabalil prodavac uz tu knihu?) Zabalil {# PersPron.ACT} {#PersPron.PAT} (=(Has the shop assistant
wrapped the book?) He has.) Fig. 6.58

(Firma méla dorucit zbozi zakaznikovi.) Doruceni {# PersPron.ACT} {#PersPron.PAT} {#PersPron.ADDR}
se vsak neuskutecnilo. (=(The company was supposed to deliver the goods to the customer) The delivery did not
take place, however.)

{#PersPron.ACT} Jsi zly. (=You are mean.)
Ellipsis of an obligatory adjunct: Example:
Vedouci podniku odcestoval {#0b1fm.DIR1} (=The boss has left.) Fig. 6.59

General argument (#Gen) is a term used for such non-expressed arguments that refer to a type of modification
usual in a given position, rather than a particular lexical unit (as is the case with contextual ellipsis). The lexical
content of an argument has to be the usual one for the given verb (noun, adjective) in the given position in order
for the argument to become general. A general argument refers to the “usual”, “typical entity”. The t-lemma sub-
stitute for general arguments is #Gen. For example:

Domy se stavéji z cihel. {#Gen.ACT} (=Houses are built from bricks.) Fig. 6.60
V téhle troubé se mi dobre pece. {#Gen.PAT} (=This oven is good for baking.)

Unspecified Actor (#Unsp). Apart from cases of contextual ellipsis on the one hand and general arguments on
the other, there is also a transitory case: the so called unspecified Actor. This involves cases when a modification
absent at the surface level denotes an entity more or less known from the context which is, however, not explicitely
referred to. The entity with the same reference as the non-expressed Actor cannot be really specified; the absent
Actor refers rather to the preceding context than to a particular lexical unit; nevertheless, the choice of the referent
is not free and it is in general possible to narrow down the possibilities. The t-lemma substitute for unspecified
Actors is #Unsp. For example:

Hiasili to v rozhlase. {#Unsp.ACT} (=They announced it on the radio.) Fig. 6.61

Reciprocity (#Rcp). The term reciprocity is used for the syntactic operation on valency frames that puts two dif-
ferent valency modifications (arguments or obligatory adjuncts) in a symmetric relation, which can be expressed
in the following way:
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Jan a Marie se setkali. (=Jan and Marie met.) = Jan se setkal s Marii a (zaroven) Marie se setkala s Janem. (=Jan
met Marie and (simultaneously) Marie met Jan.)

As a result of the presence of a reciprocal relation in the sentence, one of the obligatory modification positions is
lost at the surface level. The other position involved is occupied by both modifications standing in the reciprocal
relation at the same time (coordination, plural). Semantically, however, they correspond to two different valency
positions. The fact that there is a reciprocal meaning in the sentence is usually signalled by the presence of se (k

sobe, mezi sebou), nevertheless it is not a necessary condition for the construction to be interpreted as involving
reciprocity.

Representing reciprocity in the tectogrammatical trees. Reciprocity is represented by means of inserting a
newly established node with the #Rcp t-lemma into the structure, in the position of the valency modification that
was left out. The newly established node has the functor corresponding to the unoccupied valency position. The
relation between the newly established node and the valency modification containing both members of the relation
is indicated in the tree as a case of grammatical coreference (see Section 9.2, “Grammatical coreference”). Se,
possibly present at the surface level, is not represented by a separate node at the tectogrammatical level; the reference

to the relevant analytical node(s) is included in the a attribute of the newly established node with the #Rcp t-
lemma.

Examples:
Jan.ACT a Marie. ACT <se> libali. {#Rcp.PAT} (=Jan and Marie kissed.) Fig. 6.62
Staty. ACT Evropské unie <mezi sebou> obchoduji. {#Rcp.ADDR} (=EU states trade with each other.)

Porovnavali Néemecko.PAT a Koreu.PAT {#Rcp.EFF} (=They compared Germany and Korea.)

Jjednani Petra.ACT a Pavla.ACT o prodeji domu trvalo nékolik hodin. {#Rcp.ADDR} (=negotiations between
Petr and Pavel...)

Figure 6.58. Contextual ellipsis of Figure 6.59. Ellipsis of an Figure 6.60. General argument
an obligatory argument obligatory adjunct

Domy se stavéji z cihel. (=lit. Houses
(Zabalil prodavac uz tu knihu?) Zaba- Vedouci podniku odcestoval. (=lit. ~ REFL build from bricks.)
lil. (=lit. (Has_wrapped shop_assist- Manager (of) company left.)
ant already the book?) (He)

o
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. roct -,
o root .
root
stavét enunc
odcestovat enunc —PHED_ .
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< ACT tDIR1.nr ndenot goomplex ndenct
#Persp #Persp ndenot qeomplex inan.pl fem.pl
ersPron ersPron inan.sa
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n.prondef.pers  n.prondef.pers L
anim.sg.3 basic fem.sg.3.basic
podnik
f_PAT
n.denot

inan.sg
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Figure 6.61. Unspecified Actor Figure 6.62. Reciprocity

Hlasili to v rozhlase. (=lit. (They) announced it on radio.) Jan a Marie se libali. (=Jan and Marie REFL kissed.)

(o] o
root . oot .
lasitenunc ibatenunc
_PRED _PRED
v decldispD.ind v decldispD.ind
proc.itD. resD.ant proc.itD.res0. ant
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neut.sg inan.sg
Jan Marie
t_ ACT_M t_ACT_M
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person_name person_name

6.6.1.3. Specific elliptical constructions

Special cases of ellipsis of a governing meaning unit are:

comparative constructions (comparison of two events, see Section 6.6.1.3.1, “Comparative constructions: compar-
ison of two events”),

constructions with the meaning of a restriction (see Section 6.6.1.3.2, “Constructions with the meaning of a restric-
tion”),

constructions with consecutive clauses (see Section 6.6.1.3.3, “Constructions with consecutive clauses”).

6.6.1.3.1. Comparative constructions: comparison of two events

Constructions with the meaning of comparison of two events are constructions in which two events or states
are compared. There is always a property or degree of agreement/disagreement/similarity with respect to which
the events are compared.

Two basic types are distinguished, depending on the form of comparison:

a. comparison based on similarity or identity, by means of the conjunction jako (Pavel béha stejné rychle, jako
béha Honza. (=Pavel runs as fast as Honza.)),

b. comparison on the basis of dissimilarity, by means of the conjunction nez (Dorazil drive, nez dorazil Jirka.
(=He arrived earlier than Jirka.)).

Representing constructions with the meaning of comparison of two events. There is a governing comparative
clause and a dependent comparative clause. The governing comparative clause contains an element expressing the
degree of agreement/disagreement/similarity/dissimilarity. The effective root of the dependent clause is assigned
the CPR functor. In regular cases, it depends on the expression referring to the degree of agreement/disagreement/sim-
ilarity/dissimilarity in the governing clause. For an illustration of the way comparative constructions are analyzed,
see Fig. 6.63.
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Figure 6.63. Comparative constructions: comparison of two events

=]
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dependent comparative clause
ten Tonda
PAT ACT

n.pron.def.demon ndenct

Udélal to rychle, jako to udeélal Tonda.
(=lit. (He) did it fast, like it did Tonda,) ~ dependent comparative clause

Ellipsis of the expression referring to the degree of agreement / disagreement / similarity / dissimilarity. If
the expression referring to the degree of agreement/disagreement/similarity/dissimilarity is omitted at the surface
level (constructions with jako), a new node is added into the structure, with the t-lemma substitute #Equal. For
example:

Udeélal to {#Equal.RSTR} , jako to udelal Tonda. (=He did it like Tonda.)

= Udgélal to stejné/stejnym zpiisobem, jako to udélal Tonda. (=He did it the same way Tonda did it.)

Ellipsis of the predicate in the dependent clause. The predicate of the dependent comparative clause is often
omitted in the surface form of the sentence. This ellipsis results from the identity of the verbs in the governing and
the dependent clauses: their lexical values are identical (see Section 6.6.1.1, “Ellipsis of a governing meaning
unit”). If the governing verb of the dependent clause is not present in the surface structure of the sentence, a new
node with the functor CPR is inserted into the dependent clause on the position of the effective root of the clause
(following the rules in Section 6.6.1.1, “Ellipsis of a governing meaning unit”). For example:

Udelal to jako Tonda. (=He did it like Tonda.)

= Udeélal to stejné/stejnym zpiisobem, jako to udélal Tonda. (=He did it the same way Tonda did it.) Fig. 6.64

Dorazil diive nez Jirka. (=He arrived earlier than Jirka.)

= Dorazil drive, nez dorazil Jirka. (=He arrived earlier than Jirka did.)

Je zdravy jako ryba. (=He is fit as a fiddle, lit. as fish.)

= Je zdravy, jako je zdrava ryba. (<lit. (he) is fit as is fit fish.) Fig. 6.65

Node with the t-lemma substitute #Some. A node with the t-lemma substitute # Some is added to the structure
on the position of the non-verbal part of the elided verbonominal predicate in the dependent comparative clause
if it is impossible (due to semantic reasons) to copy the corresponding node from the governing clause (where this
can be e.g. stejny (=the same), podobny (=similar), jiny (=other), vice (=more), mené (=less), jiny (=different)).
For example:

Je stejny jako ja. (=He's the same as me.)

= Je stejny, jako ja jsem "néjaky". (=He's the same as I am such-and-such.) Fig. 6.66

Situace v armadeé je jina nez na ministerstvu. (=The situation in the army is different than the one at the Ministry.)
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= Situace v armadeé je jina, nez je situace na ministerstvu "néjaka". (=The situation in the army is different than
the situation at the Ministry is such-and-such.)

Figure 6.64. Comparative constructions: comparison of two events

Udeélal to jako Tonda. (=lit. (He) did it like Tonda.)
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Figure 6.65. Comparative constructions: comparison Figure 6.66. Comparative constructions: comparison
of two events of two events

Je zdravy jako ryba. (=lit. (He) is healthy as fish.) Je stejny jako ja. (=lit. (He) is same as me.)
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6.6.1.3.2. Constructions with the meaning of a restriction

Constructions with the meaning of a restriction (restrictive constructions) are such constructions that restrict
the validity of a totalizer like kazdy (=every), cely (=whole), viechen (=all), nic (=nothing), nikam (=nowhere)
etc., or introduce an exception to a regular state.

Representing constructions with the meaning of a restriction. There is a governing clause and a dependent
clause in restrictive constructions. The governing clause contains a totalizer or an expression referring to a regular
state etc. The effective root of the dependent restrictive clause is assigned the RESTR functor and depends on the
node representing the totalizer. For an illustration of the way restrictive constructions are analyzed, see Fig. 6.67.

Ellipsis of the totalizer. If the totalizer is not present at the surface level, a new node with the t-lemma substitute
#Total is added to the tectogrammatical tree. The node with the t-lemma substitute # Total stands for any absent
positive totaliser (vSichni (=all), vSechno (=everything), kazdy (=each), vsude (=everywhere), vidycky (=always)or
anegative totalizer (nic (=nothing), nikdo (=nobody), Zadny (=no/none), nikam (=nowhere), nikdy (=never)). The
added node for the totaliser has a functor corresponding to the position in which it was added. For example:

Mimo datum RESTR se pisi {#Total.RSTR} radové cislice slovy. (=Except for dates, the ordinals are written
in words.)

= Mimo datum se pisi vSechny radové cislice slovy (=Except for dates, all ordinals are written in words.) Fig.
6.68

Figure 6.67. Constructions with the meaning of a restriction
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root
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totalizer
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/ #PersPron
RESTRH

effective root node
of an restrictive construction

n.prondef pers

dependent restrictive construction

Mimo tebe neprisel nikdo.
(=lit. Apart_from you, not_came nobody.)

Effective root of a restrictive construction. The effective root of a restrictive clause (with the RESTR functor)
is determined depending on what means are used for expressing the restriction:

A. restrictive construction introduced by a preposition. As for constructions introduced by prepositions (az
na, vyjma, krome, mimo (=except), vedle (=beside)), there are several types:
a. direct restriction: the following noun is in the required case. The effective root node of the restrictive
construction is the node representing the governing (syntactic) noun in the prepositional phrase. For ex-
ample:

Kromeé tohoto tvdne.RESTR budu ucit pravidelné. (=Except for this week, I'll be teaching regularly.)

b. restriction with ellipsis of the verb. the noun following the preposition is in a case different from that
required by the preposition or the preposition is followed by another prepositional phrase. The effective
root of the restrictive clause is a newly established node for a verb (see the rules in Section 6.6.1.1, “El-
lipsis of a governing meaning unit”). For example:

Kromé do Prahy chtéli jet vsude. (=Except for Prague, they wanted to go everywhere.)
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= Kromé toho, ze nechtéli jet do Prahy, chtéli jet vSude. (=Apart from the fact that they did not want to
go to Prague, they wanted to go everywhere.) Fig. 6.69

c. restrictive construction introduced by “kromé / vedle / mimo toho, Ze (=except for/apart from the
fact that)”. The effective root of the restrictive constructions is the effective root of the dependent clause.
Toho is a supporting element. For example:

<Kromé toho, ze> krasné zpiva. RESTR , neumi nic.. (=Apart from the fact that he/she sings beautifully,
he/she is not capable of anything.) Fig. 6.70

B. restrictive construction introduced by a connective. Restrictive constructions introduced by connectives
(nez, ledaze) are always interpreted as dependent verbal clauses. If there is no governing verb present at the
surface level in the restrictive construction, a new node is added to the tree in place of this absent predicate
(following the rules in Section 6.6.1.1, “Ellipsis of a governing meaning unit”). For example:

Nepiijdu nikam nez do Prahy. (=1 won't go anywhere but to Praha.)
= Nepiijdu nikam, nez piijdu do Prahy. Fig. 6.71

Nezbyva mi nic nez doufat. RESTR (=I can only hope.)

Constructions with the meaning of exceptional conjoining. Constructions with the meaning of exceptional
conjoining are different from standard restrictive constructions (with the prepositions krome, mimo, vedle); they
do not express a simple restriction nor simple conjoining. Both conjoined constituents are semantically more closely
defined: one has the meaning of the “commonplace, self-evident”, the other conjoined constituent, by contrast,
has the meaning of the “unusual, exceptional”.

Annotation rules are similar to those for restrictive constructions (the effective root of these constructions is also
assigned the RESTR functor). The difference is that the effective root of the construction with the meaning of ex-
ceptional conjoining depends on the node for the predicate of the governing clause. For example:

Kromé do Rima chtéli jet i do Bendtek. (=Except for Rome, they also wanted to go to Venice.)
= Kromé toho, Ze chtéli jet do Rima, chtéli jet i do Bendtek. Fig. 6.72

Kromé ni. RESTR tam byl i Mirek. (=Except for her, also Mirek was there.)

<Kromé toho, ze> byl.RESTR ucitelem, byl i dobrym clovekem. (=Except for the fact that he was a teacher he
was a good person too.)
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Figure 6.68. Constructions with the meaning of a

Figure 6.69. Constructions with the meaning of a
restriction
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Figure 6.70. Constructions with the meaning of a
restriction
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Figure 6.71. Constructions with the meaning of a
restriction

Nepiijdu nikam nez do Prahy. (=lit. (I) will_not_go
nowhere but to Praha.)
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Figure 6.72. Constructions with the meaning of exceptional conjoining

Kromé do Rima chtéli jet i do Bendtek. (=lit. Except to Rome (they) wanted to_go also to Venice.)
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6.6.1.3.3. Constructions with consecutive clauses

Dependent consecutive clause is such a dependent clause that expresses the effect that comes about as a result
of the extent of some aspect of the governing event. The governing clause contains an expression like tolik (=so
much), natolik (=enough), prilis (=too much), tak (=so), takovy (=such), dost (=enough), dostatecnée (=enough),
do te miry (=to such a degree) that introduces the consecutive clause.

Representing constructions with consecutive clauses. The node for the expression referring to the degree of
some aspect of the governing event is assigned a functor according to its position; if it is a non-valency modification,
it is usually assigned the EXT functor. The effective root of the consecutive clause has the RESL functor and depends
on the expression referring to the degree of some aspect of the governing event. An illustration of the way consec-
utive clauses are analyzed can be found in Fig. 6.73.

Figure 6.73. Representing constructions with consecutive clauses
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dependent consecutive clause

Byl prilis zodpovédny, nez aby spekuloval.
(=lit. (He) was too responsible than so_that (he) speculated.)

Ellipsis of the expression referring to the degree of some aspect of the governing event. The expression referring
to the degree of some aspect of the governing event can be omitted in the surface structure; then, a new node with
the t-lemma substitute #AsMuch and an appropriate functor (usually EXT) is inserted in its position. The node
with the t-lemma #AsMuch stands for both a large and small degree of an aspect of the event (e.g.: tak mdlo (=so
little), tak Spatné (=so badly), tak dobre (=so well), tak hodné (=so much), tak moc (=so much)). For example:

Opravil nam televizor, Ze za dva dny nefungoval RESL (=He repaired the TV set so badly that it didn't work in
two days again.)

= Opravil nam televizor tak Spatné, Ze za dva dny nefungoval. Fig. 6.74
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Figure 6.74. Dependent consecutive clause

Opravil nam televizor, zZe za dva dny nefungoval. (=lit. (He) repaired us TV _set that in two days (it) did_not_work.)
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6.6.2. Newly established nodes in more complex
syntactic structures

In order to represent properly certain more complex structures, some auxiliary nodes are needed. If there is no
surface-level expression suitable for the purpose, a new node is added to the tree. The newly established node has
always a t-lemma substitute. Different t-lemma substitutes distinguish between various subtypes of auxiliary nodes
(see Table 6.7, “Newly established nodes in more complex syntactic structures”).

Table 6.7. Newly established nodes in more complex syntactic structures

Type of newly established node T-lemma of the newly established node
paratactic structure root node #Separ

root node of a list structure for foreign-language expressions |#Forn

root node of an identification structure #Idph

For more on paratactic structures, see Section 6.4, “Parataxis”. For more on list structures for foreign-language

expressions see Section 7.4, “Foreign-language expressions”. For more on identification structures, see Section 7.3.1,
“Identification structure”.
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6.6.3. Nodes representing negation with verbs

A specific type of newly established node is a node for negation expressed by the verbal morpheme ne-. The
morpheme ne- with negated verbs is represented by a newly established node with the t-lemma substitute #Neg
(the node is either a thematizer (functor = RHEM; see Section 10.4, “Rhematizers”), or conjunction modifier
(functor = CM; see Section 7.1, “Multi-word lexical units)). The t-lemma of the node for the verb is in its non-
negated form. The node with the t-lemma substitute #Neg is added also under copied nodes if necessary.

Example:
Petr neparkoval na parkovisti. {#Neg} (=Petr didn't park in the parking lot.) Fig. 6.75
Figure 6.75. Nodes representing negation with verbs
Petr neparkoval na parkovisti. (<lit. Petr not_parked in parking lot.)
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6.6.4. Survey of newly established nodes

The following table (Table 6.8, “Survey of newly established nodes”) offers a survey of newly established nodes
(they are listed in the alphabetical order according to their t-lemmas).

Table 6.8. Survey of newly established nodes

T-lemma Type of newly established node Example
#AsMuch ellipsis of the expression referring to the | Opravil nam televizor {#RAsMuch.EXT}, Ze za dva
degree of an aspect of the governing event, |dny nefungoval RESL (=He repaired the TV set in
which governs a consecutive clause such a way that it didn't work in two days again.)
#Benef ellipsis of the Beneficiary in control con- [Je vhodné {#Benef.BEN} odejit. (=It's good to
structions leave.)
#Cor controlled element Rozhodl se {#Cor.ACT}odejit (=He decided to
leave)
#EmpNoun grammatical ellipsis of the governing noun | Prisli jen {#EmpNoun.ACT} mladsi. (=Only the
younger ones came.)
#EmpVerb grammatical ellipsis of the predicate {#EmpVerb.PRED} Nac ten spéch? (=Why the
rush?)
#Equal ellipsis of the expression referring to the|Udélal to {#Equal.MANN} , jako to udélal.CPR
degree of similarity/agreement/disagree- | Tonda. (=He did it just like Tonda.)
ment, which is the governing node for a
dependent comparative clause
#Forn root node of a list structure for foreign-lan- | Nenahraditelny je pro sledovani{#Forn.PAT}
guage expressions cash flow. (=Irreplaceable for cash flow monitor-
ing.)
#Gen general argument V téhle troubé se mi dobre pece{#Gen.PAT}
(=apprx. This oven is good for baking.)
#Idph root node of an identification structure Ctu {#Idph.PAT} Proti viem. (=I'm reading Proti
vSem.)
#Neg verbal negation (the morpheme ne-) {#Neg.RHEM}Neodejdu. (=I'm not leaving.)
#PersPron contextual ellipsis of an obligatory argu-|{#PersPron.ACT} Rozhodl se odejit. (=He de-
ment cided to leave.)
#QCor quasi-controlled element Mam {#QCor.ACT} plan studovat. (=He is plan-
ning to study.)
#Rcp obligatory modification missing due to its | Poslanci jednali o novém zdkoné {#Rcp.ADDR}
participation in a reciprocal relation (=The members of the Parliament discussed the
new law.)
#Separ paratactic structure root node {#Separ.CONJ} stied nakup prodej (=middle sell
buy)
#Some non-verbal part of an elided verbonominal|Je stejny jako {byt} {#Some.PAT} jd. (=He is just
predicate, which cannot be represented by |like me.)
a copied node due to semantic reasons
#Total ellipsis of a totalizer governing a dependent | Mimo datum RESTR se pisi {#Total.RSTR}
restrictive clause Fadové cislovky slovy. (=Except for dates, the or-
dinals are written in words.)
#Unsp unspecified Actor {#Unsp.ACT} Hldsili to v rozhlase. (=They an-

nounced it on the radio.)

copied node
(verb)

grammatical ellipsis of the predicate

(Pavel navstivil Janu.) David {navstivit. PRED}
Jirinu. (=(P. visited J.) David Jirina.)

copied node
(noun)

contextual ellipsis of the governing noun

Ma rad cervene {vino.PAT} i bilé vino. (=He likes
both red and white wine.)
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Chapter 7. Specific phenomena

7.1. Multi-word lexical units

Multi-word lexical units are such collocations of two (or more) words that have a single lexical meaning. Multi-
word lexical units are represented in several ways:

A.

single node + multi-word t-lemma: the multi-word lexical unit is represented by a single node and all its
parts are contained in the t-lemma. Such a t-lemma is called multi-word t-lemma. Multi-word lexical units
represented in this way are listed in Section 4.3, “Multi-word t-lemma”.

single node + grammateme: the multi-word lexical unit is represented by a single node whose t-lemma
corresponds to one of the components of the lexical unit. The information regarding other components of the
unit is encoded in the values of various grammatemes. This holds for:

modal predicates (the deontmod grammateme; see Section 7.1.1.1, “Modal predicates™)
more than one node+ special functor: the multi-word lexical unit is represented by several nodes and the
fact that these form a single unit is captured by using a special functor. This holds for:

complex predicates (the CPHR functor; see Section 7.1.1.4, “Complex predicates™)
idioms (the DPHR functor; see Section 7.1.2, “Idioms”)
complex (coordinating) connectives (the CM functor)

Complex co-ordinating connectives. When analyzing coordinating connectives, the following two are dis-
tinguished: coordinating conjunction and conjunction modifier. A complex co-ordinating connective is
represented by at least two nodes: a node for the conjunction (nodetype = coap; see also Section 6.4,
“Parataxis”) and a node for the conjunction modifier. The node for the conjunction modifier is an immediate
daughter of the root of a paratactic structure and has the CM functor. For example:

Dostavil se jediny clovek, a navic.CM nespecialista. (=Only one person turned up, a layman to boot.) Fig. 7.1

more than one node+ special structure: the multi-word lexical unit is represented by several nodes and the
fact that they form a unit is expressed by assigning them a special structure. This holds for:

non-inflected titles (see Section 7.3.1, “Identification structure”)
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Figure 7.1. Multi-word coordinating connective

Dostavil se jediny clovek, a navic nespecialista. (=lit. Arrived REFL only one person, and moreover layman.)
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7.1.1. Multi-word predicates

Multi-word predicates are defined as cases where the predicate as a lexical unit is represented at the surface level
of the sentence not only by a finite verb form but where the predicate additionally incorporates the meaning of
other words - verbs, nouns, adverbs. Multi-word predicates include:

modal predicates (see Section 7.1.1.1, “Modal predicates™),

phase predicates (see Section 7.1.1.2, “Phase predicates™),

quasi-modal and quasi-phase predicates (see Section 7.1.1.3, “Quasi-modal and quasi-phase predicates™),
complex predicates (see Section 7.1.1.4, “Complex predicates™),

verbonominal predicates (see Section 7.1.1.5, “Verbonominal predicates (the copula by?)”),

verbal idioms (see Section 7.1.2, “Idioms”).

7.1.1.1. Modal predicates

Modal predicates are defined as multi-word predicates comprising a modal verb which expresses (in addition to
the finite verbal meanings) the modal meaning of the predicate, and the infinitive of a full verb, carrying the main
lexical meaning of the expression as a whole.

The following are distinguished:

* modal verb: ddt se (=be possible); dovést (=be able); hodlat (=be willing); chtit (=want); mit (=have an ob-
ligation); moci | moct (=can); muset (=must); smeét (=may); umét (can).

* infinitive of a full verb.

The basic annotation of modal predicates. A modal predicate is represented by a single node with the t-lemma

of the full verb. Information on the modality of this predicate expressed by the modal verb is contained in the value

of the deontic modality grammateme (deontmod; see Section A.2.8.3, “gram/deontmod”). The following
combinations are represented in the basic way (by copying the nodes) :
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(negated) modal verb + non-negated infinitive
of a full verb.

Petr <chce> prijit na koncert. [deontmod = vol] (=Petr wants
to come to the concert.) Fig. 7.2

(negated) modal verb + paratactic connection
of non-negated infinitives of full verbs

Petr <nechce> prijit [deontmod = vol] a zistat [deontmod =
vol]. (=Petr doesn't want to come and stay.) Fig. 7.3

paratactic connection of (negated) modal
verbs + non-negated infinitive of a full verb.

Petr nemohl a nemiize prijit na koncert. (=Petr could not, and can-
not, come to the concert.) = Petr <nemohl> {prijit! [deontmod =
poss] a <nemiize> prijit [deontmod = poss] na koncert. Fig.
7.4

paratactic connection of (negated) modal
verbs + paratactic connection of non-negated
infinitives of full verbs

Takze to nemohli a nemohou potvrdit ani vyvratit. (=So they could
not and cannot confirm or deny it.) = TakZe to <nemohli> {potvrdit}
[deontmod =poss]a <nemohou> potvrdit [deontmod =poss]
ani {vyvratitl[deontmod =poss] a ywwvrdtit{deontmod =poss].

The basic annotation cannot be used for modal predicates with a negated infinitive of the full verb and cases of
more modal meanings within one modal predicate (layering of modal meanings). This concerns the following

combinations:

(negated) modal verb + negated infinitive of
a full verb

Karel miize neprijit na koncert. (=Karel may not come to the con-
cert.)

Karel nemiize neprijit na koncert. (=Karel cannot not come to the
concert.) Fig. 7.5

Petr mohl a mize neprijit na koncert. (=Petr could and can not
come to the concert.) Fig. 7.6

modal verb + modal verb + infinitive of a full
verb

Petr miize [deontmod = decl] <chtit> prijit. PAT [deontmod
=vol] na koncert. (=Petr may want to come to the concert.) Fig.
7.7

Petr nemiizechtit. PAT neprijit. PAT na koncert. (=Petr cannot want
not to come to the concert.)

Modal predicate with a negated infinitive of a full verb. In cases in which the infinitive of the full verb is negated
both the modal verb and the infinitive of the full verb are represented by separate nodes. The grammateme deont -
mod is assigned the value dec1 at both nodes. The node representing the infinitive of the full verb has the functor
PAT and is dependent on the node representing the modal verb.

Layering of modal meanings within one modal predicate. In cases of layering of modal meanings, the first
modal verb in the sequence is always represented by a separate node with the t-lemma corresponding to the infin-
itive of this modal verb. In the deontic modality grammateme the value dec1 is entered at that node (the modal
meaning of the first modal verb is not represented by a grammateme, but by the lexical meaning of the node of the
given modal verb). The second modal verb in the sequence and the infinitive of the full verb are represented by a
single node (unless the infinitive is negated in which case they would be represented by separate nodes).
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Figure 7.2. Modal predicates

Petr chce prijit na koncert. (=lit. Petr wants to_come
to (the) concert.)
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Figure 7.4. Modal predicates

Figure 7.3. Modal predicates

Petr nechce prijit a zistat. (=lit. Petr does_not_want
to_come and stay.)
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Figure 7.5. Modal predicates

Petr nemohl a nemiize prijit na koncert (=lit. Petr could not Karel nemiize neprijit na koncert. (=lit. Karel can-

and cannot come to (the) concert.)
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Figure 7.6. Modal predicates

Petr mohl a miize neprijit na koncert. (=lit. Petr could and can not_to_come to (the) concert.)

root

a.enunc

CONJ
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t_ACT™ T_PRED_M f_PRED_M
ndenot ™ v decldispD.ind v decl disp0.ind
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Figure 7.7. Layering of modal meanings
Petr miize chtit prijit na koncert. (=lit. Petr may want to_come to (the) concert.)

o

root
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_PRED

v decl.displ.ind
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7.1.1.2. Phase predicates

Phase predicate is a multi-word predicate consisting of a phase verb (zacit (=begin), zahdjit (=start), prestat
(=stop), skoncit (=finish) etc.), which, beside the grammatical meanings, refers to the phase of the event, and the
infinitive of a full verb, which carries the main lexical meaning of the predicate as a whole.

No grammatemes have been established to represent the phase of an event. Phase predicates are therefore always
represented by two nodes: a node representing the phase verb and a node representing the infinitive of the full
verb. The node for the full verb has the functor PAT and is dependent on the node for the phase verb. For example:

Zacnu.PRED pracovat.PAT v pondeli. (=I will start work on Monday.) Fig. 7.8

Figure 7.8. Phase predicate

Zacnu pracovat v pondeli. (=lit. (I) will_start work on Monday.)

root

zadit.enunc
f_PRED,

v decl.displ.ind
cpl.itD.res0.post
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t_ACT f_PAT f_TWHEN.basic
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gender:nr.sg.1.basic proc.itD.res0.tense:nil neut.sg

#Cor

t_ACT

qgoomplex

7.1.1.3. Quasi-modal and quasi-phase predicates

Quasi-modal predicates and quasi-phase predicates are defined as combinations of a quasi-modal or quasi-phase
verb (expressing the grammatical meanings and modal or phase meaning) with the infinitive of a full verb, carrying
the main lexical meaning of the predicate. A quasi-modal or quasi-phase predicate is formed by:

a.

a quasi-modal or quasi-phase verb, i.e. by a multi-word synonym of a modal verb (semantically empty verb
+ noun or adverb with a modal meaning). In addition to the modality, also a phasal meaning can be present
with quasi-modal verbs.

Depending on the means of expression of the verbal and non-verbal components, three groups of quasi-
modal and quasi-phase verbs are identified, distinguished in the annotation rather due to the gradual develop-
ment of the annotation rules than to satisfy a need to distinguish the respective groups; see Table 7.1, “Rep-
resenting quasi-modal and quasi-phase verbs”.

the infinitive of a full verb. The infinitive of a full verb may also be nominalised and the main lexical
meaning of the predicate is then expressed by a noun (frequently in a prepositional case). Cf:

zacit pracovat (=to start working) — dostat chut pracovat (=to get an appetite to work) — dostat chut' k
prdci (=to get an appetite for work)

The infinitive of the full verb (or its nominalization) is usually a valency modification of the non-verbal part
of the quasi-modal or quasi-phase verb. The fact that the three components form a single predicate is not
represented in any way. The infinitive is not assigned any deontic modality grammateme.
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Table 7.1. Representing quasi-modal and quasi-phase verbs

Definition of the group

Representation

Examples

verb (not byf) + noun

following the same rules as in the case of complex predic-
ates (see Section 7.1.1.4, “Complex predicates™)

mit plan (=have a plan)
dat se do prace (=start work)
dostat napad (=get an idea)

byt + adjective or noun

following the same rules as in the case of verbonominal
predicates (see Section 7.1.1.5, “Verbonominal predicates

(the copula byr)”)

byt schopen (=be able)
byt nutné (=be necessary)
byt povinnosti (=be obliged)

byt + predicative adverb

the CPHR functor is used (it is assigned to the predicative

adverb)

byt nutno (=be necessary)
byt treba (=be necessary)

Example:

Ma povinnost.CPHR odejit. (=He has an obligation to leave.) Fig. 7.9

Figure 7.9. Quasi-modal predicate

Ma povinnost odejit. (=lit. (He) has (an) obligation to_leave.)

[o]
root
mit.enunc
f PRED
v decl.disp0.ind
proc. t0.es0.sim
#PersPron powinnost
tACT ™, f CPHR

n.prondefpers n.denctneg
anim.sg.3.basic fem.negl.sg

#Cor
t_ ACT t DIRY.nr
qoomplex gocomplex

odkjit
PAT

#0blfm

v decl.dispmed:nil. verbmod: nil
cpl.it0.res0 tense:nil

7.1.1.4. Complex predicates

Complex predicates are multi-word predicates consisting of a semantically empty verb which expresses the
grammatical meanings in the sentence, and a noun (frequently denoting an event or a state), which carries the main
lexical meaning of the entire predicate. A complex predicate forms a single multi-word lexical unit for which an
appropriate synonymous expression can usually be found in the form of a one-word predicate. Cf.:

hovorit (=talk) — vést rozhovor (=have a talk/conversation)
planovat (=to plan) — mit plan (=to have a plan)
narokovat si (=to claim) — cinit si narok (=to make a claim)

pripravovat se (=to prepare (oneself)) — délat pripravy (=to make preparations)

omezit (=to limit) — provést omezeni (=to impose a limitation)

zajimat se (=to be interested) — projevit zajem (=to show interest)
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The existence of an adequate synonymous one-word expression is not however necessary for considering a certain
collocation of a semantically empty verb and a meaning-bearing noun as a complex predicate.

The following parts of complex predicates are distinguished:

* the verbal part of a complex predicate.

* the nominal part of a complex predicate, i.c. the dependent noun, which carries the main lexical meaning
of the entire predicate.

Basic annotation rules for complex predicates. A complex predicate is represented in the tectogrammatical tree
by two nodes: by a node representing the verbal component of the complex predicate and by a node representing
the nominal component of the complex predicate. The node representing the verbal part is assigned a functor ac-
cording to the function of the entire complex predicate in the sentence structure. The nominal part is assigned the
CPHR functor, which signals that it is a part of a multi-word predicate. The node is represented as an immediate
daughter of the node for the verbal component. For example:

Vyvolala u neho nadseni.CPHR (=She aroused his enthusiasm.) Fig. 7.10

Figure 7.10. Complex predicate

Vyvolala u ného nadseni. (=lit. (She) aroused at him enthusiasm.)

root

vyvolat.enunc

_PRED

v decl.dispD.ind
cpl.itD.res0.ant

#PersPron #PersPron nadseni
t_ACT t_LOC near f CPHR
n.prondef.pers  n.pron.def. pers n.denct.neg

fem.sg.3.basic  gendernrsg.3.basic neutnegl.sg

#0Cor
t_ACT
qeomplex

7.1.1.4.1. Quasi-control with complex predicates

The fact that a complex predicate is semantically a single unit has the consequence that certain valency modifications
of the verbal and nominal parts are identical in reference. In other words, the nominal and verbal parts of complex
predicates share certain valency modifications. This is called quasi-control, a specific type of grammatical core-
ference (see Section 9.2, “Grammatical coreference”).

Representing quasi-control with complex predicates. This referentially identical (shared) valency modification
is expressed only once at the surface level. The annotators must first of all determine whether the given valency
modification belongs to the verbal or the nominal part of the complex predicate. If the valency modification occurs
in the valency frames of both parts of the complex predicate but the form corresponds only to one of them, it is
represented by a node dependent on the part that determines the form. However, those cases are problematic where
the expressed valency modification occurs in the same form in the valency frames of both parts of the complex
predicate. A simple convention has been accepted for these cases: the shared modification is represented by a node
dependent on the verbal part.

In place of the other (shared) valency modification that is omitted at the surface level (as a rule it is a valency
modification of the nominal part of the complex predicate), a new node is added to the tectogrammatical tree, with
the t-lemma substitute #QCor. In addition to the special t-lemma, referential identity is also indicated by the
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grammatical co-reference relation leading from this added node to the node for the second shared valency modific-
ation. If the shared valency modification is not expressed at the surface level at all, it is represented in the nominal
component of the complex predicate by a newly established node with the t-lemma #QCor; in the verbal component,
the newly established node for this modification has a t-lemma substitute depending on the type of elision (for the
rules see Section 6.6.1.2, “Ellipsis of a dependent meaning unit™); thus: #Gen, #PersPron, possibly #Unsp.

Examples:

Petr dostal {#Gen.ORIG} {#QCor.ACT} rozkaz prijit. (=Petr got the order to come.) Fig. 7.11

Pavel ACT dal Petrovi. ADDR {#QCor.ACT} {#QCor.ADDR} radu.CPHR (=Pavel gave Petr a piece of advice.)
Fig. 7.12

Figure 7.11. Quasi-control with complex predicates

Petr dostal rozkaz prijit. (=lit. Petr got order to_come.)

roct

dostatenunc
_PRED

v decldisp0.ind
cplitD.res0.ant

Petr ~ .~ "= -gGen

t ACT  “~. t_ORIG
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Figure 7.12. Quasi-control with complex predicates

Pavel dal Petrovi radu. (=lit. Pavel gave Petr advice.)
ract

dat enunc
_FRED

v decl.disp0.ind
cplitlres0.ant
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7.1.1.5. Verbonominal predicates (the copula byt)

Verbonominal predicate is a collocation of the verb byt (=be) (whose function is primarily to carry the grammat-
ical meanings) and another word, carrying the main lexical meaning of the predicate. Verbonominal predicates
can express a wide range of meanings: identity of the Actor and Patient, description, classification or quantification.
With verbonominal predicates, we distinguish:

* the verbal part, i.e. the copula byr.

* the non-verbal part, i.e. the semantic adjective or noun in the nominative or instrumental. The non-verbal
part can also be expressed by a noun in the genitive, infinitive, dependent clause, adverb or interjection.

Representing verbonominal predicates in the tectogrammatical trees. Verbonominal predicates are represented
by two nodes: one for the verbal and one for the non-verbal part. The node representing the verbal part is assigned
a functor depending on the function of the whole predicate in the sentence structure. The node for the non-verbal
part is assigned the PAT functor (which stands for a wide range of meanings) and is an immediate daughter of the
node for the verbal part. The fact that the two parts form a single predicate is not indicated in any way (except for
the valency frame of the verb byf). For example:

Kocka je savec. PAT (=The cat is a mammal.) Fig. 7.13
Jist je obrad.PAT (=Eating is a ritual.)

Jirka je hodny.PAT (=Jirka is kind.)

Déti je pét.PAT (=There are five children.)

To je fuk.PAT (=It doesn't matter.)
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Figure 7.13. Verbonominal predicate

Kocka je savec. (=lit. Cat is mammal.)
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7.1.2. Idioms

Idiom (idiomatic expression) is a collocation of two or more words with a fixed lexical content that form a single
lexical unit, which has a metaphorical meaning (as a whole; the meaning cannot be computed from its parts).
Idiomatic expressions have two parts:

* the governing element, i.c. the syntactically governing part of the idiom.

* the dependent part, i.c. all other expressions that are part of the idiom.
Further, we distinguish:

a. non-verbal idioms, i.e. idioms whose governing node is not a verb with a regular paradigm. The governing
node of a non-verbal idiom can be a verb, but this verb never has a complete paradigm, it is always a more
or less fixed verb form (e.g.: stiij co stuj (=at any cost); chté nechté (=willy nilly)). If it is not possible to de-
termine unequivocally the governing element of the idiom, it is the first expression in the sequence.

b. verbal idioms, i.e. idioms the governing node of which is a verb with a full paradigm.

Representing idioms in the tectogrammatical trees. Idiomatic expressions are represented by two nodes: a
mother node and its immediate daughter. The mother node is the governing node of the idiom and has a functor
depending on the position of the whole idiom in the structure. The dependent part is represented by a single node
with the functor DPHR (nodetype = dphr), which indicates that the node forms an idiom with its mother node.
The t-lemma with the functor DPHR consists of all the dependent parts of the idiom (incl. prepositions), linked by
the underscore character, the order being identical to the surface word order (see also Section 4.3, “Multi-word t-
lemma”).

Examples of non-verbal idioms:

Hleda investici Sitou.COMPL na miru.DPHR (=..made to measure) Fig. 7.14

Zavreli mé pro nic.CAUS za nic.DPHR (=They arrested me for no reason.)

Siroko.1.OC daleko.DPHR nebylo vidét zadnou policii. (=For miles around, there was no police to be seen.)

Examples of verbal idioms:
Hdazeli. PRED nam klacky pod nohy.DPHR (=They put obstacles in his way.) Fig. 7.15
Daval PRED mi neustdle najevo.DPHR svou prevahu. (=He made me feel his superiority.)

Béhal PRED mu mrdz po zadech.DPHR (=It was giving him the creeps.)
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Figure 7.14. Non-verbal idiom Figure 7.15. Verbal idiom
Hleda investici Sitou na miru. (=lit. (He) is_looking for Hdazeli nam klacky pod nohy. (=lit. (They) were_throwing
investment sewn to measure.) us bows under legs.)

(o) ]
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7.2. Numbers and numerals

There are several groups of numerals and they are distinguished in the annotation:

a.

numerals in the role of an attribute (RSTR): numerals in the combination with the counted object (except
for the numerals with the function of a container). The governing node is the node for the counted noun; the
numeral depends on it. The node for the numeral is assigned the RSTR functor. For example:

Mam pét.RSTR domii a tri.RSTR auta. (=I've got five houses and three cars.) Fig. 7.16
nas druhy.RSTR nejlepsi hrac (=our second best player)

cardinal numerals without the counted object. The numeral is considered a syntactic noun. The node for
the numeral can get different functors. For example:

Zvolili t7i.PAT z péti mistopredsedu. (=They elected three out of five vice-chairs.) Fig. 7.20

Kolik. PAT mi das? (=How much will you give me?)

numerals with the function of a “container”: numeral expressions: milion (=million), (and other ending
with -ion), miliarda (=billion), polovina (=half), polovice (=half), piil(e) (=half), tFetina (=(one) third), ctvrt
(=quarter), ctvrtina (=quarter), tisicina (=(one) thousandth), tucet (=dozen), veletucet (=twelve dozen), kopa
(=heap), Fada (=row), spousta (=a lot), hromada (=pile), zastup (=crowd), dav (=crowd), dvojice (=couple),
trojice (=trio), sto (=hundred), tisic (=thousand), trocha/u (=a bit) with the counted object. The governing
node is the node for the numeral-container, the node for the counted object depends on it. The node for the
counted object is assigned the functor MAT. For example:

Zije tu jeden. RSTR milion lidi MAT (=One million people live here.) Fig. 7.17
numerals used as “labels”: definite cardinal numerals (mostly written in digits) that are used to number/label

objects (e.g. phone/fax numbers, house numbers, postal codes, product codes, numbers in product names).
The node for the numeral is usually assigned the RSTR functor (in addresses). For example:
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Novy Golf 500.RSTR uz je na trhu. (=New Golf 500 is already on the market.) Fig. 7.18

e. numerals with adverbial meanings: numerals: petkrat (=five times), nékolikrat (=several times), jednou
(=once), podruhé (=for the second time) etc. The node for the numeral is assigned an adjunct functor corres-
ponding to the position in the structure. For example:

Vhrali jsme jen dvakrat. THO (=We only won twice.) Fig. 7.19

NB! Adjectival numerals and numeral expressions hodné (=a lot), vice (=more), méné (=less), mnoho (=much/many),
malo (=little/few), stejné (=the same), plno (=plenty), dost (=enough) used separately, without a counted object,
are considered syntactic adjectives (attribute function). A new node for the governing noun is added to the structure,
following the rules in Section 6.6.1.1, “Ellipsis of a governing meaning unit”. For example:

Treti. RSTR {#EmpNoun.PAT} uz jsme nestihli. (=We missed the third one.) Fig. 7.21
Ma hodné.RSTR {#EmpNoun.PAT} (=He's got a lot.)

Numerals written in digits. For the annotation of numerals written in digits essentially the same rules apply. If a
complex numeral expression is written in digits, it is represented by a single node; e.g.:

Mam 38 234.RSTR korun.PAT (=I've got 38 234 crowns.)

Numeral expression of the type “sto Etyficet tisic lidi”. Complex numeral expressions are not assigned any inner
structure

a.  if the numeral expression contains one or more numerals with the function of a container, the one with the
highest value is the governing node of the whole expression. All other parts of the numeral expression are
dependent on this node (as sisters with respect to each other) and they have the functor RSTR. For example:

sto.RSTR ctyricet. RSTR tisic zidit. MAT (=one hundred and forty thousand Jews.) Fig. 7.22

b. ifthere is no numeral with the function of a container present, the governing node is the node for the counted
object and all parts of the numeral expression depend on it (as sisters) and have the RSTR functor. For example:

tricet RSTR osm.RSTR zZaku (=thirty-eight pupils)

Numeral expression of the type “ty¢ dlouha 2 m 10 cm 4 mm”. Combinations of numerals and measure units
are not assigned any inner structure. The measure unit with the highest value is considered the governing node of
the whole collocation. The nodes for the other measure units depend on this node (as sisters) and are assigned the
RSTR functor; the nodes for the numerals depend on their respective measure units and also have the RSTR functor.
For example:

B¢ je dlouha 2 m.EXT 10 cm.RSTR 4 mm.RSTR (=The pole is 2m 10cm and 4mm long.) Fig. 7.23
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Figure 7.16. Numeral in the attribute position (RSTR) Figure 7.17. Numeral with the function of a
“container”
Mam pét domii a tii auta. (<lit. (I) have five houses and

three cars.) Zije tu jeden milion lidi. (=lit. Lives here one million (of)

people.)
o
. o
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Figure 7.18. Numeral with the function of a “label” Figure 7.19. Numerals with adverbial meanings

Novy Golf 500 uz je na trhu. (=lit. New Golf 500 already Vyhrali jsme jen dvakrat. (=lit. (We) won AUX only

is on market.) twice.)
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Figure 7.20. Cardinal numerals without the counted Figure 7.21. Adjectival numerals without the counted

object

object

Zvolili t7i z péti mistopredsedii. (=lit. (They) elected three Treti uz jsme nestihli. (=lit. The_third (we) already AUX

out_of five vice-chairs.)
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Figure 7.22. Complex numeral expressions
sto Ctyricet tisic zidu (=lit. hundred forty thousand Jews.)
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Figure 7.23. Complex numeral expressions

B¢ je dlouha 2 m 10 cm 4 mm. (=lit. Pole is long 2 m 10 cm 4 mm.)
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7.3. Identifying expressions

Identifying expressions are expressions used for identification (proper names, and titles, meta-language use).

Identifying expressions are divided into two basic groups and these are distinguished in the annotation

a. identifying expressions with the governing element inflected regularly. The effective root of an identifying
expression (the inflected noun) has a functor according its position in the structure. Nodes dependent on the

effective root are analyzed according to the standard annotation rules. The root of the modifier of an identifying
expression is always an immediate daughter node of the root of the identification structure. For example:

Ctu Babicku EFF (=I'm reading Babicka.)

Organizace.DENOM Spojenych.RSTR ndrodii. APP pro vychovu.BEN , védu.BEN a.CONJ kulturu.BEN (=The
United Nations Organization for Education, Science and Culture) Fig. 7.24

Jeho . APP Mdj.ACT je otrhany. (=His Mdj is all torn.) Fig. 7.25

b. other identifying expressions: identifying expressions that do not conform to the criteria for being included
in the first group (their governing node is not a regularly inflected noun). These are represented as identification
structures (see Section 7.3.1, “Identification structure”). For example:

kniha Obsluhoval jsem.1D anglického.RSTR krdle. PAT (=the book Obsluhoval jsem anglického krdle)
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Nominative of identity: The nominative of identity is a modification of a (common) noun introducing a proper
noun, title, an expression used metalinguistically or an expression quoted word for word. Both groups of identifying
expressions can occupy the position of the nominative of identity. When in the position of the nominative of

identity, the identifying expression is always represented as an identification structure (see Section 7.3.1, “Identi-
fication structure”). For example:

hory Krkonose.1D (=the Krkonose mountains)

symfonicka basen Z ceskych.RSTR [uhi1.ID a hdju.1D (=the symphonic poem Z ceskych luhii a hdjii)

Explicative genitive: an expression in the genitive modifying a common noun while the following transformation
is applicable: trest smrti (=death penalty, lit. penalty of death) UsnWt je (druhem) trest(u) (=death is a kind of
punishment). This specific type of identifying expressions is analyzed with the help of an identification structure
(see Section 7.3.1, “Identification structure”). For example:

pojem casu.1D (=the concept of time)
otazka laickosti. 1D (=the laicism issue)
osoba V. Klause. 1D (=lit. person (of) VK)

Proper names of people (the is_name of person attribute). At all nodes representing expressions which
are constituents of proper names of people (nodes representing first name or surname) the value 1 is entered in
the attribute is_name of person (see Section A.2.13,“is name of person”).

Figure 7.24. Identifying expression with the inflected governing Figure 7.25. Identifying expression with
noun the inflected governing noun

Organizace Spojenych narodii pro vychovu, védu a kulturu. (=lit. Jeho Mdj je otrhany. (=lit. His Mdj is torn.)
Organization (of) United Nations for Education, Science and Cul-

ture) o
o root
root
E’l.enunc
f_PRED
v decldispl.ind
arganizace &nunc proc.itD.res0.sim
f_DENOCM
n.denot \)
fem.sg
ET otrhany
Io) t_ACT  f_PAT
i ndenot  adj.denot
néarod a inan.sg pos.negl
f_APP CONJ
n.denot coap
inan.pl
L #PersPron
t_APP
. i . n.pron.def.pers
spoeny  vychova véda kultura gender:nr.sg.3.basic
f_RSTR  f_BEMN.basic_M f _BEM.basic_M f{_BEM.basic_M
adjdenat  n.denot n.denot n.denot
pos.negl fem.sg fem.sg fem.sg
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7.3.1. Identification structure

Identification structure is illustrated in Fig. 7.26 and Fig. 7.27.

Figure 7.26. Identification structure I

root node of an identification structure
generic common noun or #Idph

modification nodetype = coap
of an identifying expression element of an identifying expression
(optional node)
effective root node effective root node
of an identifying expression of an identifying expression
functor = ID functor = 1D
element of an identifying expression element of an identifying expression
element element element
of an identifying expression of an identifying expression of an identifying expression

Figure 7.27. Identification structure IT

[+]

t-pic258name9 fs-s1
root

I root node of an identification structure

navrh.enunc
f_DENOM

n.denot
inansg " : S s
modifier of an identifying expression
root node of an identifying expression

/[

identifying expresion
items of an identifying expression

egl

novy navrh Trikrat a dost
(=lit. new proposal Three and
enough)

effective root node of an
identifying expression

Root node of an identification structure. The root of an identification structure is the node representing the
common noun. If the identifying expression occurs at the surface level without its common noun, a new node is
added to the tectogrammatical tree in the position of the root of the identification structure, with the t-lemma sub-
stitute # Tdph. The root node of an identification structure is assigned a functor depending on its position in the
sentence structure.

Effective root node of an identifying expression. The effective root nodes of the identifying expression, which
all have the functor ID are dependent on the root of the identification structure. The effective roots of an identifying
expression are nodes representing expressed governing nodes of the identifying expression not dependent on any
other node. This means that a possible case of ellipsis of the governing element is not represented with identifying
expressions.

The effective root of an identifying expression is usually identical to the root of an identifying expression. The
effective root nodes of an identifying expression are not identical with the root of the identifying expression only
in cases where the identifying expression has more governing nodes, which are paratactically connected. Identifying
expressions can also have more roots: in cases in which the identifying expression has more governing elements
(effective roots), which are not paratactically connected.

Items of an identifying expression. All nodes representing the individual words of an identifying expression are
the items of the identifying expression. The structure of identifying expressions undergoes further analysis. Unless
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stated otherwise, the rule is that the elements dependent on the effective root nodes of an identifying expression
are annotated according to the standard annotation rules and their functor is assigned according to the nature of
their dependency.

Modifiers of identification structures. Identifying expressions can be further modified (as a whole). The root of
the modifier is always an immediate daughter node of the root of the identification structure.

Examples:

cedule s napisem.ACMP ,, Romy neobsluhujeme.1D ." (=the notice We do not serve Romanies) Fig. 7.28
{#Idph.ACT} Vsobotu.1D v poledne.ID je hezky film. (=V sobotu v poledne is a good film.) Fig. 7.29
Jiraskovo {# Idph.DENOM} Proti vSem.1D (=Jirdsek's Proti vsem) Fig. 7.30

Figure 7.28. Identification structure

cedule s napisem ,, Romy neobsluhujeme." (=lit. board with inscription Romanies (we) do_not_serve)

cedule enunc
f_DENCM
n.denct
fem.sg

n.denct
inan.sg

obsluhovat

f_ID

v decldisp0.ind
'proc.itD.res0.sim
‘quet/type:meta

(]
Romy #PersPron #Neg
c_PAT t_ACT f_RHEM
n.denct n.prondef.pers atom
fem.pl gender:nr.pl.1.basic
quottype:meta quot'type:meta quctitype:meta
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Figure 7.29. Identification structure Figure 7.30. Identification structure

V sobotu v poledne je hezky film. (=lit. On Saturday at Jirdskovo Proti vSem. (=lit. Jirasek's Proti viem)
noon is nice film.)

=]
o]
root
oot
#ldph.enunc
byt.enunc t_—DENOM
f_PRED lizt
v decldispl.ind
proc.itD.res0.sim
kdo Jirasek
#ldph Film f_1D _AUTH
t ACT i PAT n.pron.indef n.denot
list ndenot neut.totalt.pl.3  anim.sg

. -
L nan.sg person_name

sobota poledre hezky
1D f_1D f_RSTR
ndenot ndernot  adj.denot
fem.sg neutsg pos.negld

7.4. Foreign-language expressions

Foreign-language expressions those text segments that are written in a language other than Czech.

List structure for foreign-language expressions. Foreign-language expressions are represented as a list structure
(see Fig.7.31 and Fig. 7.32). The root of a list structure for foreign-language expressions is a newly established
node with the t-lemma substitute # Forn (nodetype = 1ist). The root of a list structure is assigned a functor
corresponding to the function of the foreign-language expression (as a whole) in the sentence structure. All expres-
sions of the foreign-language text segment as well as all punctuation marks and other symbols are represented by
separate nodes in the tree as immediate daughters of the root of the list structure. Thus, they are represented as
sister nodes, in the surface word order. These nodes (representing the items of the list) are assigned the FPHR
functor (nodetype = fphr). The t-lemmas of these nodes are the unchanged forms of the foreign-language
words.

Modifiers of a list: Foreign-language expressions can be further modified (as a whole) by a Czech expression.
The root of the modifier is always an immediate daughter node of the root of the list structure.

Figure 7.31. List structure for foreign-language expressions I

root node of a list structure for foreign-language expressions
t lemma = #Forn
nodetype = list

I e

| modifier of a list | item of a list item of a list item of a list
functor = FPHR functor = FPHR functor = FPHR
nodetype = fphr nodetype = fphr nodetype = fphr
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Figure 7.32. List structure for foreign-language expressions II

]

t-pic259cizif3 fs-51
root

phispivat.enunc

f PRED :
v decldisp0.ind root node of a list structure for

proc.it0.res0.ant | foreign-language expressions

#PersPron #Forn

t_ACT f_DIR3 basic
n.pron.def.pers list
animsg.3 basic modifier of a list

items of a list

o

Financial Times\ britsky

FPHR FPHR|f_RSTR
fphr adj.denot
pos.neg0

Prispival do britskych Financial Times.
(=lit. (He) was_contributing to British Financial Times.)

Examples:

firma {#Forn.ID} Eagle.FPHR Group.FPHR V.FPHR, [#Period.FPHR] A.FPHR. [#Period.FPHR] (=the

EGVA company) Fig. 7.33

Nenahraditelny je pro sledovani {#Forn.PAT} cash.FPHR flow.FPHR (=important for cash flow monitoring)

vdeniku {#Forn.ID} Financial. FPFR Times.FPFR (=in the FT newspaper)

NB!Common loan words (even if indeclinable) and foreign-language words with Czech morphology are not rep-
resented by means of a list structure (Vypravel o véerejsi extra.RSTR show.PAT (=He was telling us about the
yesterday extra show)); the same holds for European proper names and one-word foreign-language titles in the

nominative of identity (Casopis Times.ID (=the Times magazine)).
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Figure 7.33. Foreign-language expression

firma Eagle Group V. A. (=lit. company Eagle Group V. A.)

firmaenunc
f_DENCM
n.denct
fem.sg

!

#F.c':r.n'.' .
fI0- -
list”

o o ) o o

Eagle Group V #Peniod A #Period
FFHR FPHR FPHR FFHR FFHR FPHR
fphr  fphr  fphr  fphr fphr  fphr

7.5. Direct speech

By direct speech we mean quoted spoken or written speech that is not formally integrated into the structure. The
entire original utterance is quoted, including the original grammatical tenses and persons.

Representing direct speech. At the root node of the sub-tree representing direct speech, the value 1, is entered
in the attribute is_dsp root (see Section A.2.10,“is_dsp_ root”), even ifthe direct speech is not graphically
marked. Nodes for expressions that are part of graphically marked direct speech have the quot/type attribute
filled with the value dsp (see Section 7.6, “Text segments marked by graphic symbol”).

Annotation rules for direct speech vary according to whether the direct speech is independent or introduced by a
reporting clause:

A.

independent direct speech. If the direct speech is independent (i.e. not introduced by a reporting clause),
the direct speech is annotated according to the rules described in Section 6.3, “Clauses (governing, dependent,
verbal, non-verbal)”; i.e. it is represented as a verbal or non-verbal clause. For example:

,,Mdme.PRED nékolik set ¢clenii.“ [1s _dsp_root=1] (=“We have several hundred members.”)

, Pardon. PARTL “[is dsp root=1]

,»Rozchod DENOM ! “[is_dsp root=1] (="Dismiss!")

direct speech introduced by a reporting clause. The basic ways of direct speech representation are:

a.

the direct speech is an argument of a verb or adjective. If the direct speech is an argument of a verb
(or adjective) in the reporting clause and unless the given valency position is already occupied by another
modification, the effective root node of the direct speech has an appropriate argument functor and depends
on the verb. For example:

Jeho odpoved byla: ,, Prijdu.PAT “ (=His answer was: I will come.)

Rekl, Ze neprijde.EFF [is_member = 1] :,, Urcité se nedostavim EFF [is_member =1]." (=He said
he wouldn't come: I will certainly not arrive.) Fig. 7.34

Trener Sparty: ,, Nehrali jsme.PAT Spatné. “ [#Colon.PRED] (=The coach: We didn't play too badly.)
Fig. 7.35
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b. direct speech is a modification of a noun Direct speech may be an argument of a noun, or, if the noun
introducing the direct speech has no valency, it is represented as a non-valency modification with the
functor RSTR. For example:

Nesdilim ndzor trenéra: ,,Hrdc pro zranéni nenastoupi.PAT . (=I don't share the view of the coach:
The player will not play.)

Jeho slova ,, Zavidim .RSTR mu. “ nds prekvapila. (=His words I envy him surprised us.) Fig. 7.38

If the direct speech cannot be interpreted as a modification of a word in the reporting clause, one of the fol-
lowing representations is used:

c. ifitis possible to add a verb of saying as an argument of the verb in the reporting clause (e.g. 7ikat), a
new node for this verb of saying is inserted into the tree, a node with the t-lemma substitute # EmpVerb
and an appropriate functor. The effective root node of the direct speech is dependent on the newly added
node and it has the functor EFF. For example:

Posadil se a zacal{#EmpVerb.PAT} ., Nejdrive mi vysvétlete. EFF , co se stalo.  (=He sat down and
started: First of all tell me what happened.)

d. ifitis possible to attach the direct speech to the reporting clause with the help of a transgressive (gerund)
of a verb of saying (the subject of the verb in the reporting clause and the subject of the added transgressive
are identical), then a new node for the transgressive is added to the tree, with the t-lemma substitute
#EmpVerb and the functor COMPL (the node stands for expressions like 7#ka (=saying) etc. The effective
root node of the direct speech is dependent on the newly established node and it has the functor EFF.
For example:

Nepresvedcivy vykon vysvétloval trenér {#EmpVerb.COMPL} . ,, Hrdli jsme.EFF jen napiil.“ (=The
coach was explaining the failure: We didn't play well enough.) Fig. 7.36

Vtrhl do dveri {#EmpVerb.COMPL} -, Kdy bude.EFF vecere?* (=He rushed into the door: When will
the dinner be ready?)

e. if the direct speech is not a modification of the reporting clause, we represent it as paratactically con-
nected to the reporting clause. The root node of the paratactic structure is usually a node representing
a colon. For example:

V jednotce se lep$i.PRED [is member = 1] ndlada: ,, Porazime.PRED [is member =1] je.” (=The
mood is getting better: We will beat them.) Fig. 7.37

NB! In case the direct speech is a verbal or nominative clause, the argument (or another) functor is assigned directly
to the effective root node of this nominative or verbal clause. If the direct speech is an (independent) vocative or
interjectional clause, the effective root node of the direct speech is a newly established node for an empty verb
(#EmpVerb) and the effective root node of the interjectional or vocative clause is represented as dependent on
this newly established node. For example:

Zavelel: ,,Rozchod . PRT !“[1s dsp root=1] (=He issued a command: Dismiss!)

Rekl: ,, {#EmpVerb.EFF [is dsp root=1]} Pardon.PARTL “(=He said: Pardon.)
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Figure 7.34. Direct speech as an argument of the reporting verb

Rekl, ze neprijde: , Urcité se nedostavim.* (=lit. (He) said that (he) will not come: Certainly (I) REFL

will not_arrive.)

root

ficl.enunc

_PRED w\
v decldispD.i

cpl.itD.res0.ant

(o]
#PersPron #Gen #Colon
t_ACT t_ADDR APPS
n.pron.def.pars  gqcomplex coap

anim.sg. 3. basic

piijit

f_EFF_M
wdecldisp0.ind
rcplitD.resD. post

O
#PersPron #0blfm  #Neg #PersPron
t_ACT t_DIR3.nr f_RHEM t_ACT
n.prondef pers qoomplex atom n. pron.def.pers

anim.sg. 3. basic gender:nr.sg.1.basic

quottypedsp

Figure 7.35. Direct speech as an argument of the reporting verb

dostavit_se.enunc
f_EFF_M

v decl disp0.ind
‘cpl.itD.res0. post
rdsp_root.quotitype dsp

o
#0blfm #Neg urcité
t_DIR3.nr f_RHEM f_MOD
qecomplex atom atom

quotitype:dsp quotitype:dsp quotiypedsp

Trenér Sparty: ,, Nehrali jsme Spatne. * (=lit. Coach (of) Sparta: (We) did_not_play AUX badly.)

©
root
#Cokn.enunc
t_PRED
goomplex
trenér hrat.enunc
c ACT f_PAT
n.denct v decl.dispD.ind
anim.sg ‘proc. it0.res0.ant
L dsp_roct quot'type:dsp
]
Sparta  #PersPron #Gen #Neg Spatry
f_PAT  t_ACT t_PAT f_RHEM f_MANN
ndenct n.prondefpers goomplex atom adj.denot
fem.sg  anim.pl1.basic pos.negl

quottypeidsp quottyperdsp quot'typeidsp  quot'typedsp
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Figure 7.36. Direct speech as an argument of the reporting verb

Nepresvédcivy vwkon vysvetloval trenér: ,, Hrdli jsme jen napiil. “ (=Unconvincing performance. ACC explained
coach.NOM: (We) played AUX only halfway.)

root .

vyswvétlowvatenunc
f_PRED

v decldispl.ind
proc.itD.res0.ant

"

#Gen wikon trenér
t_ADDR  t PAT {fACT,
qeomplex ndenct  ndenot

inan.sg anim.sg

L

presvédiivy #Cor
f_RSTR t_ACT _
adj.denct  gcomplex v decldispO.ind

pos.negl proc.itD.res0.ant

! dsp_rootquotitype:dsp
.

#PersPron En napdl
t_ACT f_RHEM f_MANN
n.pron.def. pers atom adv.denot.grad.neg
gender:nr.pl.1.basic pos.negl
quatitype:dsp quottype:dsp  quottypedsp

Figure 7.37. Direct speech is not a modification of the reporting clause

V jednotce se lepsi ndlada: ,, Porazime je.” (=lit. In unit REFL is_getting_better mood.: (We) will _beat them.)

D.
root
o
#Colon.enunc
CONJ
coap
epiit_se porazit.excl
_PRED_M f_PRED_M
v decl.displ.ind v decl.displ.ind
proc.itD.res0.sim cpl.itD.res0.post
\ dsp_root.quottype dsp
jednotka nalada #PersPron #PersPron
t_LOC . basic f ACT t_PAT t_ACT
n.denot n.denot  n.prondef.pars n.pron.def.pers
fem.sg fem.sg gendernr.pl3.basic gendernr.pl.i.basic
quatitype:dsp quotitype:dsp
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Figure 7.38. Direct speech as a modification of a noun

Jeho slova ,, Zavidim mu. *“ nds prekvapila. (=lit. His words ,, (I) envy him* us surprised.)

o
oot
prekvapitenunc
_PRED
v decldispD.ind
cpl.itD.res0.ant
slovo #PersPron
=_ACT t_PAT
n.denot n.pran.def. pers
neut. pl gendernr.pl1.basic
#PersPron zavidét.enunc
t_AUTH _RSTR
n.prondef.pers v decldispD.ind

proc.itD.res0.sim
dsp_rootquatitypedsp

gender: nr.sg. 3. basic

/

#PersPron #PersPron #Gen
t_ADDR t_ACT t_PAT
n.prondef.pers n. pron.def pers goomplex
gender:nr.sg.3.basic gender:nr.sg.1.basic

quot/type:dsp quottype:dsp quetitype:dsp

7.6. Text segments marked by graphic symbol

Text segments marked by graphical symbols are text segments in quotation marks, brackets or between dashes.

Quotation marks. When analyzing text segments in quotation marks (double or simple) (“text segment in quotation
marks”) two kinds of information are specified (in the quot attribute (see Section A.2.17, “quot”), which is a
list every item of which is a structure of attributes quot /type and quot/set id):

a.

scope of the quotation marks, i.e. which part of the tree represents the expressions within the quotation
marks.

For each text segment in quotation marks a unique identifier is selected. For all nodes representing expressions
in the given text segment within quotation marks this unique identifier is encoded in the attribute
quot/set id. A node can be a member of one or more sets of such marked nodes (embedded quotation),
or of none.

type of use, i.c. in which function the quotation marks have been used (direct speech, title, quotation).

Information on the type of use of the quotation marks is encoded in the quot /type attribute. Every node
representing an expression that is part of a text segment in quotation marks is, apart from the quot/set id
attribute, which gathers the nodes of the text segment together, assigned also a value of the attribute
quot/type. The type of use of the quotation marks is specified for the whole text segment. Therefore, it
holds that nodes with the same identifier in the quot/set id attribute have also the same value in the
quot/type attribute. The quot / type attribute distinguishes four types of quotation mark use; see Table 7.2,
“Types of quotation mark use”.
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Table 7.2. Types of quotation mark use

Type quot/type |Definition Examples
quotation|citation |atext segment representing a Dodal, Ze SRN se nechce s Japonskem ,, tlacit “, nybrz
quoted speech, which is formally |,, podporovat“. (=He added that the FRG did not
integrated in the construction. The |want to “pressurise” Japan but to “be supportive”)
quoted stegment 1S not comp leté; Rekl, Ze ,,to neni nutné. “ (=He said that "it is not
usually just a part of utterance is ”
necessary")
quoted (even one word).
direct dsp direct speech (see Section 7.5, ,»Mdme néekolik set ¢lenit. “ (="We have several
speech “Direct speech”); the quoted hundreds of members")
SP e?tech is a coherent (complete) Vhodnost investic obhajuje slovy: ,, Velka ¢dst budov
um je v zanedbaném stavu. ** (=He defends the invest-
ments: "A big number of the buildings are in a bad
condition")
meta- meta expressions used metalinguistic- |cedule s napisem ,, Romy neobsluhujeme ** (=the no-
language ally, i.e. expressions in which the |tice "We do not serve Romanies")
words are not used in the usual . . o, . oo
th dsth : th Germanismus klika se uziva ve vyznamu ,, Stésti .
way; the words themselves are the (=The word klika is used in the meaning "luck”)
topic, i.e. their meaning or form
Potetovana kiize znamena ,,Jd jsem tady kapo “.
(=Skin full of tatoos means: "I am the boss here")
title title proper name, title (identifying ex- | Lépe nez ,, Otvirame *“ mél pan reditel sviij text nazvat
pression) ,,oteviena dlan ““. (=The text should have been named
"open palm" rather than "we are opening”)
Do meésta prijeli vyzvani motem ,, Kdo nebyl v
Podebradech, nemd rad tenis “. (=They came, in-
spired by the motto "Who wasn't in Podebrady,
doesn't like tennis)
other other other types of use (irony, metaphor | Firma respektuje viivy ,, vyssi moci“. (=The company
cases etc.) respects the "higher forces")

Jedna méstska ctvrt ,,vazi“ sto kilogramii. (=One
town quarter "weighs" 100 kilograms)

Text segments in brackets and between dashes are not marked in any special way. Brackets are interpreted as
signalling parenthesis. Text segments in brackets are annotated according to the rules in Section 6.5, “Parenthesis”.
The function of dashes delimiting a text segment can vary. In a number of cases text segments between dashes
are treated as parenthesis (for the rules, see Section 6.5, “Parenthesis”); in other cases the dashes are treated as co-
ordinating connectives.
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Chapter 8. Functors and subfunctors

Functors are semantic values of syntactic dependency relations. The information regarding the functor of each
node is contained in the attribute functor (see Section A.2.7, “functor”).

Subfunctors are described in Section 8.13, “Further specification of the meaning of a functor”.

8.1. Functors for effective roots of independent
clauses

Functors for effective roots of independent clauses are functors that indicate the clause type and signal that the
clause is independent. There are different functors for verbal, nominative, interjectional and vocative clauses, as
well as for parenthesis. For a survey of the functors for effective roots of independent clauses and their definitions
see Table 8.1, “Functors for effective roots of independent clauses”.

Table 8.1. Functors for effective roots of independent clauses

Functor |Definition Example

DENOM |effective root node of an independent nominative clause|Ndzory ctenarii. (=Our readers' opinions.)
(which is not parenthetical)

PAR effective root node of an independent verbal or nominat- | Prijedu 13. prosince (patek). (=I'll arrive on
ive clause (parenthesis) December 13th (Friday).)

‘ PARTL ‘ effective root node of an independent interjectional clause ‘Pozor/ (=Watch out!) ‘

PRED effective root node of an independent verbal clause Pavel dal kytku Marii. (=P. gave a flower to
(which is not parenthetical) M)
VOCAT |effective root node of an independent vocative clause |Pane majore, hodldm zavést nové prvky.

(=Major, I intend to introduce some new
elements.)

8.2. Argument functors

The basic definitions of the arguments are in Section 6.2, “Valency”. For a brief survey of argument functors and
their definitions see Table 8.2, “Argument functors”.

NB! The modification with the MAT functor is also an argument; it is described in Section 8.10, “Specific adnom-
inal functors”.

Table 8.2. Argument functors

Functor

Definition

Examples

ACT

functor for the first argument In those cases when there
is no argument shifting, the modification with the ACT
functor refers to the human or non-human originator of
the event, the bearer of the event or a quality/property
or the experiencer.

Ten romdn mé oslovil. (=The novel appealed
to me.)

Je mi smutno. (=1 feel sad.)

zloc¢iny mafie na Sicilii (=mafia's crimes on
Sicily)

jeho vykon (=his performance)

K nehodé doslo v noci na véerejsek. (=The

accident took place the night before the last
night.)
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ADDR functor used for arguments with the cognitive role of the | Dal ditéti hracku. (=He gave the child a toy.)
recipient of the event. In thos.e cases when the argument| ;o o5 p o (=He took the toy from
shifting does apply, the modification with the ADDR the child.)
functor is assigned if the verb (noun, adjective) has at ’
least three arguments. Obratil se na soud s problémem. (=He turned
to the court with a problem.)
Albertyn vede pred Puzarem. (=A. is leading
before P)
projev necitlivosti viici mrtvym (=insensitivity
towards the dead)
EFF functor used for arguments with the cognitive role of the | Povazoval Pavla za odbornika. (=He con-
effect/result of the event. In those cases when the argu- |sidered P. a professional.)
ment shl.ftlng.does a.pply, the mod1ﬁcat19n V\fl‘[h the EFF Cinili si Zivot snesitelnym. (=They made each
functor is assigned if the verb (noun, adjective) has at o T
other's life bearable.)

least three arguments.
Zménila uces z kudrn na rovné vlasy. (=She
changed her hairstyle from curly hair to
straight hair.)
Slyset hodiny tikat. (=to hear the clock tick)
Rekl, ze neprijde. (=He said he wouldn't
come.)
ORIG functor used for arguments with the cognitive role of the | Vyrdbeli ze dieva nabytek. (=They produced
source of the event. In those cases when the argument |furniture made out of wood.)
shifting 'does 'apply,'the modification w1t'h the ORIG Na malych krouzcich zaloili novou organ-
functor is assigned if the verb (noun, adjective) hasat |._ . ~ . .
izaci. (=They build a new organization on
least three arguments.
small groups.)
Slysel o nestesti od ucitele. (=He heard about
the accident from the teacher.)
Zdrazili vstupenky z 500 na 550 K¢. (=The
price of the tickets rose from 500 to 550Kc.)
kaluz z tajictho snéhu (=a puddle from melt-
ing snow)
PAT functor for the second argument In those cases when | Postavili stany. (=They pitched the tents.)
there is no argument shifting, the moFilﬁcgtlon with the Jasl jsem nad kvalitou syri. (=I was aston-
PAT functor refers to the affected object (in the broad |. .
ished at the quality of the cheeses.)

sense of the word).
Zapomnéli jsme dychat. (=We forgot to
breathe.)
Doporucuji, aby stejnou studii udélali pro
ostatni zavody. (=They recommend to organ-
ize a competition.)
kniha o dinosaurech (=a book on dinosaurs)
lidé odpovédni za deportace Zidii (=the
people responsible for the deportations of
Jews.)

8.3. Temporal functors

Temporal functors represent a set of semantically differentiated functors for adjuncts that denote various time
points or intervals to which the content of the governing node is related.

The individual temporal functors are differentiated according to which question about time they answer. For a
survey of the temporal functors and their definitions see Table 8.3, “Temporal functors”.
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Table 8.3. Temporal functors

Functor

Definition

Examples

TFHL

for how long?

Prijel na dva dny. (=He came for two days.)
Navzdy vam budu vdecny. (=I'll be forever grateful.)

kontejnery urcené k dlouhodobému uskladniovani vyhorelého paliva (=containers
used for long-time storage of burn-out fuel)

TFRWH

from when?

cukrovi od Vanoc (=sweets from Christmas)
Z detstvi si nic nepamatuji. (=I don't remember anything from my childhood.)

Zapisy jsou odvcera. (=The registration has been in progress since yesterday.)

THL

how long?

in what time?

Délal to po t7i léta. (=He was doing it for three years.)

Napsal to za dve hodiny. (=He wrote it in two hours.)

Psal ten ukol dvé hodiny. (=He was writing the homework for two hours.)
Dlouho se nevideli. (=They haven't seen each other for a long time.)
Pracoval, dokud mél sily. (=He was working until he felt tired.)

trictvrtehodinové vystoupeni (=forty-five minute performance.)

THO

how often?

how many times?

Rakousti prepravci museji stavét po kazdych Sesti hodindach. (=In Austria, the
drivers have to stop every six hours.)

Kazde ctyri hodiny si musim vzit prasek. (=Every four hours I have to take a
pill.)
Schazeli se denné. (=They met every day.)

kazdorocni vyuctovani nakladii (=annual accounts.)

TOWH

to when?

Svolal schiizi na Sestou hodinu. (=He called the meeting for six o'clock.)

Pro nejblizsi obdobi planuje ODA setkadnt se slovenskymi poslanci. (=In the
next few months, ODA is planning...)

Odlozime to napriste. (=We'll put it off until next time.)

TPAR

during what time?

in parallel with what?

Béhem nasi dovolené ani jednou neprselo. (=During our holiday it didn't rain
once.)

Soubézné s prednaskou probihaly seminare. (=Simultaneously with the lecture,
there were some seminars.)

Cestou do Norimberku jsme tiikrat staveli. (=On our way to Nuernberg, we
stopped three times.)

Zatimco spala, premyslel jsem. (=While she was sleeping, I was thinking.)

TSIN

since when?

Od soboty neprselo. (=1t didn't rain since Saturday.)
Pocinaje snidani nic nejedl. (=He didn't eat anything since breakfast.)
Odjakziva jsem nemél rad tohle mésto. (=I never liked this town.)

Co odesli, je tu klid. (=Since they left, it is calm here.)

TTILL

till when?

Do vecera budu v Praze. (=I'll be in Praha by the evening.)

K tomuto terminu bylo podano 2173 Zadosti. (=By this date, 2173 applications
were submitted.)

Dodnes nevim, kde je. (=Until today I don't know where it is.)

Udgélej to, nez se vratim. (=Do it before I come back.)
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TWHEN |when? Prijdu k veceru. (=I'll come in the evening.)

Uvidime se koncem roku. (=We'll see each other at the end of the year.)

V obdobi destii sloni ziistavaji v horach. (=In the rainy period, the elephants
stay in the mountains.)

Pred tvdnem prestala dojizdét za praci. (=A week ago, she stopped commuting
to work.)

Sejdeme se 2. unora. (=We'll meet on February 2nd.)

Dockame se brzy rychlé dopravy. (=There will soon be a faster means of
transport.)

Sotva se naucil jeden jazyk, uz se uci dalsi. (=As soon as he learned one lan-
guage, he started another one.)

budouci zvySovani vyroby (=the future production increase)

8.4. Locative and directional functors

Locative and directional functors represent a set of semantically differentiated functors for adjuncts that - in a
broader sense - denote places to which the content of the governing node is related.

The individual functors are differentiated according to which question about location or direction they answer. For
a survey of the locative and directional functors and their definitions see Table 8.4, “Locative and directional
functors”.

Table 8.4. Locative and directional functors

Functor |Definition Examples

DIR1 where from? Ustoupil od stény. (=He made a step from the wall.)
Smérem od Prahy jede vic aut. (=In the direction from Praha, there are more cars.)
\Jeden z chlapcii (=one of the boys)

Zevniti se ozval hluk. (=There was some noise coming from inside.)

DIR2 which way? Prosli blizko toho domu. (=They passed near the house.)

Soubeézné s zZeleznici vede silnice. (=The road is parallel with the railway.)

Wuzila pohledu skrz okno. (=...through the window)
Marsal Rommel ustupoval udolim reky Vardaru. (=...through the valley...)

Tudy cesta nevede. (=We can't go this way.)

DIR3 where to? Lideé to maji do sbéren daleko. (<It is far to the collecting places.)

Priméla ho k navratu za more. (=She made him to come back over the sea.)

Hledeél tvari v tvar problému. (=He faced the problem.)

Nikam se nepiijde. (=We are not going anywhere.)

zpétné ziskani celéeho podilu (=getting the share back)

Loc where? Nebezpeci miize byt vsude kolem nds. (=Danger can be everywhere around us.)

V oblasti vzdéldavani mame velké mezery. (=In the area of education...)

Za vyresenymi problémy se objevily dalsi. (=In place of the solved problems, there
some new again.)

Studentku prepadl pobliz stadionu neznamy mladik. (=...near the stadium)
Zistan doma. (=Stay at home.)

zahranicni utkani (=a match in a different country.)
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8.5. Functors for causal relations

Functors for causal relations represent a set of semantically differentiated functors that are assigned to adjuncts
referring to different causal relations among events or states. Modifications with these functors refer to something
with respect to what the governing event is assessed, explained etc.

Functors for causal relations are differentiated depending on the type of relation between the two events, states
etc.; i.e. depending on whether it is a cause, purpose, condition etc. For a survey of the functors for causal relations
and their definitions see Table 8.5, “Functors for causal relations”.

Table 8.5. Functors for causal relations

Functor

Definition

Examples

AIM

purpose, aim

Jsem tu, abych vam pomohl. (=I am here to help you.)

Domek byl zastaven uz drive ke kryti piijcky. (=... in order to cover the
loan)

V zajmu zkvalitneni legislativniho procesu by mél kazdy zdakon projit
obéma komorami. (=For the improvement of the process... it is neces-
sary...)

Pracoval jen za ucelem vydeélku. (=in order to make some money)

CAUS cause proper Nepovim vam to, protoze byste mi stejne neveérili. (=I am not going to tell
you because you wouldn't believe me anyway.)
Kvili tobé mam ted’ po dobré naladeé. (=Because of you I'm in a bad
mood.)
Z ditvodu nemoci zavieno. (=Closed for illness.)
Radoval se nad darkem jako malé dité. (=He was delighted because of
the present.)
Zemrel hladem. (=He died with hunger.)
CNCS concession Vyhral, prestoze nepatiil mezi favority. (=Although nobody expected it,
he won.)
Navzdory velkym studijnim uspéchum se v praxi neuplatnil. (=Although
he wasn't very successful...)
Pres své dobré vychovani se nezachoval nejlépe. (=Although his manners
are normally good...)
COND condition Jestlize nepujde dobrovolné, pouzijeme nasili. (=If he fights, we'll use the
force.)
V pripade, Ze se nedostavi, schiizi rozpustime. (=If he doesn't arrive there
will be no meeting.)
Nebyt vas, nebyl bych tady. (=If it were not for you I wouldn't be here.)
INTT intention Navsteévnici sem prijizdeji lyzovat. (=The people are coming here for ski-

ing.)
Spéchal zmacknout spoust svého nikonu. (=He rushed to make the picture.)
Pozvali ho k dialogu. (=They invited him to the dialogue.)

Izraelsky premiér je v Praze na navstéve. (=the Izraeli Prime Minister on
the visit.)
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8.6. Functors for expressing manner and its
specific variants

Functors for expressing manner and its specific variants are a rather heterogeneous group of adjunct functors
that express all kinds of inner characteristics of events, i.e. the manner in which the event (state) is carried out.

Manner can be expressed in different ways - by comparison, by specifying the result or instrument used for accom-
plishing the event, by expressing quantity etc.; these different ways of expressing manner correspond to different
(manner) functors. For a survey of the functors for expressing manner and its specific variants and their definitions
see Table 8.6, “Functors for expressing manner and its specific variants”.

Table 8.6. Functors for expressing manner and its specific variants

Functor |Definition Examples

ACMP accompaniment | Pracuje bez bryli. (=He works without his glasses.)
tatinek s maminkou (=Father with Mother)

V souvislosti s riistem mezd se zvySila poptavka. (=In the connection to the growth
of the wages...)

Koupili dve sady lega s tim, Ze daji kazdému synovi jednu. (=...with the idea that
they'll give each to one of the sons.)

CPR comparison Musime udelat nepochybne mensi a snazsi manévr, nez byl ten minuly. (=...smaller
and easier than the last one.)

Podminky jsou az nebezpecné priznivé, podobné jako tomu bylo v Americe. (=..just
like it was in America.)

V porovnani s tebou budu vidycky lepsi. (=When compared to you I'll always be
better.)

CRIT criterion Posuzuje lidi dle obleku. (=He is judging people on the basis of their clothes.)

Po vzoru Némecka bude firma poradat fotbalové turnaje. (=Following Germany...)

Ve svétle téchto faktii se hrouti i tato predstava. (=In the light of these facts...)

Tento svazek nebyl v rozporu s platnymi predpisy registrovan. (=This was not re-
gistered which is not in accordance with the rules.)

DIFF difference Tuzemsky vyrobce dodal hlavy o ¢tyri dny pozdeji. (=...four days later.)

Cim je vino starsi, tim je lepsi. (=The older the wine the better it is.)

EXT extent Cesta je dlouha pres dvacet kilometri. (=...more than twenty km.)
Obyvatelstvo proudi po tisicich. (=Thousands of people are coming.)

Naklady na palivo cinily témer miliardu korun. (=The costs were almost one billion
crowns.)

Dnes je docela hezky. (=The weather is quite nice today.)

MANN manner proper |Pracuje pomalu. (=He works slowly.)
Hraci si vychutnali radost z vitézstvi o samote. (=They enjoyed the victory alone.)

Dochovala se v podobé iluminovaného rukopisu. (=.. in the form of an illuminated
manuscript.)

Jednal, jak mu uklada zakon. (=He acted as the law required.)

elektrické ovladani (=electric control)
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MEANS

means

Vystraznymi vystrely zahnala pobrezni hlidka rybarskeé lodé. (=...using the warning
shots.)

Zlodeéj odjel na bicvklu. (=The thief left on the bike.)

Investor miize prodat akcie prostiednictvim maklérské firmy. (=...through a broking
house.)

Casopisecky jsem povidky predstavil jiz v roce 1965. (=In magazines, I published
the stories already in 19635.)

regard

Stanovisté je treba upravit se zietelem k mnoZstvi ucastnikii. (=It is necessary to
prepare the spot with regard to the number of participants.)

U celniho zdkona vsak s hlasovanim po jménech nikdo neprisel. (=As for this law,
nobody proposed voting...)

Skoly pro sluchové postizené (=schools for people with a hearing defect; lit. aurally
handicapped.)

Co se tyce odhadu budouciho vyvoje, ten je jiz usmérnén ekonomickymi faktory. (=As
|for the future development...)

penzijni pripojisteni (=a contributory pension scheme.)

RESL

result

maso upecené do zlatova (=roasted until golden brown)

Ukradenymi auty zautocili na viiz tak, ze havaroval v prikopu. (=...they pushed the
car in such a way that it ended up in a ditch.)

Autor se snazil napsat povidku tak, aby si ji mohl precist kazdy. (=The author is trying
to write it in such a way that anybody can read it.)

deficitni hospodareni (=deficit economy)

RESTR

exception/restric-
tion

Kromé dosavadnich ukolii bude uirad vydavat licence pro podnikani na drdze. (=Apart
|\from its current job, the office is going to issue...)

Verejnost neni zla az na nékteré jedince. (=The society is not evil, except for certain
individuals.)

S tim nelze nez souhlasit. (=One can only agree.)

8.7. Functors for rhematizers, sentence, linking
and modal adverbials

Functors for rhematizers, sentence, linking and modal adverbials are functors of atomic nodes representing
adjuncts that have the rhematizing function, that link the sentence to the preceding text or express various modal
and attitudinal characteristics. For a survey of the functors for rhematizers, sentence, linking and modal adverbials
and their definitions see Table 8.7, “Functors for rhematizers, sentence, linking and modal adverbials”.

Table 8.7. Functors for rhematizers, sentence, linking and modal adverbials

Functor |Definition Examples
ATT evaluating or emotional attitude of the Je to bohudiky za nami. (=.. fortunately..)

speaker to the content of the utterance

Takova je bez nadsdazky Honda Prelude 3.2. (=...without

exaggeration...)

Kdyz ale vy to nevidite dobre. (=But you can't see it
clearly.)

takzvané podnikani (=so called business)
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INTF

expression intenzifying the subject (so called
“false subject”)

On Jirka jesté spi. (=lit. Well, Jirka still is_asleep.)
To Karel neprisel. (=lit. That Karel did not come.)
Ono tahne. (=lit. There is_(a) draught.)

To huci letadla. (=lit. That are_buzzing (the) planes.)

MOD

modal characteristics of the content of the
utterance

Pravdepodobné prijdeme. (=We'll probably come.)

Vedlo by to ziejmé ke znic¢ujicimu rozkolu. (=Apparently,
this would lead to...)

Takovi pracovnici y zasadé neexistuji. (=In principle,
such workers do not exist.)

mozné selhani (=possible failure)

PREC

expression linking the clause to the preceding
text

Jsem tedy stasten. (=Hence, I'm happy.)
Ale to zatim neni nas pripad. (=But this is not our case.)

Izolovany vyzkum vSak nemiize prinaset vysledky.
(=However, isolated research cannot have good results.)

RHEM

rhematizer

Jen on o tom nevedel nic. (=Only he didn't know any-
thing.)

Teprve pred tydnem prestala za praci do Puchova
dojizdet. (=Just a week ago...)

8.8. Functors for multi-word lexical units and
foreign-language expressions

Functors for multi-word lexical units and foreign-language expressions are functors assigned to nodes repres-
enting a foreign-language expression (see Section 7.4, “Foreign-language expressions”), or the dependent part of
a multi-word predicate (see Section 7.1.1, “Multi-word predicates™). For a survey of the functors for multi-word
lexical units and foreign-language expressions and their definitions see Table 8.8, “Functors for multi-word
lexical units and foreign-language expressions”.

Table 8.8. Functors for multi-word lexical units and foreign-language expressions

Functor |Definition Examples
CPHR nominal part of complex predicates or a pre- | Dostali rozkaz nevychdazet ze stanii. (=They got the order
dicative adverb with quasi-modal verbs not to leave the tents.)
Je treba odejit. (=1t is necessary to leave.)
DPHR the dependent part of an idiomatic expression |Jde mi na nervy. (=He's getting on my nerves.)
krizem krdazem (=criss cross)
FPHR foreign-language expression Cizinec zvolal: "This is not true ." (=The foreigner

called....)

8.9. Functors for some specific (new)
modifications

The present section is devoted to the description of functors that are traditionally not included in grammar books.
These functors are not classified as being members of different semantic groups yet. For a survey of the functors
for specific (new) modifications and their definitions see Table 8.9, “Functors for some specific (new) modific-

ations”.
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Table 8.9. Functors for some specific (new) modifications

Functor

Definition

Examples

BEN

adjunct expressing to whose advantage or
disadvantage something happens

Penize ziistanou klientovi dale na ucte. (=The money will
stay on the client's account.)

Bylo by to ku prospéchu véci. (=This would be for the
good.)

Sance pro movité najemniky (=a chance for rich tenants)

1o je dalsi argument proti tomu, aby mzdova regulace
existovala. (=This is another argument against the exist-
ence...)

CONTRD

adjunct expressing a contrasting background
(confrontation) for the governing event

Zatimco diive se dotovaly byty, které ovsem zdaleka ne-
dostavali ti nejpotrebnéjsi, napristé by mély penize
smérovat primo k lidem, tedy k ndjemnikiim. (=While in
the past..., in the future ..)

HER adjunct referring to a person (group of people, | Po Juliu Fucikovi pobirala 320 korun vdovské penze.
institution, time) which is the source of an |(=She got a pension after JF.)
inherited object Jmenovala se Barbora podle patronky hornikii. (=Her
name was B., after the patron of miners.)
SUBS adjunct expressing that something was substi- | Libuse Sroubkovd jménem firmy Inreka predala zdkladni

tuted for something else

skole deset novych trid. (=...in the name of the com-
pany...)

Do uceben zasednou otcové misto svych synii. (=...fathers
instead of their sons.)

Za otce jednal stryc. (=In place of my father...)

Svobodna inteligence musi spolupracovat a pomdhat,
misto aby se posmivala. (=...they should help instead of|
laughing at us.)

8.10. Specific adnominal functors

Specific adnominal functors are functors for modifications exclusively modifying (semantic) nouns. These ad-
nominal modifications have specific functions that cannot be found with adverbal modifications. For a survey of
the specific adnominal functors and their definitions see Table 8.10, “Specific adnominal functors”.

Table 8.10. Specific adnominal functors
Functor |Definition Examples
APP adjunct referring to the person or thing organizace neslySicich (=organization of the hearing-

something or someone belongs to

impaired)
miuij klobouk (=my hat)

AUTH

author, creator, originator of artefacts

deset basnickych sbirek mladych basnikii (=young poets'
poetry books)

Sverdkiv Akumulator 1 (=Sverak's Akumuldtor 1)

skladba Svaty Vaclave od Marty Jirackové (=MJ's Svaty
Vaclave)
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ID effective root of an identifying expression |v pripadu Kott (=in the Kott case)

represented by an identification structure pojem dasu (= notion of time)

v prazské Galerii U Recickych (=the gallery U Recick-
yeh)

MAT adnominal argument referring to the content|balik papiru (=a box of paper)

(material etc.) of something polovina dortu (=one half of the cake)

RSTR adnominal adjunct more closely specifying |drsné pocasi (=harsh weather)
its governing noun pét déti (five children)
rozhodci Severyn (=referee Severyn)

lod’ o vytlaku 9700 tun (=a vessel with a displacement
of 9700 tons)

Uderil i ¢loveka, ktery si to nezaslouzil. (=He hit a man
who didn't deserve it.)

8.11. Functor for the predicative complement
(coMpPL)

Due to the specific properties of predicative complements, which cannot be attributed to any other adjuncts, we
take this functor to be a special functor that does not belong to any group of functors. The functor for the predicative
complement has the value COMPL (see Table 8.11, “Functor for the predicative complement”).

Table 8.11. Functor for the predicative complement

Functor |Definition Examples
COMPL |predicative complement Nasli kamarada nemocného. (=They found their friend
ill.)

Hraci odchazeli ze hristé nepremozeni. (=The players
were leaving the field undefeated.)

Sledoval ho, jak se chovd k mladsim spoluzdkim. (=He
watched him how he behaved to his younger classmates.)

8.12. Functors expressing the relations between
members of paratactic structures

Functors expressing the relations between members of paratactic structures present a special group of functors.
These functors do not express a kind of dependency; they rather capture the relation between members of paratactic
structures (either clauses or modifications). They are functors that are assigned to the root nodes of paratactic
structures (see Section 6.4, “Parataxis”). For a survey of the functor for relations between members of paratactic
structures see Table 8.12, “Functors for coordination”, Table 8.13, “Functor for apposition” and Table 8.14,
“Functor for mathematical operations and intervals”.

Apart from the functors assigned directly to the roots, there is also a specific functor CM, which is assigned to nodes
representing conjunction modifiers - see Table 8.15, “Functor for conjunction modifiers”.
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Table 8.12.

Functors for coordination

Functor

Relation between the
coordinated ele-
ments

Examples

ADVS

adversative

Vypadalo to, zZe bude hezky, ale zacalo prset. (=The weather seemed nice but
it started raining.)

V dalsich radcich nebude odkaz na zadny zdakon, a presto piijde o zdleZitost
aktualni. (=There will be no reference to a law, and still it will be highly relev-
ant..)

Prijel do Prahy, nikoli do Brna. (=He came to Praha, not to Brno.)

CONFR

confrontational

Bristol je v Anglii, kdezto Glasgow je ve Skotsku. (=B. is in England, while G.
is in Scotland.)

Svobodni mladenci mivaji neporddek kolem sebe, ale zenati naopak mivaji
neporadek v dusi. (=Bachelors often have a mess all around them but married
men, on the other hand, have a mess in their souls.)

CONJ

simple conjoining

Mezi smysly patii zrak a sluch a hmat. (=Eyesight and hearing and touch belong
to the senses.)

Vynika jak svedomitosti, tak houzevnatosti. (=She stands out due to her thor-
oughness, as well as her stringiness.)

CONTRA

coordination of two
fighting, competing
subjects

akademie ved kontra vysoké skolstvi (=Academy of Science contra universities)

Bukac versus Hlinka oc¢ima Jana Hordaka (=Bukac versus Hlinka in JH's eyes)

utkani Rusko - Svédsko (=Russia - Sweden)

CsQ

consecutive

Pracoval nezodpoveédne, a proto dostal vypovéd. (=He was irresponsible,
therefore he was fired.)

Byl nemocny, a tudiz neprisel. (=He was sick so that's why he didn't come.)

Potrebujete jen 1/4 vody, takze sprcha vas stoji 0,46 K¢. (=You only need 1/4
of the water so a shower costs 0.46 Kc.)

DISJ

disjunctive

Vyslovi se bud’ pro, nebo proti navrhu. (=They will be either for or against the
proposal.)

Meél dvé moznosti — nechat se predstihnout, nebo zpiisobit havarii. (=He had
two possibilities - to be outrun, or to cause a crash.)

Maji, ¢i nemaji pravdu? (=Are they right, or not?)

Na konzultaci musi prijit alespon jeden z rodicii, nebo alespon nékdo z rodiny.
(=At least one parent has to come, or at least a member of the family.)

GRAD

gradation

Stat neposkytne na nakup bytii Zadné slevy, ani Zadnou jinou financni pomoc.
(The state will not offer a discount, not even any other financial help.)

Nestavime jen domy, nybrz budujeme i détska hristé. (=Not only do we build
houses, we also build playgrounds.)

Zavod plan splnil, ba dokonce jej prekrocil. (=The factory fulfilled the plan; it
even overfulfilled it.)

REAS

causal

Tento krok je nebezpecny, nebot se do ekonomiky zanasi nesmirna dzungle.
(=This step is dangerous since it lets the jungle.into our economy.)

Ukol splnime, vzdyt neni obtizny. (=We'll fulfil the task, for it is not difficult.)

131




Functors and subfunctors

Table 8.13. Functor for apposition

Functor |Relation between the | Examples
appositioned ele-
ments

APPS apposition Bozena Néemcova, autorka Babicky (=BN, the author of Babicka)

|Jeden rok, neboli dva semestry (=one year, or two semesters)

pudni rezim, to znamend piidni vidha (=soil environment, i.e. soil humidity)

Table 8.14. Functor for mathematical operations and intervals

Functor |Definition Examples

OPER paratactic connection |pomér deset ku jedné (=10:1)

of operands of math- |\ o 34 44 ot (=at the age of 34-44)
ematical operations or

intervals od hlavnich bodii pres priklady do nejmensich detailii (=from the main points
to the tiniest details)

Table 8.15. Functor for conjunction modifiers

Functor |Definition Examples

CcM expressions modify- |Rozpocet nejenze neni prebytkovy, ale dokonce je skryté deficitni. (=The budget
ing coordinating con- |not only is not surplus, but it is even covertly deficit.)
nectives

8.13. Further specification of the meaning of a
functor

Two attributes are used to specify the meaning of certain modifications in a more detailed way:

the subfunctor attribute (see Section 8.13.1, “Subfunctors”);
the is_state attribute (see Section 8.13.2, “Attribute for the meaning of “state””).

8.13.1. Subfunctors

Subfunctors describe semantic variations within a particular functor, they provide closer specification of the
meaning of the functor, and they specify more precisely the semantic relation between the modification and the
governing word. These various differences within one functor are expressed by various (prepositional) cases, or
by conjuctions.

The information on the subfunctor is carried by the attribute subfunctor (see Section A.2.19, “subfunctor”).

Subfunctors are not assigned to all PDT functors that would need a more detailed specification of their meaning
but rather to a limited group of functors. Subfunctors are assigned to nodes with the following functors:

ACMP (see Table 8.16, “Subfunctors for the functor ACMP”)
BEN (see Table 8.17, “Subfunctors for the functor BEN”)

CPR (see Table 8.18, “Subfunctors for the functor CPR”)
DIRI ( see Table 8.19, “Subfunctors for the functor DIR1”)
DIR?2 (see Table 8.20, “Subfunctors for the functor DIR2”)
DIR3 (see Table 8.21, “Subfunctors for the functor DIR3”)
EXT (see Table 8.24, “Subfunctors for the functor EXT”)

LOC (see Table 8.22, “Subfunctors for the functor LOC”)
TWHEN (see Table 8.23, “Subfunctors for the functor TWHEN”)

Subfunctors were assigned to the functors in PDT on the basis of the surface form of the modification with the
given functor.

For every functor (out of the selected ones), there is a subfunctor with the values basic and nr:

* basic. Each functor has its set of forms that express the basic meaning of the functor. A modification realized
by one of these forms has the attribute subfunctor filled with the value basic.
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* nr. Modifications in a surface form that has not been assigned to any subfunctor have the attribute subfunctor
filled with the value nr (not recognised).

Table 8.16. Subfunctors for the functor ACMP

ment

Subfunctor Meaning Possible forms Examples
basic positive accompani- |s+7 tatinek s maminkou (=Father with Mother)
ment spolu VS+V7 cela rodina v Cele s otcem (=the whole family
spolecne s+7 . ;
y with the Father in the lead)
v Cele s+7
ve spojeni s+7 Zaroveri s hovorem dostane potrebné inform-
zaroveri s+7 ace o volajicim zakaznikovi. (=Together with
ruku v ruce s+7 the call...)
circ vague circumstance |bez toho, aby+vfin Tenis miize byt podivanou i bez toho, aby po
s tim+vfin kurte chodily polonahé dévy. (=Tennis can
s tim, ze+vfin be a good show even without half-naked girls
v souvislosti s+7 walking on the tennis court...)
v souvislosti s tim, Ze+vfin Visetr .. . . .,
ySetrovatelé si v souvislosti s korupcnim
skanddlem prisli vyslechnout i dalsiho
svedka. (=...in the connection with the scan-
dal...)
incl inclusion véetné+2 Rocné by tedy zaplatila na pojistném vcetné
urazoveho pripojisténi 4104 korun. (=...acci-
dent insurance including.)
wout negative accompani- |bez+2 pokoj bez viastniho prislusenstvi (=a room

without conveniences)

Table 8.17. Subfunctors for the functor BEN

proti tomu, aby+vfin
v neprospéch+2

Subfunctor Meaning Possible forms Examples
basic benefit ku prospéchu+2 Profit pripravuje pro své ctendre poradnu.
pro+4 (=...for the readers...)
vep TOSpf;h—Fz Zrikaji se kariéery ve prospéch déti. (=..for
v zamu the benefit of their children)
agst disadvantage/detri- |na ukor+2 Hlavni prekazkou statu fungovat na iikor
ment proti+3 jednotlivce je demokraticky systém. (=..at the

expense of an individual..)

valecny vyvoj v neprospéch Nemecka (=..to
the disadvantage of Germany)
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Table 8.18. Subfunctors for the functor CPR

Subfunctor Meaning Possible forms Examples
basic similarity jako Sloni jsou jako Anglicani. (=Elephants are
jak like Englishmen.)
Jenze stejné rychle, jak nadéje svitla, tak
rychle pohasla. (=The hope was gone as fast
as it came.)
than difference genitive To byla otazka pro 982 respondentii starsich
nez 14 let. (=...respondents older than 14 years)
ezl Vyrobili vice nez 495 milionii metrii
krychlovych pitné vody. (=They produced
more than 495 million...)
wrt “the entity something |naproti+3 Proti drivejSku se vsak zase objevili novi
is compared to” na rozdil od+2 zajemci. (=In comparison to the past...)
p r0t1f3 CR je v tomto ohledu vyjimecna ve srovndni
oproti+3

ve srovnani s+7
ve srovnani s tim+vfin
v porovnani k+3
v porovnani s+7

s okolnimi zemémi stiedni Evropy. (=When
compared to the other countries of Central
Europe..)

Na rozdil od hotelii nemohly lazné vyuzivat
zisku tak dobre. (=Unlike the hotels, the spas
couldn't...)

Table 8.19. Subfunctors for the functor DIR1

Subfunctor Meaning Possible forms Examples

basic “where from” adverb Zezadu se prodral ke stribru domdci milacek.
od+2 (=From behind..)
z+2

Ze zahranici k nam zacali jezdit chudsi tur-
isté. (From abroad...)

Table 8.20. Subfunctors for the functor DIR2

Subfunctor Meaning Possible forms Examples
basic “which way” adverb Musi ovladat umeni nabizet své vyrobky
instrumental primo ze dvora treba turistovi, ktery projde
okolo. (=...a turist who is going past him.)
prenos dat vzduchem (=air transmission)
across “across” napric+7 Priblizovani satelitii k Atlantické alianci
prest+4 spousti novou Zeleznou oponu napric kontin-
entem. (=...across the continent)
preprava transportii pies Ceskou republiku
(=via the Czech republic)
along “along” pot6 V roce 1997 pravdepodobné projedou prvni
podel+2 vozidla po dalnici Praha -Plzen. (=..on the
highway Praha -Plzen.)
Jel jsem podél néj. (=1 went along it.)
around “around” kolem+2 Kolem pravni ochrany software se u nds
okolo+2 chodi v sirokych kruzich. (=lit. Around legal
protection...)
betw “between” mezit+7 Plechové krabicky aut se plazi po vymolech
hlinénych cest mezi nevzrusenou zveri.
(=..between the uninterested animals.)
near “near” vedle+2 A tak se nase véda stala popelkou, jen nes-

méle kracejici vedle civilizovaného svéta.
(=...shyly walking beside the civilized world.)
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Table 8.21. Subfunctors for the functor DIR3

Subfunctor Meaning Possible forms Examples
basic “where to” adverb Soused v tichosti vyckal mezi vétvemi a pak
do+2 se odplizil domii. (=...he crawled home.)
do cela+2 Mame zaméstnance, které obcas vysilame na
na+4 C g, _ .
y sluzebni cestu. (=...sending the employess to
smérem na+4 busi .
§ usiness trips.)
smérem do+2
smérem k+3 Véera odpoledne byl na Nuselskem mosté
pruh smérem do centra normalné prijezdny.
(=...to the center...)
above “above” nad+4 Uz odpoledne se vratila zpét nad hranici 1100
lir za marku. (=1t is back above the 1100 lires
\for a mark level.)
behind “behind” za+4 Ze se za tento pldst schovd leccos dalsiho,
netreba pripominat. (=...can be hidden under
this coat...)
below “below” pod+4 Dostal se pod auto. (=He got under the car.)
betw “between” mezit+4 Dal to mezi ty drobnosti. (=He put it among
those little things.)
elsew “outside something” |mimo+4 Postavil se mimo hraci plochu. (=He stood
outside the playing field.)
ext “extent” potd Cs. vojsko nikdy neobsadilo celé Tésinsko az
po Bilsko. (=The army never occupied the
whole region up to Bilsko.)
front “in front of” pred+4 Tim mi ulehdili praci a ja mohl predstoupit
pred lidi. (=...so I could face the people; lit.
come in_front_of people.)
near “near” vedlet+2 Radi tradicni vedle bandlniho, kiizi vysoky i
nizky styl. (=He puts the traditional next to
the banal, ...)
opp “opposite” proti+3 Utok nebyl namiren proti lidem. (=The attack
was not aimed at the people.)
target target pot6 Hazel po ném kamenim. (=He was throwing
stones at him.)
to “to” k+3 Dotycny piijde jinam, ke konkurenci. (=He
za+7 will go somewhere else, to the competition.)

Zasli jsme do galerie za Petrem. (=We went
to the gallery to see Petr.)
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Table 8.22. Subfunctors for the functor LOC

Subfunctor Meaning Possible forms Examples

basic “where” adverb Zde uz miizeme vahat. (=Here, we can be
adjective unsure.)
naté prvni prazské jednani (=first negotiations in
v+6

Praha)

ubytovani v hotelu (=hotel accomodation)
above “above” nad+7 V neprofesiondlnim prostredi si lidé opali

\jehlu nad plaménkem v karmé. (=...above the

flame..)

abstr “in the area/field of” |v oblasti+2 Podle Redla je Hradistan v oblasti folkloru
v oboru+2 kapelou ostie sledovanou. (=...a band closely

watched in the area of folklore.)

along “along” podel+2 Epicentrum otresu bylo lokalizovano podél
podle+2 zdpadniho pobrezi ostrova. (=...along the

west coast.)

around “around” kolem+2 Z paleni ukradenych penézenek se kolem
okolo+2 jejich chalupy linul cmoud. (=...around their

cottage...)
behind “behind” za+7 Po kolizi jezdili zavodnici pét okruhii za
vodicim vozem. (=...behind the car.)

below “below” pod+7 Moc casto jsem tu dirku - v umyvadle, pod
vodou - hledal a pak lepil. (=...under the
water...)

betw “between” mezit+7 Byl mezi dvéma ohni. (=...between two fires)

elsew “outside something” |mimo+4 Stranou strkanice neziistava ani tisk.
stranou+2 (=...outside the conflict.)
vnét2 vné slozitych diskuzi (=outside the complic-

ated discussions)

front “in front of” pred+7 DBykal mu pred lidmi. (=...in front of people)
Ivari v tvai+3 Stoji tvdri v tvar problému. (=...facing the

problem)

in “inside” uvniti+2 \jednani uvniti koncernu (=negotiations

within the concern)

mid “in the middle” prostred+2 Biskup slouzil msi v taborové kapli, kterou
uprostied+2 se stal indiansky stan teepee uprostied
vprostred+2 tabora. (=...in the middle of the camp)

near “near” blizko+2 Hrat se ma u Alzbétina mostu, blizko zastavky
blizko+3 autobusu ¢ 78. (=...near the bus stop..)
fet3 spor o oboru pobliz Hradecku (=a dispute
nedaleko+2 o

N over a park near Hradecek)

pobliz+2

po boku+2 V posledni dobé vystupujete ¢asto po boku

pFit6 ministri. (=..next to the ministers...)

”J“Z’ . na jednom z ostrovii pri jiznim pobrezi Al-

v blizkosti+2 iasky (=...by the south coast of Alaska)

vedle+2 o ] ,
Prochazime po odkrytém prostranstvi
nedaleko hotelu. (=...near the hotel)

opp “opposite” naproti+3 Lezi proti oknu. (=1t is situated opposite the
proti+3 window)
prest+4

Bydli pres dvur. (=...across the yard)
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Table 8.23. Subfunctors for the functor TWHEN

Subfunctor Meaning Possible forms Examples
basic “when” adverb Uvedena cena bude predana lauredtiim dne
genitive 19. zari 1994 v Hotelu Hilton. (=...on
accusative September 19th 1994..)
tem}? oral modifications Autor (nar. 1943) je hispanista, prekladatel,
Zv_ig outa case plisobi v Ceském rozhlase. (=...born 1943..)
kdyz+vfin Prijdu k ranu. (=...at daybreak)
na+4 Na jaie skonci vyroba. (=In spring...)
na+6
o+6 Rota novackii pri prileZitosti sjezdu vycistila
DFi+6 vojensky prostor. (=...at the occasion of the
pri prileZitosti+2 congress...)
u prilezitosti+2 Jejich genocida v dobé druhé svétové vdlky
vt4 uzaviela pokusy o spolecné souziti. (=...in
v+6 the time of the WW I1...)
v dobé+2
v obdobi+2
za+2
after “after” pot6 Stat ceny schvali poté, co je proveri. (=..after
poté, cotviin they are examined..)
zath Za chvili prisel pan Mitrofanov. (=In a short
while, Mr. M. came.)
approx “approximately” kolem+2 Okolo prelomu roku je relativni klid.
okolo+2 (=Around the end of the year it is calm here.)
before “before” nez+vfin Jakou povahu jsi mél, nez jsi prisel o nohu?
pred+vfin (=..before you lost your leg?)
begin “at the beginning”  |pocatkem+2 Olejomalbu jste mohli zacdtkem vunora koupit
zacdtkem+2 za 34 600 korun. (=...at the beginning of
February...)
betw “between” mezit+7 hudba v prestavkach mezi gamy (=music
between the games)
end “at the end” koncem+2 Koncem roku bylo bez prace 185 000 osob.
na zaveér+2 (=At the end of the year...)
v ,Z“Yemg V zaveru polocasu dala Sparta branku.
zaverem (=Towards the end of the half...)
flow “in the course” postupem+2 Omezovani centralni cenové regulace bude
v priibéhu+2 v priibéhu roku ziejmée pokracovat. (=...in
the course of the year...)
mid “in the middle” uprostred+2 Jeste uprostied minulého tydne jsem si nebyla

\jista, zda budu viibec startovat. (=...in the
middle of the last week...)
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Table 8.24. Subfunctors for the functor EXT

Subfunctor Meaning Possible forms Examples
basic the basic notion of ex-|adverb Bez soukromého vlastnictvi pozbyva
tent do+2 kapitalovy trh castecné smyslu. (=... loses its
na+4 sense to a certain degree.)
P _?_26 1 zanedbatelna zalezitost naroste v detské
v mysli do tragickych rozméri. (=...grows into
za+4 . . f
tragical dimensions.)
Obyvatelstvo proudi po tisicich. (=Thousands
of people are streaming...)
approx “approximately” kolem+2 Letos by se mél obrat pohybovat okolo 1,2
okolo+2 miliardy korun. (=...around 1.2 billion
crowns.)
less “less than” pod-+4 Lidi s 1Q pod 50 jsou jiz jen desetiny pro-
centa. (=..with the IQ less than 50...)
more “more than” prest+4 Vynosy cinily pres 16 miliard korun. (=The
nad+4 sales were more than 16 milliard CZK.)

8.13.2. Attribute for the meaning of “state”

The verb byt, but also full verbs and nouns are often modified by a number of prepositional phrases that have a
very general meaning of state. Together with the governing verb, they express meanings like “being in some state”
or “getting into some state”. For the time being, the solution is that the prepositional phrase is assigned a functor
closest in the meaning (usually LOC, TWHEN, MANN) and a new attribute is used, called is_state, with the
values 0 and 1 (see Section A.2.15,“1s_state”). Those modifications that have the meaning of state are assigned
the value 1. The is_state attribute is specified for all nodes with adjunct functors.

Examples:

Je v krizi..OC [is _state=l] (=Heis in crisis.)

Byl po operaci. TWHEN [is state=1] (=He was after operation.)

clovék ve Spatné ndladé RSTR [1s_state=1] (=person in a bad mood.)

Zustal na Zivu MANN [is_state=1] (=He stayed alive.)

Upadl do nesndzi.DIR3 [is_state=1] (=He fell into trouble.)
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The term coreference is used both for cases of endophoric and exophoric (deictic) reference.

When referring to a preceding element we speak of anaphoric reference. The expression to which it is referred
is called antecedent. Cataphoric reference refers to certain following utterances or their parts; which are called
postcedent. Apart from these already established tems, also the pair of terms coreferring element - coreferred
element are used. It is more general and it ignores the relative location of the words in the text - as both the ante-
cedent and postcedent can be coreferred elements.

There is:

grammatical coreference (see Section 9.2, “Grammatical coreference”),
textual coreference (see Section 9.3, “Textual coreference”).

9.1. Representing coreference in the
tectogrammatical trees

Three attributes have been introduced for coreference representation:

a. attribute of the type reference coref gram.rf (see Section A.2.3, “coref gram.rf”) that serves for
indicating grammatical coreference (see Section 9.2, “Grammatical coreference”).

b. attribute of the type reference coref text.rf (see Section A.2.5, “coref text.rf”) thatserves for
indicating textual coreference in cases the coreferred element is overt (viz Section 9.3, “Textual coreference”).

c. enumerative attribute coref special (see Section A.2.4, “coref special” thatserves for representing
special types of textual coreference in which the coreferred node is not a particular node or subtree of a tree.
These are cases of exophoric reference and reference to a segment (see Section 9.3, “Textual coreference”).

A node for a coreferred element is assigned a value in one of these attributes.

Types of reference There are several types of reference:

a. reference to aleaf (of a tree). The coref gram.rforcoref text.rf attribute contains the identifier
of the target leaf. For example:

Viasta sla do divadla, kde na ni ¢ekal Marek. (=Vlasta went to the theatre where Mirek was already waiting
for her,)

b. reference to a root of a subtree. The coref gram.rf orcoref text.rf attribute contains the iden-
tifier of the target root of a subtree. It is assumed that the coreferred element is not just this single node but
the whole subtree. For example:

Miij o dva roky mladsi bratr, kterého jesté neznas, prijde zitra. (=My two years younger brother, which you
don't know yet, is coming tomorrow.)

c. reference to more than one node (of a tree). The coref gram.rforcoref text.rf attribute contains
several identifiers. For example:

Marie vzala Viastu do divadla, kde na né cekal Marek. (=Marie took Vlasta to the theatre, where Marek was
waiting for them.)

d. reference to a segment. The coref special attribute is assigned the value segm. The coreferred node
is a larger segment of the text, which is not further specified. For example:

Rozprava o podobé reformy verejnych financi bude zahdjena ve stiedu. VSechna jednani probéhnou za za-
virenymi dvermi. Lidovym novindam to sdelil véera ministr financi. (=The discussion.. will be started on Wed-
nesday....The minister of Finance told this to LN.)

e. extratextual reference. The coref special attribute is assigned the value exoph. The coreferred element
is an unspecified phenomenon outside the text. For example:

139



Coreference

V obdobi vrcholiciho léta roku 1939 jiz malokdo v Evropé mohl uverit nadéjeplnym sloviim britského minis-
terskeho predsedy Chamberlaina, pronesenym z balkonu Buckinghamského paldce po navratu z Mnichova:
Myslim, zZe je to mir na celou nasi dobu. (=... I think this would mean peace...)

9.2. Grammatical coreference

Grammatical coreference is such a kind of coreference in which it is possible to pinpoint the coreferred expression
on the basis of grammatical rules.

Types of grammatical coreference. For a survey of types of grammatical coreference see Table 9.1, “Types of
grammatical coreference”. (For more on relative clauses see Section 6.3.3, “Dependent verbal clauses (complex
sentences)”. For more details on constructions with the relative pronoun coz see Section 6.3.3.3, “False dependent
clauses”. For more on the predicative complement see Section 6.1.1.1, “Predicative complement”. For more on
control see Section 9.2.1, “Control”. For more on quasi-control see Section 7.1.1.4.1, “Quasi-control with complex
predicates”. For more reciprocity see Section 6.6.1.2, “Ellipsis of a dependent meaning unit”).

Table 9.1. Types of grammatical coreference

ition.

Type Rule T-lemma | Example
Reflexive pronouns Reflexive pronouns corefer with the |#Per- |Neschopnost opozicnich stran
modification in the closest subject pos-|sPron |{#Cor.ACT} vzdorovat své

viastni lenosti. (=Inability of the
opposition parties to resist their
(lit. self's) own laziness.) Fig.9.1

Pavla se prohlizi v zrcadle.
(=Pavla watches herself'in the
mirror.)

Relative elements

Relative elements corefer with the noun

ktery

Ti, co krouti hlavami, nerozumi a

tence which is paratactically connected
to the clause introduced by coz.

modified by the relative clause. \jaky nechapou, zaroven instinktivné
kdo varuji. (=Those who shake their
co heads...) Fig. 9.2
kde
kam
kdy
Relative element coZ Coz corefers with that part of the sen- |co Muzstvo ziskalo t7i body, coz je

maximum. (=The team got three
points, which is the maximum.)
Fig. 9.3

Predicative complement
expressed by a verb form

There is a grammatical coreference re-
lation between an argument (correspond-
ing to the subject) of the predicative
complement (expressed by a verb form)
and the noun such that the predicative
complement is in the second depend-
ency relation with it.

#Cor

{#PersPron.ACT} Odchdzela
porazena.COMPL {#Cor.PAT}
(=She was leaving defeated.) Fig.
9.4

Argument expressed by a
verb form in the position
parallel to that of the pre-
dicative complement

There is a grammatical coreference re-
lation between an argument (correspond-
ing to the subject) of the Patient or Ef-
fect (expressed by a verb form) and the
noun such that the Patient/Effect agrees
with it.

#Cor

Muzstvo ziistava neporazeno.PAT
{#Cor.PAT} i po tomto
napinavém zapase. (=The team
stays undefeated also after this
match.)

Control

Control is an obligatory or optional
coreference relation between clearly
defined modifications of certain verbs
(control verbs).

#Cor

Podnik planoval zvysit
{#Cor.ACT} vyrobu. (=The
company planned to increase the
production.)

140



Coreference

Quasi-control Quasi-control is a coreference relation |#QCor  |Karel podal {#QCor.ACT}
between a valency modification of the stiznost policii. (=K. submitted a
nominal part and a valency modifica- complaint.)
tion of the verbal part of a multi-word
predicate.

Reciprocity A valency modification missing asa |#Rcp Sultani se vystridali {#Rcp.PAT}
result of taking part in a reciprocal rela- na trunu. (=lit. Sultans REFL
tion corefers with the valency position changed on throne.) Fig. 9.5
in which both the modifications are ex-
pressed simultaneously.

Figure 9.1. Coreference with reflexive pronouns

Neschopnost opozicnich stran vzdorovat své viastni lenosti. (=lit. Inability (of) oppositional parties to_resist self’s
own laziness.)

neschopnost.enunc
f_DENCM
n.denct.neg
fem.negl.sg

strana™. vzdorovat

fACT - f_PAT

ndenat Y decldispmod: nil. verbmaod:nil
fem.pl ' proc.itD.res 0. tense:nil

!

opoziEni  #Cor lenost
f_RSTR t_ACT f_PAT
adj.denot goomplex ndenct.neg

pos.negl c/ fem.neg0.pl

#PersPron vlastni
t_APP f_RSTR
n.pran.def. pers adj.denot

genderinher.numberinher person:inher.politeness:inher pos.negd

141



Coreference

Figure 9.2. Coreference in relative clauses

Ti, co krouti hlavami, nerozumi a nechdpou, zdrover instinktivné varuji. (=lit. Those, who shake heads, not_under-
stand and not_comprehend, simultaneously instinctively warn.)

root

varovatenunc
f_PRED_
v decl dispD.ind

proc.itD.res0.sim

ten

#0Gen #Gen zaroven instinktivni
t_ACT 1_PAT t_ADDR  t_TWHEN basic T_MANN
n.pron.def demaon qeomplex qcomplex advdenot.ngrad.nneg  adj.denot
anim.pl pos.negl

! CONJ

co kroutit rozumet chapat
tACT f_RSTR_M f_RSTR_M 1_RETR_M
n. pron.indef v decldispD.ind

« decl.disp0.ind
‘proc.itd.res0.sim

L / =] / o
hlava  #Gen #Neg #Gen #Neg

f_ PAT L PAT f_RHEM t_PAT 1 RHEM

ndenct geomplex atom qoomplex atom
fem.pl

«vdecldispl.ind
genderinher.relat.numberinher.personiinher proc.itD.res0.sim

‘proc. itD.res0.sim

Figure 9.3. Coreference of the relative element coz

Muzstvo ziskalo tFi body, coz je maximum. (=lit. Team got three points, which is maximum.)

ziskatenunc
f_PRED

v decldisp0.ind
cpl.itD.res0D.ant

o]

muEstvo [#Comma
t ACT | APPS
ndenct coap
neut.sg

it

_PAT_M
decldispl.ind
. |proc.itD.res0.sim

A
n.denct i
inan. pl %

tfi co maximum
f_RSTR t_ACT f_PAT
adj.quantdef n.pronindef n.denot
basic

genderinher.relat. number:inher. person:inher neut.sg
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Figure 9.4. Coreference with the predicative complement Figure 9.5. Coreference in reciprocal

expressed by a verb form

Odchazela porazena. (=lit. (She) was_leaving defeated.)

constructions

Sultani se vystridali na trinu. (=lit. Sultans REFL
changed on throne.)

_ o
root .

root

odchazet.enunc
f_PRED_F
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9.2.1. Control

Control is a type of grammatical coreference that arises with certain verbs, called control verbs. It is an either
obligatory or optional coreference relation between the controller and controllee and it holds that:

controlling element (controller) is one of the members of the valency frame of the governing control verb:
ACT, PAT, ADDR, ORIG, or an obligatory adjunct with the ZOC functor; in certain constructions in which the
infinitive depends on the verbal part of a verbonominal (control) predicate as its Actor, the controller is an
adjunct with the BEN functor.

An adjunct as a controller is a specific type of modification. The node for such a modification is always inserted
in the tree if not present at the surface level. It is the only case when a non-obligatory adjunct is added to a
tectogrammatical tree. Since it is always a Beneficiary, a special t-lemma substitute was introduced for such
a controller: #Benef.

controlled element (controllee) is a member of the valency frame of the infinitive (or deverbal noun) dependent
on the control verb. It is usually the non-expressed subject of the infinitive (i.e. the Actor with active infinitives
and Patient or Addressee with passive infinitives). The controllee's reference is obligatorily identical to that of
the controller and it cannot be expressed at the surface level.

infinitive (or a deverbal noun), a valency modification (subject) of which is controlled is a valency (or typ-
ical) modification of the control verb. Usually, it has an argument functor (most often PAT), however, adjunct
functors are sometimes also possible (most often INTT).

It is possible to find control also in constructions in which the control verb or the infinitive is nominalized. Nom-
inalized control verbs are control nouns and control adjectives.

Representing control in the tectogrammatical trees. The controllee is assigned the t-lemma substitute #Cor.
The grammatical coreference between the controller and controllee is marked in the following way: the

coref gram.rf attribute of the controllee contains the identifier of the controller.

For an illustration of the way control is represented in tectogrammatical trees, see Fig. 9.6.
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Figure 9.6. Structure of control constructions
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Rodice ho.PAT poslali {#Cor.ACT} nakoupit. (=His parents told him to go shopping.) Fig. 9.7

Je skoda {#Benef.BEN} {#Cor.ACT} ochudit se o tolik vzacnych latek. (=It is a pity to be losing so many
valuable substances.) Fig. 9.8

{#PersPron.ACT} Potrebujete poradit {#Cor.ADDR} ? (=Do you need a piece of advice?) Fig. 9.9
Figure 9.7. Control

Rodice ho poslali nakoupit. (=lit. Parents him sent to_shop.)
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Figure 9.8. Control Figure 9.9. Control

Je skoda ochudit se o tolik vzacnych latek. (=lit. Is pity Potrebujete poradit? (=lit. (Do you) need to_advise?)
to_lose REFL - so_many valuable substances.)
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Control verbs. Both one-word and multi-word predicates can be control predicates (see Section 7.1.1, “Multi-
word predicates”). As for multi-word predicates, there are some complex predicates that belong to control predicates
(see Section 7.1.1.4, “Complex predicates™), as well as some verbonominal predicates (see Section 7.1.1.5, “Ver-
bonominal predicates (the copula byr)”’) and verbal idioms (phrasemes) (see Section 7.1.2, “Idioms”). Control is
given by the lexical properties (meaning) of the main verb. It is necessary to distinguish between the individual
meanings of the verb in question. Control is always connected to certain meanings of the verb (represented by
different valency frames).

Cf.:

Dala dité spat. (=She put the child to sleep.)

The valency frame for this meaning of ddt: ACT(.1) PAT(.4) EFF(.f) In this meaning, dat is a control verb. The
Actor of the infinitive spat is controlled by the Patient of the verb dat.

Dala dité lécit. (=She had the child treated/sent the child to the doctor.)

The valency frame for this meaning of dat: ACT(.1) PAT(.f) In this meaning, the verb dat is not a control verb
(the noun in the accusative belongs to the valency frame of the dependent infinitive).

Subject of the infinitive. The controllee is usuallly the non-expressed subject of the infinitive. The controllee has
obligatorily the same reference as the controller and it is also obligatorily non-expressed. Therefore, not every
subject of an infinitive is a controllee. Non-expressed subjects of infinitives can also have the t-lemma substitute
#Gen or #PersPron. Moreover, subjects of infinitives can sometimes be expressed at the surface level. For a
survey of possible t-lemmas of expressed as well as non-expressed subjects of infinitives, see Table 9.2, “Subjects
of infinitives: possible t-lemmas”.
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Table 9.2. Subjects of infinitives: possible t-lemmas

T-lemma Surface form | Definition Example
#Cor cannot The subject of the infinitive is in a control rela- | Rodice hoposlali {#Cor.ACT} na-
be expressed |tion with a modification of the governing verb | koupit. (=His parents told him to go
shopping.)
#Gen not expressed | The subject of the infinitive is a general argu- |Je co cist {#Gen.ACT} . (=There
ment (see Section 6.6.1.2, “Ellipsis of a depend- |are things to read.)
ent meaning unit”).
#PersPron not expressed |It is possible to find the coreferred element|{#PersPron.ACT} Cte si. (=He
(antecedent) of the subject but it is not gram-|is reading.)
matical but rather textual coreference (see
Section 9.3, “Textual coreference”).
noun expressed Specific cases of infinitives expressing a con- |Jd tam byt, nestalo se to. (=If I had
dition. been there this wouldn't have
#PersPron
happened.)

NB! The t-lemma substitute #Cor was introduced primarily for the controllee in control constructions. So far, it
has been used also for non-expressed subjects of non-finite verb forms in constructions with dual dependency.
Such constructions involve grammatical coreference but not control since the dependent non-finite verb form is
neither a valency nor typical modification of the governing verb.

9.2.1.1. Types of control constructions

In most cases of control constructions, it is possible to nominalize the governing verb, as well as the infinitive.
The following types of control constructions can be found:

1. an infinitive depends on a verbal control predicate.

Subtypes:

an infinitive depends on the nominal part of a complex control predicate,
an infinitive depends on a verbal idiom (which is a control predicate),
an infinitive depends on the non-verbal part of a verbonominal control predicate,

an infinitive depends on the verbal part of a verbonominal control predicate,

an infinitive depends on the predicate /ze; control in the constructions of the type Je videt Snezku.

2.

an infinitive depends on the nominalized control predicate, i.e. on a deverbal noun or adjective.

3. adeverbal noun (a modification of which is controlled) depends on a verbal control predicate.

4.

Most control verbs can be found in all the four types of construction. Cf.:

Slibil napsat dopis. (=He promised to write a letter.)

The infinitive depends on a verbal control predicate (type 1).

slib napsat dopis (=the promise to write a letter)

a deverbal noun (a modification of which is controlled) depends on a nominalized control predicate.

The infinitive depends on a nominalized control predicate, i.e. on a deverbal noun (type 2).

Slibil napsani dopisu. (=He promised to write a letter, lit. writing.)

The deverbal noun, i.e. a nominalized infinitive depends on a verbal control predicate (type 3).

slib napsani dopisu (=the promise to write a letter; lit. of writing of letter.)

The deverbal noun, i.e. a nominalized infinitive, depends on a nominalized control predicate (type 4).

Some control verbs (e.g.: stihat (=prosecute), podezirat (=suspect), obvinit (=accuse), omluvit se (=apologise),
prisoudit (=ascribe/attribute), osocit (=smear/malign)) cannot be modified by an infinitive at all. However, they
are modified by a prepositional phrase with a deverbal noun one valency modification of which is controlled by a
valency modification of the governing verb. They can only be found in constructions of type 3 and 4; e.g.:

Stihaji ho.PAT pro falSovani.CAUS { #Cor.ACT} dokladii. (=They are prosecuting him for falsifying the documents.)

The Actor of the noun falSovani (which is in the position of CAUS) is controlled by the Patient of the verb stihat.
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In exceptional cases, no nominalization of the infinitive (a modification of which is controlled) is possible and no
nominalization of the governing verb either. Such control verbs can, then, only occur as type 1, e.g:

Viktor se zda byt chytry. (=Viktor seems to be clever.)
Examples:

(My.ACT ) mame zamér.CPHR {#Cor.ACT} vklidit prostory. (=We have the intention to clear out the premises.)

Type 1: The Actor of the infinitive vyklidit (dependent on the nominal part of the predicate mit zamer) is controlled
by the Actor of the verbal part of the complex control predicate ( my), which is identical in reference with the non-
expressed Actor of the noun zdmeér. Fig. 9.10

Petr ma v planu.DPHR { #Cor.ACT} vystudovat fakultu. (=Petr plans (lit. has in plan) to finish his studies at the
faculty.)

Type 1: The Actor of the infinitive vystudovat (dependent on the verbal part of the idiom, i.e. on mit) is controlled
by the Actor of the verbal part of the idiom, the noun Petr.

Pavel je ochoten {#Cor.ACT} prijit. (=Pavel is willing to come.)

Type 1: The Actor of the infinitive prijit (dependent on ochoten) is controlled by the Actor of the verbal part of
the predicate, namely by the noun Pavel. Fig. 9.11

Je povinnosti koalice. ACT {#Cor.ACT} nalézt.ACT cestu. (=t is the coalition's duty to find a way.)

Type 1: The Actor of the infinitive nalézt (dependent on the verbal part of the verbonominal predicate) is repres-
ented as controlled by the Actor of the noun povinnost (by koalice).
Je {#Benef.BEN} nutné {#Cor.ACT} prejit. ACT (=lIt is necessary to cross the street.)

Type 1: The Actor of the infinitive prejit (dependent on the verbal part of the verbonominal predicate) is controlled
by the non-expressed Beneficiary of the adjective nutny. Fig. 9.12

{#Benef.BEN} Je {#Cor.ACT} vidét.ACT Snézku. (=It is possible to see Snézka.)

Type 1: The Actor of the infinitive vider (dependent on by?) is controlled by the non-expressed Beneficiary of
byt.

jeho.ACT odhodlani {#Cor.ACT} prijit. PAT véas (=his determination to come in time)

Type 2: The Actor of the infinitive prijit (dependent on odhodlani) is controlled by the Actor of the noun odhodlani,
by the pronoun jeho. Fig. 9.13

student usilujici {#Cor.ACT} dokoncit fakultu (=a student trying to finish the study)

Type 2: The Actor of the infinitive dokoncit (which is the Patient of the adjective wusilujici) is controlled by the
noun governing the adjective usilujici, by the noun student. Fig. 9.14

Rodice zakazali synovi {#Coxr.ACT} prdcive vyskdch. (=The parents have forbidden their son to work high above
the ground.)

Type 3: The Actor of the noun prdce is controlled by the Addressee of zakdzat, the noun synovi. Fig. 9.16
{#PersPron.ACT} Meél zdjem o {#Cor.ACT} studium na vysoké skole. (=He was interested in studying at a
university.)

Type 3: The Actor of the noun studium (depending on the nominal part of the complex predicate mit zdjem) is
controlled by the Actor of the verbal part of the complex predicate (identical in reference with the non-expressed
Actor of the noun zdjem).

Petrovo usili o {#Cor.ACT} zajisteni Paviovy pritomnosti na seminari. (=Petr's effort to secure (lit. (of) securing)
Pavel's presence in the class)

Type 4: The Actor of the noun zajisténi is controlled by the Actor of the noun usili, by the possessive adjective
Petrovo. Fig. 9.15

student usilujici o {#Cor.ACT} dokonceni fakulty (=a student trying to finish (lit. at finishing) the faculty)

Type 4: The Actor of the noun dokonceni is controlled by the noun modified by the adjective usilujici, i.e. by the
noun student.
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Figure 9.10. Type 1 control (complex control Figure 9.11. Type 1 control (verbonominal control
predicates) predicates)

Mame zameér vyklidit prostory. (=lit. (We) have intention Pavel je ochoten prijit. (<lit. Pavel is willing to_come.)
to_clear _out premises.)
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Figure 9.14. Type 2 control (control adjectives) Figure 9.15. Type 4 control (control nouns)
student usilujici dokoncit fakultu (=lit. student trying  Petrovo usili o zajisteni Pavlovy pFitomnosti na semindri.
to_finish faculty) (=lit. Petr's effort in securing Pavel's presence in class.)
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9.3. Textual coreference

Textual coreference is generally taken to mean the use of various linguistic means (pronouns, synonyms, gener-
alising nouns etc.) which function as anaphoric (occasionally cataphoric) reference devices. This type of reference
is not realised by grammatical means alone, but also on the basis of the context.

Textual coreference devices are vague by nature and the identification of a coreferred constituent based purely on
context is problematical, and therefore our approach is to concentrate for the time being only on the most frequent
textual coreference devices, i.e pronouns. Textual coreference is marked with:

a. personal and possessive third person pronouns; first and second person pronouns are set aside. (Personal and
possessive pronouns are assigned a unified t-lemma, namely #PersPron, in the tectogrammatical trees.)

b. the demonstrative pronouns fen, ta, to.

c. contextual ellipsis, where a new node with the t-lemma substitute # PersPron is added to the tectogrammat-
ical tree (textual co-reference is not marked here when the added node represents a pronoun in the first or
second person).

Coreference is for the time being unrepresented with the pronominal adverbs (tam (=there/thither), sem (=here
(hither)), tady (=here), tak (=thus) etc.) and with other pronominal expressions.

Types of textual coreference. For a survey of types of textual coreference see Table 9.3, “Types of textual
coreference”. The t-lemma of the coreferring node in the case of textual coreference is always #PersPron or
ten.

Table 9.3. Types of textual coreference

Type Definition of the coreferred element Example

Explicit coreferred |particular subtree or leaf in the tree for the |Myslite, Ze rozhodnuti NATO, zda se

element given sentence or some of the preceding or |{#PersPron.ACT} rozsiFi, i nikoli, bude
following ones zaviset na postoji Ruska? (=Do you think that

NATO's decision whether it will expand or
not will depend on Russia s attitude?) Fig.
9.17

Segment a larger segment of text Rozprava o podobé reformy verejnych financi
bude zahdjena ve stredu. VSechna jedndni
probéhnou za zavienymi dvermi. Lidovym
novinam to sdélil véera ministr financi. (=The
discussion.. will be started on Wednes-
day....The minister of Finance told this to
LN.,)

Exophor extra-textual situation V obdobi vrcholiciho léta roku 1939 jiz
madlokdo v Evropé mohl uverit nadejeplnym
sloviim britského ministerského predsedy
Chamberlaina, pronesenym z balkonu Buck-
inghamského paldce po navratu z Mnichova:
Myslim, Ze je to mir na celou nasi dobu. (=...
1 think this would mean peace...)

Textual coreference is not represented. Sometimes the pronouns (ten, on, jeho) do not corefer. In some cases,
there is no coreferred element and coreference is therefore not represented with them. This holds especially for
the following cases:

a. idioms, set expressions; e.g.:
Tak je tomu i v téch pripadech, kdy dosavadni domovnici uzivali byty na zdkladé dohod s bytovymi podniky

nebo domovnimi spravami, podle kterych jim byl pridélen byt po dobu vykonu domovnickych praci. (=This
is the case (lit. it) also when...)

b. intenzifiers, pronouns assigned the ATT functor and pronouns used for emphasis; e.g.:

To ale prsi! (=Boy, it's raining so much!)
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semantically empty uses of the pronouns. These are those cases in which the pronoun is used for emphasis
or just padding; therefore, no coreferred element can be found:

To mate tezke. (=You know, it's hard.)
the pronoun fen in the attributive position; e.g.:

Tento velky problém neni mozné vyresit za hodinu. (=This problem cannot be solved in an hour.)

the pronoun ten modified by a relative clause, e.g.:

Srovname-li soucasny plan rozvoje dalnicni sité s tim, jaky byl prijat v roce 1991, vyrazné se zménil. (=If we
compare the current plan with that (=lit. that what was) accepted in 1991, the difference is big.)

the pronoun ten modified by an adjective, e.g.:

Je to moznd tragedia dell’ arte o nepratelich, kteri jsou posedli touhou byt spolu, a dokonce byt tim druhym.
(=...enemies that are obsessed by the desire to be together, even to be the other one (lit. that other).)

Figure 9.17. Explicit coreferred element

Myslite, ze rozhodnuti NATO, zda se rozsivi, ¢i nikoli, bude zaviset na postoji Ruska? (=lit. Do _you_think that
decision (of) NATO whether (it) REFL will expand or not will depend on attitude (of) Russia?)
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Chapter 10. Topic-focus articulation

Topic-focus articulation (TFA) is represented by the annotation of two phenomena:

contextual boundness (see Section 10.1, “Contextual boundness™),
communicative dynamism (see Section 10.2, “Communicative dynamism”).

TFA of the Czech sentence is signalled mainly by the surface word order and intonation.

Surface word order. The boundary between contextually bound and contextually non-bound expressions (see
Section 10.1, “Contextual boundness”) is signalled by the position of the governing verb in the Czech surface word
order. In unmarked cases (in the cases of the objective ordering), direct modifications of the governing verb appearing
before it in the surface word order are contextually bound.

Particularly two types of constructions constitute exceptions to these general tendencies: constructions with the
verb on “the second position” in the sentence and constructions with so-called subjective ordering. The governing
verb sometimes does not appear on the boundary between contextually bound and contextually non-bound expres-
sions (depending directly on the verb), but it appears immediately after the first sentence part, on “the second pos-
ition” in the sentence (whether the boundary is or is not situated in that position). In this case contextually bound
expressions can appear to the right from the verb. With the subjective ordering, modifications that are contextually
non-bound can appear before the governing verb. For pragmatic reasons, the more dynamic part of the sentence
is placed at the beginning.

Intonation. Information concerning TFA cannot always be obtained from the written context only. The annotation
of TFA has to take into account also the spoken form of the sentence. In a particular context, every sentence has
anatural pronunciation, and we suppose that as people can spontancously produce sentences with appropriate word
order and intonation, they are able to comparatively well assign the correct intonation to a written sentence. It is
important to identify especially:

a. the intonation centre, i.e. the word (prosodic unit) that carries the “sentence” stress . It is the most important
prosodic unit of the sentence, usually placed at the end. It is characterized by a falling pitch contour and in-
creased volume, but it is constituted also by other factors (rate of speech, voice timbre and others). Every
complete sentence contains an intonation centre.

We assume that the intonation centre in Czech sentences signals its focus proper (see Section 10.2.1, “Basic
rules for the nodes ordering in tectogrammatical trees”). If the sentence ends with a noun phrase the intonation
centre can be placed on its last member instead of the focus proper.

b. contrastive stress, i.e. a specific stress characterized by a rising pitch contour. In the sentence, it signals
contrastive contextually bound expressions. Contrastive contextually bound expressions do not have to be
signalled by a contrastive stress, contrastive stress is optional (the presence of contrastive stress is governed
by other factors, primarily by the rate of speech and the carefulness in pronunciation).

We assume that an expression on which a contrastive stress can be placed in the spoken form of a sentence
is contrastive contextually bound.

10.1. Contextual boundness

Contextual boundness is a property of an expression (be it expressed or absent in the surface structure of the
sentence) which determines whether the speaker (author) uses the expression as given for the recipient, i.e. uniquely
determined by the context.

Context. Context is in the annotation of contextual boundness understood very widely. Context comprises not
only immediate textual context (“cotext”), but also wider contextual layers, including all shared or commonly
known information, whose sharing may be conditioned by the situation, perception, culture, other texts, or other
factors.

Representing contextual boundness. The information on the contextual boundness of individual expressions is
contained in the attribute t fa (see Section A.2.21, “t £a”). Every node (relevant for the topic-focus articulation
of the sentence) is assigned one of three possible values of the attribute t fa (t, £, or ).

The attribute t £a is not relevant for:

the technical root node of the tectogrammatical tree (nodetype = root),
paratactic structure root nodes (nodetype=coap),

nodes with the CM functor,

nodes with the FPHR functor (nodetype = fphr).
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Types of expressions on the basis of contextual boundness. According to their contextual boundness or non-
boundness, we distinguish three types of expressions:

a. non-contrastive contextually bound expressions (t fa = t), i.e expression (both expressed and absent in
the surface structure of the sentence) that represent some “known information”. Such expressions are repeated
from the preceding text (not necessarily verbatim), they are deducible from it (e.g. using coreferential or in-
ferential relationships), or somehow related to a wider context.

b. contrastive contextually bound expressions (t fa = ¢), i.e. expressions that can be identified on the basis
of the following properties:

» such an expression is usually a choice from a set of alternatives. This set need not be explicitly specified
in the text. A contrastive contextually bound expression can refer to a larger text segment and does not
have to be deducible from the immediately preceding textual context.

» the occurrence of a contrastive contextually bound expression is primarily determined by the thematic
progression of the text. Contrastive contextually bound expressions usually occur in enumerative passages,
at the beginning of paragraphs etc.

* in the spoken form of the utterance the contrastive contextually bound expression carries an optional
contrastive stress.

c. contextually non-bound expressions (t fa = £), i.e. expressions (both expressed and absent in the surface
structure of the sentence) that represent in the text some unknown, new facts, or introduce known facts in
new relations, i.e. they express information not deducible from the context. Contextually non-bound expressions
can carry the intonation centre of the sentence.

Examples:

(Dnes nesu jen dopis.) Tu knihu [tfa = c] ti prFinesu zitra [tfa = £] (=(Today I'm only bringing you a letter)
As for the book, I'll bring it tomorrow.)

Janu [tfa = c] Marie [tfa = t] nevidéla [tfa = f] (=As for Jana, Marie didn't see her.)

Contextual boundness of expressions absent in the surface structure of the sentence. Certain lexical units are
absent in the surface structure of the sentence precisely because they are considered to be deducible from the
context. Newly established nodes (representing elements not expressed in the surface structure of the sentence)
are therefore in most cases assigned the t fa value t.

Exceptions: Newly established nodes can be assigned the t fa value £ or ¢ in the following cases:

a. contextual ellipsis of the governing noun in sentence-part paratactic constructions and in the case of contex-
tual ellipsis of the governing noun in binary relations of the type “from-to”. The first occurrence of a noun
absent in the surface structure of the sentence can be contextually non-bound or contrastive contextually
bound (depending on the context), while its second occurrence expressed in the surface structure is contextually
bound. For example:

Pil ¢ervené { vino [tfa = £]} a bilé vino [t fa = t] (=He was drinking red and white wine) Fig. 10.1

Premaloval to z ¢erné { barvy [tfa = £]} na cervenou barvu [tfa = t] (=He repainted it from black to
red color.)

b. ellipsis of a noun following an expressed preposition. For example:

Neexistuje argument <pro>. {#PersPron.PAT [tfa = ]|} (=There is no pro argument.)

c. contextual ellipsis of a governing node when the copied node is different from the original node in a value of
some grammateme. For example:

Nechteli nebo nemohli odklad platby povolit. (=They didn't want to and couldn't allow the payment postpone-
ment.)

= Odklad platby { nechtéli povolit [deontmod = vol; tfa = f|} nebo nemohli povolit [deontmod =
poss; tfa=f]

d. newly established node for syntactic negation, represented as a rhematizer (t _lemma = #Negand functor
= RHEM).

e. newly established node for the root of a list structure for foreign-language expressions (t _lemma = #Forn).
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Figure 10.1. Contextually non-bound expression absent in the surface structure of the sentence

Pil cervené a bilé vino. (=lit. (He) was_drinking red and white wine.)
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10.2. Communicative dynamism

Communicative dynamism is a property of an expression that reflects its relative degree of importance in com-
parison to other expressions in the sentence attributed to it by the speaker; we consider contextually non-bound
expressions to be more dynamic than expressions contextually bound (be they non-contrastive or contrastive).

In tectogrammatical trees, communicative dynamism is represented by the so called underlying word order. Inform-
ation about the underlying order of the nodes is stored in the attribute deepord (see Section A.2.6, “deepord”).

The degree of communicative dynamism is always determined with respect to the governing node and the sister
nodes, i.e. for each level of the tectogrammatical tree. Nodes on the individual levels of the tree are ordered according
to the increasing communicative dynamism (see Section 10.2.1, “Basic rules for the nodes ordering in tectogram-
matical trees”). Also the relative order between individual (sister) contextually bound and contextually non-bound
nodes is set. The order is naturally different in verb phrases (see Section 10.2.2, “Ordering of nodes in verb phrases”)
and noun phrases (see Section 10.2.3, “Ordering of nodes in noun phrases”). The same rules as for nodes in verb
phrases hold also for nodes in adjective phrases.

10.2.1. Basic rules for the nodes ordering in
tectogrammatical trees

There are three basic rules for the ordering of nodes in a tectogrammatical tree:

1. nodes representing contextually bound expressions (nodes with the values t or c in the attribute t fa) are
placed to the left from their governing node and nodes representing contextually non-bound expressions
(nodes with the value f in the attribute t fa) are situated to the right from their governing node.

Exceptions. There are only a few exceptions to this rule:

a. anode representing the quasi-focus (for the definition see below) depends to the right from its governing
node.
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b. anode representing a rhematizer whose scope contains its governing verb which is contextually non-
bound has the t fa value £, but is placed to the left from the node representing the verb (see also Sec-
tion 10.4, “Rhematizers”).

c. theeffective root of a syntactically non-incorporated parenthesis (functor = PAR) has usually the t fa
value f, but it stays at the same place as in the surface word order, i.e. even if it is to the left from its
governing node.

d. nodes representing predicates of certain types of dependent clauses (mostly causal) can have the tfa
value f and at the same time be to the left from the governing predicate node (see also Section 10.2.1.1,
“Paratactic structures and dependent clauses”).

@y

e. inthe case of ellipsis of the governing noun in sentence-part paratactic constructions (of the type “Cervené
a bilé vino (=red and white wine)”), the second (expressed) noun has the t fa value t, but it still depends
to the right from the paratactic structure root even if the t fa value of the first member of the paratactic
structure is £ (see Section 10.1, “Contextual boundness”).

2. in the underlying word order, the focus proper is placed on the rightmost path from the effective root of the
tectogrammatical tree, even if it is at a different position in the surface structure. If the focus proper is consti-
tuted by an expression represented as the effective root of the tectogrammatical tree (i.e. the governing pre-
dicate is the focus proper), there is no right path from the effective root.

3. the tectogrammatical tree is projective (see Section 10.2.4, “Projectivity of tectogrammatical trees”).
Examples:

Cerny [tfa = f] kocour [tfa = t] se napil [tfa = f] ze své [tfa = t] misky [tfa = £] (=The black cat
drank from his bowl.) Fig. 10.2

Taky [tfa=f] KAREL [tfa = f] sedoma [tfa =t] ukazal [tfa=t] (=Also Karel has shown up at home.)
Fig. 10.3

Focus proper is the most dynamic, communicatively significant contextually non-bound part of the sentence. In
the spoken form of a sentence, the focus proper carries the intonation centre. For example:

(Mam rad cervené tulipany, ale) v Holandsku jsem vidél i tulipany [tfa = t] modré [tfa = £] (=(I like red
tulips) In Holland I have also seen blue ones.) Fig. 10.4

If a noun phrase is the focus proper, the intonation centre is usually placed at the last word of the noun phrase,
even if it is not its most dynamic member. This is caused by the highly grammaticalized word order in noun phrases
(see also Section 10.2.3, “Ordering of nodes in noun phrases”).

Quasi-focus is constituted by (both contrastive and non-contrastive) contextually bound expressions, to which the
focus proper is subordinated. The focus proper can immediately depend on the quasi-focus, or it can be a more
deeply embedded expression. For example:

(Kterého ucitele jsi potkal?) Potkal jsem ucitele [t fa = t] chemie [tfa = £] (=(Which teacher did you meet?)
1 met the chemistry teacher.) Fig. 10.5
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Figure 10.2. Nodes ordering in tectogrammatical trees (objective ordering)

Cerny kocour se napil ze své misky. (=lit. (The) black tomcat REFL drank from its bowl.)
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Figure 10.3. Nodes ordering in tectogrammatical trees (subjective ordering)

Taky Karel se doma ukazal. (=lit. Also Karel REFL home showed_up.)
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Figure 10.4. Focus proper

(Mam rad cervené tulipany.) Ale v Holandsku jsem videl i
tulipany modreé. (=lit. ((I) like - red tulips) But in Holland AUX chemie. (=lit. (Which teacher AUX (you) met?) (I)
met AUX teacher (of) chemistry.)

(1) saw also tulips blue.)
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Figure 10.5. Quasi-focus

(Kterého ucitele jsi potkal?) Potkal jsem ucitele
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10.2.1.1. Paratactic structures and dependent clauses

Placement of the shared modifier. The effective root of a shared modifier (i.e. the whole subtree) of a paratactic
structure is placed as the leftmost immediate daughter of the root of the paratactic structure if the effective root of
the shared modifier is contextually bound; if the effective root of the shared modifier is contextually non-bound,
it is placed as the rightmost immediate daughter of the root of the paratactic structure. For example:

Ten nuz ma nerezovou [tfa = f] Cepel [tfa = f] irukojet [tfa = £] (=The knife has both a stainless blade
and handle.) Fig. 10.6

If there are more than one shared modifiers, the rules for the ordering of nodes in verb phrases apply (if verbs or
adjectives are concerned; see Section 10.2.2, “Ordering of nodes in verb phrases”), or the rules for the ordering of
nodes in noun phrases apply (if nouns are concerned; see Section 10.2.3, “Ordering of nodes in noun phrases”).

Topic-focus articulation of paratactically connected independent clauses. Paratactically connected independent
clauses are considered to have separate topic-focus articulation. Expressions in the second clause may be contex-
tually bound with respect to the preceding clause (if they are repeated or linked to expressions in the first clause).
The effective roots of paratactically connected independent clauses can have differing t fa values. For example:

Tom [tfa = c] prinesl [tfa = f] knihy [tfa=f] apak [tfa=t] Jirka[tfa=c] odnesl [tfa = f] noviny
[tfa = f] (=Tom brought some books and then Jirka took away the newspaper.) Fig. 10.7

Topic-focus articulation of dependent verbal clauses. The placement of a dependent clause reflects in most
cases the contextual boundness of the clause: if the governing predicate of the dependent clause is contextually
bound, the clause is to the left from the governing verb; if the predicate is contextually non-bound, it is to the right
from the governing verb. Some complex sentences with dependent adverbial clauses (esp. causal and temporal)
are more like compound sentences (paratactic connection); then it holds that:

» ifthe dependent adverbial clause introduces a relatively independent new event and if it precedes the governing
clause (for semantic reasons, like temporal or causal relations between the events), the subtree for the dependent
clause stays to the left from the governing node and its effective root has the t fa value £. For example:
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Jestlize se nam podari[t fa = £] zasadit strom, miiZeme se tésit [t fa = £] na jablka. (=If we manage to plant
a tree, then we can look forward to the apples.) Fig. 10.8

Figure 10.6. Placement of the shared modifier

Ten nuz ma nerezovou cepel i rukojet. (=lit. The knife has stainless blade as_well as handle.)
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Figure 10.7. Topic-focus articulation of paratactically connected independent clauses

Tom prinesl knihy a pak Jirka odnesl noviny. (=lit. Tom brought books and then Jirka carried _away newspapers.)
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Figure 10.8. Topic-focus articulation of a dependent adverbial clause

Jestlize se nam podari zasadit strom, miiZeme se tésit na jablka. (=lit. If REFL we manage to_plant (a) tree, we
can look_forward to apples.)
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10.2.2. Ordering of nodes in verb phrases

Ordering of contextually non-bound nodes. Nodes representing contextually non-bound expressions (nodes
with the value f in the attribute t fa) are ordered according to the surface word order, so that potential deviations
from systemic ordering can be easily detected and their causes studied.

Exception. The only exception is the node for the focus proper. If the focus proper is immediately dependent on
the verb, its node is always placed rightmost in the underlying order, even though it is in a different position in the
surface structure (see also Section 10.2.1, “Basic rules for the nodes ordering in tectogrammatical trees”).

Ordering of contextually bound nodes. The communicative dynamism of (both contrastive and non-contrastive)
contextually bound nodes (t fa = t or t fa = ¢) is given by their function in the topic-focus articulation. The in-
dividual types of contextually bound nodes are ordered (according to their increasing communicative dynamism)
in the following way:

Istnode |is generated=0 tfa=t functor =VOCAT

2nd node |is generated=10 tfa=t functor = PREC

3thnode |is generated=20 tfa=t functor =ATT

4thnode |is generated=20 tfa=t functor =RHEM if a node of type 5 follows

5th node tfa=c with the exception of types
8and 9

6th node |is generated=0 tfa=t

7thnode |is generated=1

8thnode |is generated=0 tfa=t t lemma = #PersPron

9thnode |is generated=0 locative or temporal functor

If there are more nodes of a single type present, the nodes are ordered as in the surface structure.

159



Topic-focus articulation

Example:

The contextually bound expressions will be ordered in the following way:

1. the node with the functor PREC representing totiz,

2. the node with the functor ATT representing bohuzel,

3. the contrastive contextually bound node representing the expression Jirka,

4. the newly established node representing the non-expressed Addressee,

5. the expressed node with the t-lemma substitute # PersPron representing the pronoun /o,
6. the node representing the temporal modification vcera,

7.  the node representing the locative modification v Praze.

Fig. 10.9.

Figure 10.9. Ordering of contextually bound nodes in verb phrases

Jirka ho totiz bohuzel véera v Praze prodal. (=lit. Jirka it in_fact unfortunately yesterday in Praha sold.)
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10.2.3. Ordering of nodes in noun phrases

The surface word order in noun phrases is governed by word-order rules of Czech (e.g. agreeing attributes stand
before the noun, non-agreeing attributes after it), which are not related to communicative dynamism — the word
order in noun phrases is to a large extent grammaticalized. In the underlying word order, however, we reorder the
modifications of a noun according to their increasing communicative dynamism.

Ordering of contextually non-bound nodes. Nodes representing contextually non-bound modifications of a noun
(tfa = £) are to the right from the governing node, ordered from the nodes representing tightly connected expres-
sions to nodes representing loosely connected expressions. The types and their ordering:

Ist node |[functor = DPHR nebo functor = CPHR

2nd node |functor =1ID

3th node |argument or functor = APP

4th node |agreeing adjectival modifications: functor = RSTR

5th node |effective roots of restrictive relative clauses: functor = RSTR

6th node |non-valency non-agreeing modifications

7th node |effective roots of non-restrictive relative clauses: functor = RSTR

Ordering of contextually bound nodes. When ordering nodes for contextually bound modifications of a noun
(tfa =t or tfa = c) we proceed in the same way as with contextually non-bound nodes but the order is from 7
to 1.
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If there are several nodes of the same type, we order them according to the surface word order, which is free
within the individual types of modifications, and thus semantically relevant. If the position of nodes in the under-
lying word order is unchanged with respect to the surface word order, we leave unchanged also the relative order
of nodes within the individual types of nodes. If in the underlying word order, we reorder the nodes from the pos-
ition before the noun to a position after it or vice versa, the underlying word order is the mirror image of the surface
word order.

Example:

Vzala jsem i tv dvoje kratké zelené Saty po sestie, které mi jsou malé. (=I also took the two short green dresses
after my sister, which are too small for me.)

The only contextually bound modification of the noun saty is the demonstrative pronoun ten. The node representing
this pronoun is placed to the left from its governing node. The remaining modifications of the noun saty are con-
textually non-bound. The nodes representing these modifications are placed (as sister nodes) to the right from their
governing node in the following order from left to right:

the node representing the agreeing adjectival modification zelené,
the node representing the agreeing adjectival modification krdtké,
the node representing the agreeing adjectival modification dvoje,

the node representing the effective root of the restrictive relative clause,

S

the node representing the non-valency modification po sestre.

10.2.4. Projectivity of tectogrammatical trees

Projectivity is defined as follows: if two nodes M and N are connected by an edge and M is to the left from N,
then all nodes to the right from M and to the left from N are connected with the root via a path that passes through
at least one of the nodes (M or N). More briefly: between a parent and its immediate daughter there can only be
daughters of the parent.

We suppose that non-projectivity in the surface structure of sentences is caused by word-order movements and
that such non-projective surface realizations correspond to projective tectogrammatical structures. In the tectogram-
matical annotation, we therefore projectivize such constructions. By projectivization we mean modifying the
underlying order of a node causing a non-projectivity so that no node of the resulting tectogrammatical tree violates
the definition of projectivity.

When carrying out the projectivization we take into account the motivation for the particular word-order movement.
Presently we distinguish three types of motivations:

a. non-projectivity motivated by word-order rules. Non-projectivity can be motivated by the fixed position
of an expression in the surface word order. This applies mainly to noun phrases, which can be non-projective
due to the position of a more deeply embedded modification, to dependent clauses introduced by adjectival
relative elements that are moved away from their governing nouns, and to other set expressions that have
frozen non-projective word-order. For example:

Ptal jsem se ho, JAKEHO [t £a = £] si koupil psa. (=I asked him what kind of dog he bought.)
Mel plné [tfa =t] kapsy penéz [tfa = ] (=His pockets were full of money.)

(Mél piné ruce peneéz.) Ne, mél plné [t f£a = t] KAPSY penez [tfa = t] (=(His hands were full of money)
No, his pockets were full of money.)

b. non-projectivity motivated by prosodic causes. In Czech, there is a set of unstressed expressions (so-called
clitics) that always take “the second position” in the sentence (i.e. the position after the first prosodic unit).
In case these expressions are not immediately dependent on the governing verb of the clause, they can cause
non-projectivity. Clitics are usually contextually bound, they are therefore assigned the t fa value t and
placed at projective positions according to the rules for the ordering of contextually bound nodes. For example:

Konecné [tfa = f] seto[tfa=t] podarilo [tfa = £] uskutecnit [tfa = £] (=Finally, we managed to
put it into effect.)

c. non-projectivity motivated by topic-focus articulation. In Czech, contrastive contextually bound expressions
have a strong tendency towards standing in the initial position in the sentence, that means that they move to
the left although they are more deeply embedded, and so can cause non-projectivity. A node representing an
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expression that is placed non-projectively to the left in the surface word-order due to its contrastive use (t fa=
c) is placed according to the rules in Section 10.2.3, “Ordering of nodes in noun phrases” and Section 10.2.2,
“Ordering of nodes in verb phrases” projectively leftmost possible. For example:

Kjasotu [tfa =c] neni[tfa = f] nejmensi [tfa = f] duvod [tfa = £] (=There is not a slightest reason
to be so cheerful) Fig. 10.10

Figure 10.10. Projectivization

K jasotu neni nejmensi ditvod. (=lit. For jubilation is_not slightest reason.)
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Non-projectivity with unclear motivations (constructions with multi-word predicates). In addition to cases
of non-projectivity with clear motivations, there are also cases where the motivation of the word-order movement
is not obvious, and furthermore in some of these cases the non-projective surface word-order is the unmarked option.
This applies mainly to dependent modifications of multi-word predicates: a contextually bound expression standing
to the left from a multi-word expression and dependent on the dependent part of this expression causes non-pro-
jectivity (even though it is not contrastive).

Presently we know about the following types of non-projective non-contrastive contextually bound nodes:

the node causing non-projectivity depends on the node representing the nominal part of a complex predicate
(on the node with the functor CPHR; for complex predicates see Section 7.1.1.4, “Complex predicates”),

the node causing non-projectivity depends on the node representing the infinitive of the autosemantic verb in
amodal or phase predicate represented by two nodes (see Section 7.1.1.1, “Modal predicates” and Section 7.1.1.2,
“Phase predicates™),

the node causing non-projectivity depends on the node representing the non-verbal part of a quasi-modal or
quasi-phase predicate (see Section 7.1.1.3, “Quasi-modal and quasi-phase predicates™),

the node causing non-projectivity depends on the node representing the non-verbal part of a verbonominal
predicate (see Section 7.1.1.5, “Verbonominal predicates (the copula byr)”),

the node causing non-projectivity depends on the node representing the dependent part of an idiom (see Sec-
tion 7.1.2, “Idioms”).

In order to preserve the information about the original position of the expression, the node representing this non-
projective non-contrastive contextually bound expression will stay in the position corresponding to its surface
word-order position, it is not moved to the right and the resulting tectogrammatical tree therefore contains a non-
projective edge. For example:

(V galerii V. Spdly ode dneska vystavuje A. Born.) Vystavu [tfa = t] je mozné navstivit do dvacatého srpna.
(=(In the VS gallery, there is an exhibition of works by AB) The exhibition is possible to see until 20th August.)
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10.3. Topic and focus

We assume that each complete sentence divides from the point of view into two complex categories: topic and
focus The complex categories of topic and focus are not annotated explicitely. Below we describe a hypothesized
procedure for determining topic and focus based on the annotated textogrammatical trees.

Topic consists of that part of the sentence that connects it to the preceding context — its meaning provides linking
to the expressions that have already appeared in the text, to the facts deducible from them or facts assumed to be
known to the recipient. We assume that in a tectogrammatical tree, the topic consists of the following nodes:

a. the effective root of the sentence (the node representing the governing verb) if its t fa value is t;

nodes with the value t in the attribute t fa dependent on the effective root of the sentence which are not an-
cestors of the focus proper (see Section 10.2.1, “Basic rules for the nodes ordering in tectogrammatical trees™),
and all their descendant nodes.

¢. nodes with the value c in the attribute t fa dependent on the effective root of the sentence and all their des-
cendant nodes.

Contrastive topic. Connecting to the context using contrast is a specific type of contextual boundness. A certain
part of the topic of a new sentence is put into contrast with a fact known from the preceding context. We call the
contrastive contextually bound part of the topic contrastive topic in short. We assume that in a tectogrammatical
tree, a contrastive topic consists of the following nodes:

a. nodes with the value c in the attribute t £a and all their descendant nodes.

Focus consists of that part of the sentence that introduces new information not deducible from context, which is
more communicatively important than the topic and cannot be omitted from the sentence. We assume that the focus
is necessarily present in each sentence. We assume that in a tectogrammatical tree, the focus consists of the following
nodes:

the effective root of the sentence (the node representing the governing verb) if its t fa value is £;
nodes with the value f in the attribute t fa dependent on the effective root and all their descendant nodes;

c. those more deeply embedded nodes with the value f in the attribute t fa that depend on a node with the value
t, provided one of them is the focus proper.

10.4. Rhematizers

Rhematizers are expressions the function of which is to signal topic-focus articulation categories, namely the
communicatively most important categories — the focus and contrastive topic (see Section 10.3, “Topic and focus”).
Nodes representing rhematizers are assigned the functor RHEM.

Expressions with the function of a rhematizer. Rhematizers are mostly particles and adverbs. Most expressions
that fulfill the function of a rhematizer are functionally homonymous (they fulfill also other functions). The role
of a rhematizer is often played by particles and adverbs that primarily express adverbial modifications. Rhematizers
are also functionally homonymous with some conjunction modifiers. Prototypical rhematizers include: pouze
(=only), jen (=only), jenom (=only), zejména (=in_particular), zvlasté (=especially), predevsim (=primarily),
obzvlast (=especially), hlavné (=mainly), jediné (=only), napriklad (=for example), toliko (=just), vyhradnée
(=exclusively), vylucné (=exclusively) etc. Also ne (=no) and ano (=yes)) are considered rhematizers.

Scope of a rhematizer. The placement of rhematizers in the surface word order is quite free, however they almost
always stand right before the expressions they rhematize, i.e. the expressions whose being part of the focus or
contrastive topic they signal. We say that the part of the sentence that is rhematized is in the scope of the rhematizer.
A rhematizer signaling the focus has in principle in its scope all contextually non-bound modifications (including
their modifications) standing to the right from it in the surface structure of the sentence. A rhematizer signaling
the contrastive topic has in principle in its scope the first contrastive contextually bound modification (including
its modifications) standing to the right from it. There are, however, complex constructions, mainly within noun
phrases, where the scope of a rhematizer over modifications of the governing expressions (contextually non-bound
or contrastive contextually bound) is questionable. It seems that the “strength” of the scope of a rhematizer diminishes
downwards in the structure of the sentence.

Representing rhematizers in tectogrammatical trees. The rules for positioning of rhematizers in tectogrammat-
ical trees are simple:
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a. the node representing a rhematizer is placed as the closest left sister node of the first node of the expression

that is in its scope.

b. if a thematizer has scope over the governing predicate, the rhematizer is placed as the closest left daughter
of the node representing the predicate.

c. if a rhematizer constitutes the focus proper, it is placed according to the rules for placement of the focus
proper (see Section 10.2.1, “Basic rules for the nodes ordering in tectogrammatical trees”) - on the rightmost
path from the effective root of the tectogrammatical tree.

Contextual boundness of rhematizers. For rhematizers, the value of the attribute tfa is determined by the
function of the rhematizer, i.e. by which category of the topic-focus articulation it signals. The value of the attribute
t fa is therefore closely related to the placement of the rhematizer in the tectogrammatical tree. A node representing
a rhematizer can be assigned either the t fa value t or £. A rhematizer cannot be assigned the value c.

For a survey of possible situations, the corresponding t fa values and placement of the rhematizers, see Table 10.1,
“Placement of rhematizers and their contextual boundness”.

Table 10.1. Placement of rhematizers and their contextual boundness

Situation tfaof |tfaof |Position of RHEM Example
the nodes |RHEM
in the
scope
Signaling the focus £ £ the closest left sister |Petra si umyla také. RHEM [t fa = £]
The predicate is not in the of the first node in the | boty [t fa = f.] (=Petra also washed
scope. scope her shoes.) Fig. 10.11
Signaling the focus f f the rightmost left Petra si také. RHEM [t fa = £] umyla
The predicate is in the daughter of the predic- |[t fa = f] boty [t fa = £] (=Petra also
scope. ate washed her shoes.) Fig. 10.12
Signaling the contrastive |c t the closest left sister |Tuké.RHEM [tfa = t] Petra [tfa =
topic of the first node in the | c]si umyla boty. (=Also Petra washed
scope her shoes.) Fig. 10.13
Scope over the non-con- |t t the closest left sister |(Karel si umyl také boty. Spletl ses.)
trastive contextually of the first node in the | PETRA si umyla také RHEM [t fa = t]
bound expressions scope boty [t fa = t] (=(Karel also washed
The predicate is not in the h;’s s hoes}.l ]\;, O}ly Ou};r e wrong) PETRA
scope. also washed her shoes.)
Scope over the non-con- |t t the rightmost left (Petr neodesel domii.) Hanka neodesla
trastive contextually daughter of the predic- |do skoly. (=(P. didn't go home) H.
bound negated predicate ate didn't go to school.)
The rhematizer is the predic-
ate's negation morpheme
(t_lemma = #Negq).
Rhematizer in the focus (O f on the rightmost path | Petra si umyla boty také. RHEM [t fa =
proper from the effective root| £] (=Petra washed her shoes as well.)
of the tectogrammatic- | Fig. 10.14
al tree

Rhematizer in a paratactic structure. The scope of a rhematizer can consist of a whole paratactic structure
(connecting either clause or sentence parts). If the rhematizer has scope over the whole paratactic structure, the
node representing the rhematizer is placed as the closest left sibling of the root of the paratactic structure. For ex-

ample:

Byli tam jenom.RHEM Petr a Pavel. (=Only Petr and Pavel were there.) Fig. 10.15
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Figure 10.11. Rhematizers

Petra si umyla také boty. (=lit. Petra REFL washed also shoes.)

oot

umyt.enunc

t_PRED

v decl.disp0.ind

cplitD.res0.ant
Petra #PersPron take bota
t_ACT t_BEM.rr f_RHEM f_PAT
n.denot n.pron.def.pers atom n.denot
fem.sg gender:inher.number:inher.person:inher.politeness: inher fem.pl

person_name

Figure 10.12. Rhematizers

Petra si také umyla boty. (=lit. Petra REFL also washed shoes.)

root

umyt.enunc
f_PRED

v decldisp0.ind
‘cpl.itD.res0. ant

A

Petra #PersPron take bata
t_ACT t_BEM.nr f_RHEM f_PAT
n.denot n.pron.def.pers atom n.denat
fem.sg genderinher.numberinher.person:inher.politeness: inher fem.pl

person_name

Figure 10.13. Rhematizers

Také Petra si umyla boty. (=lit. Also Petra REFL washed shoes.)

0 “a
root
umyt.enunc
_FRED
v decldisp0.ind
cplit0.resD.ant
o
take Petra #PersPron bota
t_RHEM c_ACT t_BEN.nr f_PAT
atom n.denat n.pron.def.pers n.denat

fem.sg gender:inher.number:inher. person:inher. polteness:inher fem.pl
parson_name
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Figure 10.14. Rhematizers

Petra si umyla boty také. (=lit. Petra REFL washed shoes as_well.)

root

umytenunc
_PRED

v decl.disp0.ind
cpl.itD.res0.ant

0
Petra bota #PersPron take
c_ACT t_PAT  t_BEN.nr f_RHEM
n.denot ndenct n.pron.def.pers atom
fem.sg fem.pl  gender:inher.number:inher. person:inher. polteness:inher

person_name

Figure 10.15. Rhematizers

Byli tam jenom Petr a Pavel. (=lit. Were there only Petr and Pavel.)

(o]
oot
mnunc
- PRED
v decl.dispD.ind
proc. t0.res0.ant
o] o]
tam jenom /a

t_LOC . basic f RHEM CONJ
adv.prondef atom coap

Petr Pavel
f_ACT_M f_ACT_M
n.denot n.denot
anim.sg anim.sg

person_name person_name
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Appendix A. Attributes of nodes in
tectogrammatical trees

A.1. Attributes of the technical root

The technical root of a tectogrammatical tree is assigned four attributes with special values - see Table A.1, “At-
tributes of the technical root”.

Table A.1. Attributes of the technical root

Attribute |Obligatory|Value (type) |Note

atree.rf|NO PML reference | This attribute links the tectogrammatical level to the analytical level by
means of a reference to the corresponding analytical tree.

deepord |NO 0 This attribute determines the position of the node in the linear ordering
in the tree. Unlike the other nodes, it carries no linguistic information.

id YES identifier The unique identifier of the tree in PDT 2.0.

nodetype |[NO root This attribute is present at the root just for the sake of the user. The

technical root node is (as a type) different from all other nodes.

A.2. Attributes of the other nodes

A21.a

Obligatory: NO.

This attributes binds the tectogrammatical nodes with units of lower levels. Its value is a structure with the attributes
lex.rf and aux.rf. For more details see Chapter 2, Relation between the tectogrammatical level and the
lower levels.

A.211. a/lex.rf
Obligatory: NO.

Table A.2. Values of the attribute a/lex.rf

PML reference identifier of the node at the analytical level from which the tectogrammatical
node got its lexical meaning (or its biggest part)

A.21.2. a/aux.rf
Obligatory: NO.

Table A.3. Values of the attribute a/aux.rf

a list every element of which is a|identifiers of the analytical nodes that influence in some way or other the value
PML reference of the functor, subfunctor or grammatemes of the tectogrammatical node. These
nodes frequently carry grammatical words (i.e. prepositions, subordinating
conjuctions, auxiliary verbs, supporting words etc.) and together with the node
referred to in the attribute a/ lex . rf they constitute one autosemantic expres-
sion.
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A.2.2. compl.rf

Obligatory: NO.

This attribute serves for representing the second dependency with predicative complements. It is assigned to nodes
with the COMPL functor. For more details see Section 6.1.1.1, “Predicative complement”.

Table A.4. Values of the attribute compl.rf

PML reference identifier of the node (usually in the same tree) with which the predicative
complement is in the second dependency relation

A.23. coref gram.rf

Obligatory: NO.

This attribute serves for representing grammatical coreference. For more details see Chapter 9, Coreference.

Table A.S. Values of the attribute coref gram.rf

a list every element of which is a|identifiers of the nodes (usually in the same tree) with which the given node is
PML reference in a grammatical coreference relation

A.2.4. coref special
Obligatory: NO.

This attribute serves for representing some special types of textual coreference when the coreferred node is not a
particular node or subtree. For more details see Chapter 9, Coreference.

Table A.6. Values of the attribute coref special

exoph the coreferred element is an extra-textual situation

segm the coreferred element is a larger text segment

A.2.5. coref text.rf

Obligatory: NO.

This attribute serves for representing textual coreference; the coreferred node is explicit (it is a particular node or
subtree). For more details see Chapter 9, Coreference.

Table A.7. Values of the attribute coref text.rf

a list every element of which is a|identifiers of the nodes with which the given node is in a textual coreference
PML reference relation

A.2.6. deepord

Obligatory: YES.

This attributes assigns numbers to the nodes of a tree to indicate the deep word order. The order determined by
the deepord attribute is the same order as the one displayed in the graphical programmes (from left to right). For
more details see Section 10.2, “Communicative dynamism”.

Table A.8. Values of the attribute deepord

non-negative integer order of the nodes in a tectogrammatical tree ‘
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A.2.7.

functor

Obligatory: YES.

The value is the functor of the node. For more details see Chapter 8, Functors and subfunctors.

Table A.9. Values of the attribute functor

ACMP adjunct expressing accompaniment (in the broad |fatinek s maminkou.ACMP (=Father with Mother)

sense of the word)

ACT argument - Actor Otec.ACT pracuje. (=Father is working)

ADDR argument - Addressee Poslal darek priteli. ADDR (=He sent a present to
a friend.)

ADVS paratactic structure root node - adversative relation | Videl, ale. ADVS neslysel. (=He saw me but didn't
hear me.)

AIM adjunct expressing purpose Cvici, aby zhubla. ATM (=She is doing exercises in
order to lose weight.)

APP adnominal adjunct expressing appurtenance miij . APP hrad (=my castle)

APPS appositional structure root node substantivum, neboli. APPS podstatné jméno
(=substantive, or noun)

ATT atomic expression expressing the speaker's attitude |Je to samozrejmé. ATT pravda. (=Of course, this
is true.)

AUTH adnominal adjunct referring to the author (of sth) |Nezvalovy. AUTH verse (=Nezval's poems)

BEN adjunct expressing that sth is happening for the | Pracuje pro firmu.BEN (=He is working for the

benefit (or disadvantage) of sb/sth company.)

CAUS adjunct expressing the cause (of sth) Z ditvodu nemoci.CRUS zavreno. (=Closed for ill-
ness.)

CNCS adjunct expressing concession Navzdory studijnim uspéchim.CNCS se v praxi
neuplatnil. (=Although he was a good student he
wasn't very successful in practice.)

CM conjunction modifier otec a také.CM syn (=Father as well as his son)

COMPL |adjunct - predicative complement Vrdtila se unavend.COMPL (=She returned tired.)

COND adjunct expressing a condition (for sth else to hap- | Kdyz spi. COND , nezlobi. (=When he sleeps, he is

pen) good.)

CONFR |paratactic structure root node - confrontation Pavel se zlepsuje, kdezto.CONFR Jan dostdiva
Ctyrky. (=P. is getting better, while J. is getting
Ds.)

CONJ paratactic structure root node - simple coordina- |Pavel a.CONJ Jan (=Pavel and Jan)

tion/conjunction

CONTRA |paratactic structure root node - two entities are in |otec versus.CONTRA syn (=Father vs. son)

conflict (fight etc.)

CONTRD |adjunct expressing confrontation Zatimco mzdy klesaji. CONTRD , ceny se zvysuji.
(=While the wages are going down, the prices are
increasing.)

CPHR the nominal part of a complex predicate mit plan.CPHR (=have a plan)

CPR adjunct expressing comparison vic nez tisic.CPR korun (=more than thousand
crowns)

CRIT adjunct expressing a criterion/measure/standard  |Serad’ slova podle abecedy.CRIT (=Put the words
in the alphabetical order.)

CcsQ paratactic structure root node - consequential rela- | Pracoval nezodpovédné, a.CSQ proto dostal vy-

tion poved. (=He was irresponsible, therefore he was
\fired.)

DENOM |effective root node of an independent nominative | Zdkladni skola. DENOM (=Primary school)

clause (which is not parenthetical)
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DIFF adjunct expressing a difference (between two entit- | Je vyssi o dva centimetry.DIFF (=He is two centi-

ies, states etc.) meters taller.)

DIR1 directional adjunct - answering the question “where | Prijel z Prahy.DIR1 (=He came from Praha.)

from”

DIR2 directional adjunct - answering the question “which |Jdou lesem.DIR2 (=They are walking through the

way” |forest.)

DIR3 directional adjunct - answering the question “where | Prisel domii.DIR3 (=He came home)

tO”

DISJ paratactic structure root node - disjunctive relation | Pojedu ja, nebo.DISJ ty. (=Either I will go, or you
will.)

DPHR the dependent part of an idiomatic expression krizem krdZem.DPHR (=criss cross)

EFF argument - Effect Jmenovali ho predsedou.EFF (=They appointed
him as a chairman.)

EXT adjunct expressing extent V nadobé je presné. EXT litr vody. (=There is ex-
actly one litre of water in the pot.)

FPHR part of a foreign-language expression cash.FPHR flow.FPHR

GRAD paratactic structure root node - gradation Beézel, ba.GRAD utikal. (=He not only ran, he ran
helter-skelter.)

HER adjunct expressing inheritance Satek po matce HER (=scarf after my mother)

ID nominative of identity and explicative genitive  |hrad Karlstejn.1D (=the Karlstejn castle); trest
smrti.ID (=death penalty)

INTF atomic expression referring to the “false (expletive) | Ono. INTF prsi. (=1t is raining.)

subject”

INTT adjunct expressing intention Sel nakoupit. INTT (=He went shopping.)

LoC locative adjunct - answering the question “where” | Pracuje v Praze.1.OC (=He works in Praha.)

MANN adjunct expressing manner (of doing sth) Mluvi hlasitée MANN (=He talks loudly.)

MAT adnominal argument referring to the content of a |sklenice vody.MAT (=a glass of water)

container

MEANS |adjunct expressing a means (of doing sth) Pise perem MEANS (=He is writing with a pen.)

MOD atomic expression with a modal meaning Pracuje asi.MOD na pul uvazku. (=He is probably
working part-time.)

OPER paratactic structure root node referring to a math- |pét az.OPER deset hodin (=five to ten hours)

ematical operation or interval

ORIG argument - Origo Vyrabi nabytek ze dieva.ORIG (=He makes fur-
niture out of wood.)

PAR effective root node of a parenthetic (verbal or Prijedu 13. prosince (patek.PAR ). (=I'm coming

nominative) clause on 13th of December (Friday).)

PARTL |effective root node of an independent interjectional | Hurd. PARTL , vyhrali jsme! (=Hurray, we have

clause won!)

PAT argument - Patient Vari obéd.PAT (=He's cooking dinner.)

PREC atomic expression referring to the preceding context|A.PREC pak odeSel. (=And then he left.)

PRED effective root node of an independent verbal clause | Pavel dal. PRED kytku Martiné. (=Pavel gave a

(which is not parenthetical) \flower to Martina)

REAS paratactic structure root node - causal relation Dostal vypoved, nebot REAS pracoval nezodpoved-
né. (=He was fired since he was an irresponsible
worker.)

REG adjunct expressing with regard to what sth is asser- | Vzhledem k pocasi. REG nelze nic planovat. (=It

ted is impossible to plan anything due to the weather.)

RESL adjunct expressing the result/effect of something |Mluvi tak potichu, Ze mu nerozumime RESL (=He
speaks so softly that we cannot understand him.)

RESTR |adjunct expressing an exception (to sth) Kromé tebe. RESTR tam byli vsichni. (=Except for

you everybody was there.)
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RHEM atomic expression - thematizer Jen.RHEM Karel odesel. (=Only Karel left)

RSTR adnominal adjunct modifying its governing noun |velky.RSTR dum (=a big house)

SUBS adjunct expressing that sb/sth substitutes for sb/sth | Za otce.SUBS jednal stryc. (=My uncle took action
else in place of my father.)

TFHL temporal adjunct - answering the question “for how | Prijel na mésic. TFHL (=He came for a month.)
long”

TFRWH |temporal adjunct - answering the question “from |PreloZil jednani ze soboty. TFRWH na dnesek. (=He
when” shifted the negotiations from Saturday to today.)

THL temporal adjunct - answering the questions “how |Stihnul to za tvden.THL (=He managed to do it in
long” and “after how long” a week.)

THO temporal adjunct - answering the questions “how |Pracuju na tom kazdy den.THO (=I'm working on
often” and “how many times” it every day.)

TOWH temporal adjunct - answering the question “to Prelozil jednani ze soboty na dnesek. TOWH (=He
when” shifted the negotiations from Saturday to today.)

TPAR temporal adjunct - answering the questions “in | Béhem nasi dovolené. TPAR ani jednou neprselo.
parallel/simultaneously with what” and “during | (=During our holiday it didn't rain once.)
what time”

TSIN temporal adjunct - answering the question “since |Budu pracovat od zitra.TSIN (=I'll be working
when” |from tomorrow.)

TTILL |temporal adjunct - answering the question “until |Udélam to do patku. TTILL (=I'll do it by Friday.)
when”

TWHEN |temporal adjunct - answering the question “when” | PFijdu zitra. TWHEN (=I'll come tomorrow.)

VOCAT |effective root node of an independent vocative  |Hanko.VOCAT , podej mi to. (=Hanka, hand it to
clause me.)

A.2.8. gram

Obligatory: NO.

The value is a structure with the attributes-grammatemes: sempos, gender, number, degcmp, verbmod,
deontmod, tense, aspect, resultative,dispmod, iterativeness, indeftype,person, numer-
type, politeness, negation. This structure is only assigned to complex nodes, i.e. nodes whose value of
the nodetype attribute is complex. For more details see Chapter 5, Complex nodes and grammatemes.

A.2.8.1. gram/aspect
Obligatory: NO.

For more on the aspect grammateme, see Section 5.2, “Grammatemes”.

Table A.10. Values of the grammateme aspect

proc process, imperfective aspect
cpl complex, perfective aspect
nr all basic values are possible in the given case; none of them can be excluded

A.2.8.2. gram/degcmp
Obligatory: NO.

For more on the degree grammateme, see Section 5.2, “Grammatemes”.
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Table A.11. Values of the attribute degcmp

pos positive

comp comparative

sup superlative

acomp elative

nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.3. gram/deontmod
Obligatory: NO.

For more on the deontic modality grammateme, see Section 5.2, “Grammatemes”.

Table A.12. Values of the grammateme deontmod

deb the event is understood as “necessary”

hrt the event is understood as “obligatory (an obligation)”

vol the event is understood as “wanted/intended”

poss the event is understood as “possible”

perm the event is understood as “permitted”

fac the event is understood as “an ability (to do sth)”

decl the basic (unmarked) modality

nr all basic values are possible in the given case; none of them can be excluded

A.2.8.4. gram/dispmod
Obligatory: NO.

For more on the dispositional modality grammateme, see Section 5.2, “Grammatemes”.

Table A.13. Values of the grammateme dispmod

disp0 no dispositional modality

displ the predicate expresses dispositional modality

nil none of the basic values of the grammateme (i.e. the grammateme as such) is
relevant.

nr all basic values are possible in the given case; none of them can be excluded

A.2.8.5. gram/gender
Obligatory: NO.

For more on the gender grammateme, see Section 5.2, “Grammatemes”.

Table A.14. Values of the grammateme gender

anim masculine animate

inan masculine inanimate

fem feminine

neut neuter

inher the value of the grammateme follows from the value of the corresponding
grammateme of the coreferred node

nr all basic values are possible in the given case; none of them can be excluded.
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A.2.8.6. gram/indeftype
Obligatory: NO.

For more on the indefiniteness grammateme, see Section 4.2, “T-lemma of derived expressions”.

Table A.15. Values of the grammateme indeftype

relat relative pronoun / adverb / numeral (kdo, jaky; kdy, jak, kolik)

indefl indefinite pronoun / adverb / numeral of the type nékdo, néjaky / nékde, néjak
/ nékolik

indef2 indefinite pronoun / pronominal adverb of the type kdosi, jakysi / kdesi, jaksi

indef3 indefinite pronoun / pronominal adverb of the type kdokoli, jakykoli /| kdekoli,
\jakkoli

indef4 indefinite pronoun / pronominal adverb of the type ledakdo, ledajaky/ ledakde,
ledajak

indef5 indefinite pronoun / pronominal adverb of the type mdlokdo / malokde,
kdovikdo / kdovikde

indef6 indefinite pronoun of the type kdekdo, kdejaky;

inter interrogative pronoun / pronominal adverb/ numeral

negat negative pronoun / pronominal adverb (nikdo, nijaky; nikde, nijak)

totall totalizing pronoun / pronominal adverb (referring to a whole) (vsichni; vsude)

total2 totalizing pronoun (referring to individuals) (kazdy

nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.7. gram/iterativeness
Obligatory: NO.

For more on the iterativity grammateme, see Section 5.2, “Grammatemes”.

Table A.16. Values of the grammateme iterativeness

ito no iterative meaning present
itl iterated, multiple event
nr all basic values are possible in the given case; none of them can be excluded

A.2.8.8. gram/negation
Obligatory: NO.

For more on the negation grammateme, see Section 5.2, “Grammatemes”.

Table A.17. Values of the grammateme negation

neg0 affirmative
negl negative
nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.9. gram/number
Obligatory: NO.

For more on the number grammateme, see Section 5.2, “Grammatemes”.
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Table A.18. Values of the grammateme number

sg singular

pl plural

inher the value of the grammateme follows from the value of the corresponding
grammateme of the coreferred node

nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.10. gram/numertype

Obligatory: NO.

For more on the numeral type grammateme, see Section 4.2, “T-lemma of derived expressions”.

Table A.19. Values of the grammateme numertype

basic cardinal numeral (#7, Sest, kolik)

frac fraction numeral (tFetina, Sestina)

kind sort numeral (¢roji, Sestery, kolikery)

ord ordinal numeral (treti, Sesty, kolikaty)

set set numeral (troje, Sestery, kolikery)

nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.11. gram/person

Obligatory: NO.

For more on the person grammateme, see Section 5.2, “Grammatemes”.

Table A.20. Values of the grammateme person

1 first person (speaker)

2 second person (hearer)

3 third person (what is talked about)

inher the value of the grammateme follows from the value of the corresponding
grammateme of the coreferred node

nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.12. gram/politeness

Obligatory: NO.

For more on the politeness grammateme, see Section 5.2, “Grammatemes”.

Table A.21. Values of the grammateme politeness

basic the common use

polite the polite form

inher the value of the grammateme follows from the value of the corresponding
grammateme of the coreferred node

nr all basic values are possible in the given case; none of them can be excluded.

A.2.8.13. gram/sempos

Obligatory: YES.

The sempos attribute contains the information regarding the membership of a complex node in a subgroup of a
semantic part of speech. For more details see Section 5.1, “Semantic parts of speech”.
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Table A.22. Values of the grammateme sempos

n.denot denominating semantic noun

n.denot.neg denominating semantic noun with separately represented negation
n.pron.def.demon definite pronominal semantic noun: demonstrative
n.pron.def.pers definite pronominal semantic noun: personal

n.pron.indef indefinite pronominal semantic noun

n.quant.def definite quantificational semantic noun

adj.denot denominating semantic adjective

adj.pron.def.demon definite pronominal semantic adjective: demonstrative
adj.pron.indef indefinite pronominal semantic adjective

adj.quant.def definite quantificational semantic adjective
adj.quant.indef indefinite quantificational semantic adjective
adj.quant.grad gradable quantificational semantic adjective
adv.denot.ngrad.nneg |nongradable denominating semantic adverb, impossible to negate
adv.denot.ngrad.neg nongradable denominating semantic adverb, possible to negate
adv.denot.grad.nneg gradable denominating semantic adverb, impossible to negate
adv.denot.grad.neg gradable denominating semantic adverb, possible to negate
adv.pron.def definite pronominal semantic adverb

adv.pron.indef indefinite pronominal semantic adverb

v semantic verb

A.2.8.14. gram/verbmod
Obligatory: NO.

>

For more on the verbal modality grammateme, see Section 5.2, “Grammatemes”.

Table A.23. Values of the grammateme verbmod

ind indicative

imp imperative

cdn conditional

nil none of the basic values of the grammateme (i.e. the grammateme as such) is
relevant.

nr all basic values are possible in the given case; none of them can be excluded

A.2.8.15. gram/resultative
Obligatory: NO.

For more on the resultativity grammateme, see Section 5.2, “Grammatemes”.

Table A.24. Values of the grammateme resultative

res0 no resultative meaning
resl resultative meaning (aspect)
nr all basic values are possible in the given case; none of them can be excluded

A.2.8.16. gram/tense
Obligatory: NO.

For more on the tense grammateme, see Section 5.2, “Grammatemes”.
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Table A.25. Values of the grammateme tense

sim simultaneous

ant preceding

post subsequent

nil none of the basic values of the grammateme (i.e. the grammateme as such) is
relevant.

nr all basic values are possible in the given case; none of them can be excluded

A.2.9. id

Obligatory: YES.
The value is the unique identifier of the tree in PDT 2.0.

A.2.10. is_dsp root

Obligatory: NO.

This attributes marks the root of direct speech subtrees. If no value is assigned, the assumed value is 0. For more
details see Section 7.5, “Direct speech”.

Table A.26. Values of the attribute is_dsp root

0 the node is not the root of a subtree representing direct speech

1 the node is a the root of a subtree representing direct speech

A.2.11. is generated

Obligatory: NO.

This attribute marks generated (newly established) nodes. If no value is assigned, the assumed value is 0. For more
details see Section 6.6, “Ellipsis™.

Table A.27. Values of the attribute is_generated

0 the node represents an expression present in the surface structure

1 the node represents an expression absent in the surface structure

A.2.12. is member

Obligatory: NO.

This attribute is only assigned to immediate daughters of paratactic structure root nodes (nodetype = coap)
and marks the roots of the paratactically connected elements. For other nodes, the attribute is not relevant. For
more details see Section 6.4, “Parataxis”.

Table A.28. Values of the attribute is_member

0 the node is not a root of a paratactically connected element

1 the node is the root of a paratactically connected element

A.213. is name of person
Obligatory: NO.

This attribute serves for marking proper names of people. If no value is assigned, the assumed value is 0. For more
details see Section 7.3, “Identifying expressions”.

176



Attributes of nodes in tectogrammatical trees

Table A.29. Values of the attribute is _name of person

0 the node represents an expression that is not part of a proper name of a person

1 the node represents an expression that is part of a proper name of a person

A.2.14. is_parenthesis
Obligatory: NO.

This attribute marks nodes representing expressions that are part of a parenthesis. If no value is assigned, the assumed
value is 0. For more details see Section 6.5, “Parenthesis”.

Table A.30. Values of the attribute is_parenthesis

0 the node represents an expression that is not part of a parenthesis

1 the node represents an expression that is part of a parenthesis

A.215.is_state

Obligatory: NO.

This attribute marks nodes representing modifications with the meaning of state. If no value is assigned, the assumed
value is 0. For more details see Section 8.13.2, “Attribute for the meaning of “state””

Table A.31. Values of the attribute is_state

0 the node represents a modification that has no state meaning
1 the node represents a modification with a state meaning that cannot be captured
just by the functor and subfunctors

A.2.16. nodetype

Obligatory: YES.
This attribute defines a nodetype. For more details see Chapter 3, Node types.

Table A.32. Values of the attribute nodetype

atom atomic node

coap paratactic structure root node

list list structure root node

fphr node representing a foreign-language expression

dphr node representing the dependent part of an idiomatic expression
complex complex node

gcomplex quasi-complex node

A.2.17. quot

Obligatory: NO.

The attribute marks nodes representing a text segment “in quotation marks”. The value of the attribute is a list
every item of which is a structure with the attributes t ype and set _id. For more details see Section 7.6, “Text
segments marked by graphic symbol”.

A.2.17.1. quot/set_id
Obligatory: YES.
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The attribute serves as the identifier unambiguously marking a set of nodes representing a text segment in quotation
marks

Table A.33. Values of the attribute quot/set_id

arbitrary sequence identifier unambiguously marking a set of nodes representing a text segment
in quotation marks

A.2.17.2. quot/type
Obligatory: YES.

The attribute indicates the type of quotation mark use.

Table A.34. Values of the attribute quot/type

citation the node represents an expression that is part of quotation (marked by quotation
marks)
dsp the node represents an expression that is part of direct speech (marked by quo-

tation marks)

meta the node represents an expression that is part of a metalinguistic expression
(marked by quotation marks)

title the node represents an expression that is part of a proper name or title (marked
by quotation marks)

other the node represents an expression that is part of a text segment in quotation
marks and it has none of the above mentioned functions

A.2.18. sentmod

Obligatory: NO.

The attribute indicates the modality of the sentence. For more details see Section 5.3, “The sentmod attribute”.

Table A.35. Values of the attribute sentmod

enunc the indicative mood

excl exclamation

desid the optative (desiderative) mood
imper the imperative mood

inter the interrogative mood

A.2.19. subfunctor
Obligatory: NO.

The value of the attribute is a subfunctor further specifying the meaning of the assigned functor. For more details
see Section 8.13.1, “Subfunctors”.
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Table A.36. Values of the attribute subfunctor

Value Definition Functors to which it is assigned
above the meaning “above” DIR3, LOC
abstr the abstract meaning “in the area” |LOC
across the meaning “across” DIR2
after the meaning “after” TWHEN
agst the meaning of disadvantage BEN
along the meaning “along” DIR2, LOC
approx the meaning “approximately” EXT, TWHEN
around the meaning “around” DIR2, LOC
basic the basic meaning of the functor all functors
before the meaning “before” TWHEN
begin the meaning “at the beginning” TWHEN
behind the meaning “behind” DIR3, LOC
below the meaning “below” DIR3, LOC
betw the meaning “between” DIR2, DIR3, LOC, TWHEN
circ the meaning of circumstance ACMP
elsew the meaning “outside” DIR3, LOC
end the meaning “at the end” TWHEN
ext the meaning “to what extent” DIR3
flow the meaning “in the course” TWHEN
front the meaning “in front of” DIR3, LOC
incl inclusion ACMP
in the meaning “inside” LOC
less the meaning “less than” EXT
mid the meaning “in the middle” LOC, TWHEN
more the meaning “more than” EXT
near the meaning “near” DIR2, DIR3, LOC
nr there is no subfunctor for the given |all functors
surface form
opp the meaning “opposite” DIR3, LOC
target the meaning of target DIR3
than comparison on the basis of difference | CPR
to the meaning “to” DIR3
wout the meaning of negative accompani- | ACMP
ment
wrt the meaning “entity something is CPR
compared to”

A.2.20. £t lemma

Obligatory: YES.

The value of the attribute is an arbitrary sequence. For more details see Chapter 4, Tectogrammatical lemma (t-
lemma).
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A.2.21. tfa

Obligatory: NO.

The attribute represents contextual boundness. For more details see Section 10.1, “Contextual boundness”.

Table A.37. Values of the attribute tfa

the node represents a contrastive contextually bound expression

the node represents a contextually non-bound expression

the node represents a non-contrastive contextually bound expression

A.2.22. val frame.rf

Obligatory: NO.

The attribute serves as a reference into the valency lexicon. For more details see Section 6.2, “Valency”.

Table A.38. Values of the attribute val _frame.rf

PML reference identifier of the valency frame describing the meaning and valency of the given
node
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A

Actor, 45, 121
unspecified, 81
Addressee, 45, 121
adjective
control, 143
introduced by a subordinating conjunction, 60
semantic, 24
adverb
predicative, 100
semantic, 25
antecedent, 139
apposition, 70
argument, 45, 121
contextually elided, 81
controlled, 81
general, 81
quasi-controlled, 81
unspecified, 81
argument shifting, 45
aspect, 31
attribute, 1, 129
of the type reference, 2

B

brackets, 120

C

clause

adverbial, 57

content, 57

dependent, 54, 57

dependent consecutive, 90

false dependent, 63

governing, 57

independent, 54

interjectional, 54

nominative, 53

non-verbal, 53

relative, 57

verbal, 51

vocative, 53
clauses with a reversed syntactic relation, 74
communicative dynamism, 154
competing valency modifications, 46
construction

control, 146

with a dependent consecutive clause, 90

with the meaning of a restriction, 86

with the meaning of comparison of two events, 83

with the meaning of exceptional conjoining, 87
context, 152
contextual boundness, 152
control, 140, 143
controllee, 143
controller, 143
coordinating connective
complex, 94
coordination, 70

coreference, 139
grammatical, 140
textual, 150

D

dashes, 120
degree, 28
dependency, 34, 55
ambiguous, 40
dual, 34
derivation, 7
dialogue test, 44
direct speech, 55, 115
dual function of a single modification, 40

E
edge, 2, 34
non-dependency, 37
Effect, 45, 121
effective root, 3
element
controlled, 143
controlling, 143
coreferred, 139
coreferring, 139
dependent, 34
governing, 34
ellipsis, 76
contextual, 76
grammatical, 77
of a dependent meaning unit, 80
of a governing meaning unit, 76

of a governing meaning unit, in specific constructions,

76
of the governing clause, 76
of the governing noun, 76
of the governing predicate, 76
empty verb, 52
exophor, 150
explicative genitive, 110
explicit coreferred element, 150
expression, 3
contextually non-bound, 153
contrastive contextually bound, 153
foreign-language, 113
identifying, 109, 120
in the function of a rhematizer, 163
modifying a coordinating connective, 94, 130
non-contrastive contextually bound, 153
numeral, 106
used metalinguistically, 120

focus, 163
proper, 155
focus proper, 155
foreign-language expression, 113
functors, 121
adnominal, 129
for arguments, 121
for causal relations, 125
for effective roots of independent clauses, 121
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for expressing manner and its specific variants, 126
for foreign-language expressions, 128

for multi-word lexical units, 128

for relations between members of paratactic struc-
tures, 130

for rhematizers, sentence, linking and modal adverbi-
als, 127

for the predicative complement, 130

locative and directional, 124

temporal, 122

G

gender, 28
grammateme, 27

identification structure, 111
items of ian dentifying expression, 112
modifier, 112
root, 111

idiom, 104

idiomatic expression, 104
non-verbal, 104
verbal, 104

immediate daughter, 2
left, 2
right, 2

infinitival construction
dependent, 57

infinitival constructions
frozen, 58

infinitive
a valency modification of which is controlled, 143

inner participant, 44

interval, 70

intonation, 152

intonation centre, 152, 155

iterativity, 31

L

lemma
tectogrammatical, 7
lexical unit
multi-word, 94
linear order, 2
list structure, 5
item of a list, 113
modifier of a list, 113
root, 5, 113

mathematical operation, 70
member
direct, 66
terminal, 66
modality
deontic, 31
dispositional, 31, 48
sentential, 32
verbal, 32
modification
adnominal, 129

free, 44

locative and directional, 124
obligatory, 44

optional, 44

temporal, 122

valency, 44, 121

modification with the meaning of

accompaniment, 126
appurtenance, 129
attitude, 127
author, 129
beneficiary, 128
cause, 125
comparison, 126
concession, 125
condition, 125
confrontation, 128
container, 129
criterion, 126
difference, 126
exception, 126
extent, 126
identification, 129
inheritance, 128
instrument/means, 126
manner, 126
modality, 127
purpose, 125
regard, 126
result/effect, 126
substitution, 128

modifier

ofalist, 113
of a paratactic structure, 67
of an identification structure, 112

mother, 2

N

negation, 29, 92
node, 1

added (newly established), 1, 75

atomic, 5, 127

complex, 6, 20

contextually non-bound, 153

contrastive contextually bound, 153
copied, 75

dependent, 2, 34

governing, 2, 34

newly established, with a t-lemma substitute, 76
node type, 5

non-contrastive contextually bound, 153
quasi-complex, 6

node attributes, 167
nominative

of identity, 55

nominative of identity, 110
non-dependency, 54, 121
noun

control, 143
semantic, 21

noun phrase, 41
number, 29, 105
numeral, 105
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in the role of an attribute, 105

used as labels, 105

with an adverbial meaning, 106
with the function of a container, 105

)

ordering
objective, 152
subjective, 152

Origo, 45, 121

P

paratactic structure, 66
modifier, 67
root, 5, 66
parataxis, 66
parenthesis, 72
lexicalized, 73
proper, 72
proper, syntactically incorporated, 72
proper, syntactically non-incorporated, 73
part of speech
semantic, 20
participial construction
dependent, 57
non-agreeing, 58
passive, 48
path
left, 2
leftmost, 2
right, 2, 155
rightmost, 2, 155
Patient, 45, 121
person, 30
politeness, 30
postcedent, 139
predicate
complex, 100
modal, 95
multi-word, 95
phase, 99
quasi-modal, 99
quasi-phase, 99
verbonominal, 103
predicative complement, 34, 130
preposition
frozen, derived from a transgressive, 58
projectivity, 161
projectivization, 161
proper name, 109
punctuation, 52, 66

Q

quasi-control, 141
with complex predicates, 101
quasi-focus, 155
quotation, 120
quotation marks, 119

R

reciprocity, 81, 141
reference

anaphoric, 139
cataphoric, 139
exophoric, 150
to a segment, 150
relation
adversative, 131
causal, 131
confrontational, 131
conjoining, 131
consecutive, 131
disjunctive, 131
gradation, 131
resultativity, 32
rezultativ, 48
rhematizer, 163
root
effective, 3
expression, 3
list structure, 5
of a list structure for foreign-language expressions,
113
of a paratactic structure, 66
of an identification structure, 111
paratactic structure, 5
sentence, 3
subtree, 3
technical root node of a tectogrammatical tree, 2, 5,
167

S

scope of a rhematizer, 163
segment, 150
sentence
complex, 55
compound, 66
shared modifier, 67
sister, 2
sister node
left, 2
right, 2
state, 138
stress
contrastive, 152
sentence, 152
structure
identification, 111
list structure for foreign-language expressions, 113
paratactic, 66
paratactic, embedded, 66
subfunctor, 132
subtree, 3
supporting element, 60

T

t-lemma, 7
multi-word, 16
representative, 17
substitute, 18
technical root node of a tectogrammatical tree, 2, 5, 167
tectogrammatical trees, 1
tense, 32
the value of the attribute, 2
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title, 109
topic, 163
contrastive, 163
topic-focus articulation, 152
transgressival construction, 57
transgressival constructions
frozen, 58

Vv

valency, 44

valency frame, 45
empty, 47
of a complex predicate, 49
of an idiom, 49

valency lexicon, 50

verb
byt, 103
control, 143, 145
empty, 52
inherently reciprocal, 16
inherently reflexive, 16
modal, 95
phase, 99
quasi-modal, 99
quasi-phase, 99
reflexive, 16
semantic, 27

w

word form, 7

word order
deep, 2, 154
surface, 152
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