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Abstract

Prague Dependency Treebank (PDT, i.e. an anngtatt@f the Czech National Corpus) is conceived Hsee-layer
system of tags; the individual layers can be charaed as follows: (i) morphemic tagging capturietatively
disambiguated values of morphemic categories basedfull morphemic analysis of Czech; (ii) synitatags at the
so-called analytical level, capturing the functiafisndividual word forms; in the analytical treguctures (ATSS),
every word token and punctuation mark has a cooredipg node and is analyzed as for its POS and meonjt value,
as well as for the main syntactic functions (‘atiedy functors', ‘afuns'); among the afuns, Sultjj, @dv are not
classified in a more subtle way; (iii) syntactigs$aat the tectogrammatical level (TGTSs) rendettiegunderlying
(tectogrammatical) structure of the sentence,iteesyntactic structure proper (with a detaileassification of
underlying syntactic functions).

In the sequel we focus on a brief characterizatioihe TGTSs and on issues that are specific ®PBT scenario and
are crucial, especially from the linguistic poifitiew. These issues concern (i) the transitiomfidTSs to TGTSs,

(ii) the assignment of the features of the infoliomastructure of the sentence (topic-focus artitoig, and (i) a
tentative treatment of coreference relations. TBd $s are based on dependency syntax; the taggthis &vel is
guided by the following principles: (a) a node of@TS represents an autosemantic (lexical) wordlctirrelates of
synsemantic (functional, auxiliary) words are ditt to the autosemantic words to which they bel@mgn the cases
of deletion in the surface shape of the sentenethdr nodes are supplied into the TGTS to 'recavdeleted word;
(c) no non-projective structures are admitted s TIGTSs (they are supposed to be solved by movemlestbetween
the ATS and the TGTS); (d) not only the directidrth® dependence on the governing node (dependeribe left,
dependence to the right) is taken into accountalaat sister nodes are ordered (from left to right)

1. Introductory remark

Thanks to the pioneering work of a small groupigiists, among whom Geoffrey Leech with his exiceryatl
theoretical involvement and fully competent initiatbelongs to the most prominent personalitiesyuistic
elaboration of large corpora has become the majotre of interest. Its impact for future linguissitidies and
applications (in lexicography, stylistics, literastudies and elsewhere) will keep growing, esplyoigith a
continuation of the work on tagging the corporgiammatical and other aspects. A large corpugnifestically
annotated, can offer a quite new level of invesiige, which may use the data gained by semi-autiort@gging
procedures and make them more precise by monographiyses.

The existence of the large Czech National Cormitigied by FCermék) has allowed for the creation of the Prague
Dependency Treebank (PDT), the scheme of the graicahtagging of which is based on the theoretiicajuistic
framework of the Functional Generative Descripiisee Sgall et al. 1986, H&jiva et al. 1998); we believe that a
consistent linguistic basis has helped us to dgvaloomplex scenario that covers both the corargiuage and many
of the more or less frequent peripheral phenomena.

2. Morphemic and analytical tagging

The first phases of the tagging procedure (se&H8P8) consist of morphemic and "surface" annatatiaduring
which the intermediate 'analytical level' is acleidythe analytical tree structures (ATSs) contaioa@e for every token



of a word, and even of a punctuation mark, astenathe case in tagging procedures.

Before we come to a characterization of the AT&s,i$ devote a few words to the morphemic levekhath each
word-form and punctuation mark in the text is assijthe attributes ‘word-form’, 'lemma’ and 'tiggging is manual
with the aid of the full-screen programme sgd wogkin the environment of Linux (which, however, dencarried on
through the mediation of some remote means, em BOS). Both the entry and the output data forpttegramme
sgd are in the format SGML according to DTD csts.régards the volume, the aim is to attain, in eoafion with the
FI MU Brno, no less than 1 million of annotated d«ddorms. The programme sgd requires a preliminary
morphological treatment of the text, i.e., eachdsfrm from from it is supposed to be accompaniga list of all
possible lemmas and of their (possible) morpholgiategories. This assignment is done automatioallthe basis of
an electronic dictionary (at present the vocabutamers some 98-99% of current newspaper or magaeits,
including names). The remaining word-forms are leshtdy manual tagging. Typing errors are registened
corrected. In addition to this manual POS taggmfylly automatic procedure was designed usinghstsiic
modelling, which has been applied to the whole @a¢ational Corpus; this procedure works with. Doi¢he rich and
complex inflectional morphemics of Czech (with seweorphemic cases and tens of paradigms of deoleasid
conjugation), the number of tags is very high:pghgcedure works with almost 4000 combinations ofphological
values, and its the error rate is about 5%. Newgutares are being developed to lower this rategusbmbinations of
different stochastic and rule-based methods); forendetails see H&jiand Hladka (1997).

A certain approach to surface syntax has beenfggmbai the ATSs, i.e. in structural trees the rodéwhich are
marked with 12 attributes each (see El4jp98; Bémova et al. 1997); among them, the ateilafun' (‘analytical
functor’) indicates the kind of dependency of theeg node on its governing (head) node. For tecimaasons, we
work with an added root of the tree, on which themverb of the sentence depends (with ‘afun’ "Prechd we use
special devices for coordination and appositiorstrmctions, as well as for "distant” dependencycértain cases in
which a deleted head word occurs in the sentemgetste), compound (improper) prepositions and woctions
parenthetic collocations, etc. An ATS contains rsofte all word-forms of the sentence, as well asafbsymbols of
punctuation.

Among issues that present difficulties for a "soef@yntactic” analysis, there are first of all #gn@sncerning the
notion of Object. We do not distinguish, in the AT 8etween 'Direct’, 'Indirect’ and 'Second' Objaatl we label as
Obj also an infinitive connected with (dependerit @predicate. Only at the subsequent stage ofrtggi the TGTSs
(see Section 3 below) these syntactically diffemastes are distinguished. Also with adverbials andygle ‘afun’

"Adv" is used in the ATSs, a detailed classificatleing reserved for the tectogrammatical tagdsigpilarly, the
analytical representation of numerical expressi{anith which a specific function of the Genitive @gsroblems gets
involved in Czech) does not correspond to the delyrstactic patterning (cf. sentences sucR&sen tam uz setb
'Five women were already sitting there', in whilse verb formsedlo has Neuter gender, agreeing with the numeral
pet, rather than with the Feminine noen which occurs here in the Genitive case, similadyin e.gvlastnosti Zzen
'features of women', where the Genitive clearlycfions as an adjunct).

The classification of function words is relativelgtailed in the ATSs, comprising, e.g., Pred, Sfj, &dv, Atv
(Predicate Complement, e.g.N@Sli ho spicihéThey found him asleep'), Atr (Adjunct dependengamoun), Pnom
(Predicate Nominal with copula), AuxV auxiliary ¥eiCoord (Coordinating conjunction), AuxT (Reflegiparticle
with a 'reflexivum tantum' verb, e.divit se'to wonder'), AuxR (Reflexive particle in a 'passi{General Actor)
construction, such ao se da dofe pochopitOne can easily understand this), AuxP (a primaepgsition or a part of
a secondary preposition), AuxC (a subordinatingumestion), AuxX (a comma not serving as a coordirgaton].).
The annotators have also the option to indicagrradtive analyses in certain cases of differensipées sentence
patterns without a semantic difference, e.g. Atfatran adjunct of any of several preceding nodtisAdv for a
structural ambiguity between adverbial and adnohdependency, or AtrObj for an ambiguity betweefeoband
adnominal adjunct without a semantic difference.

3. Dependency asthe core of tectogrammatical syntax

3.1. Basic properties of tectogrammatics

A tectogrammatical sentence representation magrdifbm the corresponding ATS since some nodes¢tho
corresponding to function words and punctuationksiacan be eliminated and some added (represeitdimg deleted
in the outer form of the sentence, although preiseits underlying structure). Up to now, a sampi@bout 1000
sentences has been tagged on this level in PDT.

Dependency trees are present both in ATSs andeoietkl of TRs. However, in the TRs only the nodesesponding



to lexical (autosemantic) units; function words, (more exactly, their functions) are representechtdices of the
lexical labels, i.e. by syntactic functors and bgrgmatemes (which mark values of tense, aspectalitied, number,
and of other grammatical categories).

While in ATSs syntactic relations are classifiedhout many subtle differences, such as those bettygpes of objects
or of adverbials, the tectogrammatical tree stmastTGTSs) are underlying structures (basicalfyrapriate to serve
as input to semantic interpretation, see Sgall. dt986; Sgall 1992) and distinguish at least al#@ukinds of syntactic
relations (classified in the valency grids includedhe lexical entries of the head words as arguser adjuncts, and
obligatory or optional, see Panevova 1974; 199&:tailed set of instructions for the transitiomnfréTSs to TGTSs
can be found in Hajova et al. 2001). One significant aspect of the $&T their topic-focus articulation with a scale
of underlying word order; this aspect is discusseflection 4 below. Let us just remark here fordhke of illustration
that e.g. an adjective prototypically follows itsdd in a TGTS, even if preceding it on the surfaeejn the word

order of the morphemic representation (a strinfpout parentheses), echaly'small' in (1); see Sgall (1967), Hava
(1984; 1993).

For technical reasons, in tagging we use nodesdordinating conjunctions (as heads of the cootdath@ems),
although this does not exactly correspond to thertttical specification of the tectogrammaticakleia formal
treatment of which, including all combinations @p&ndency and coordination and based on the dktgkecification
of the linguistic approach in Sgall et al. 1986 svwaesented by Petkévli995). Therefore we distinguish between
tectogrammatical representations proper and Teatogiatical Tree Structures (TGTSs), see ddap (1998); cf. Fig.
1, i.e. a (highly simplified) underlying tree fox.€1).
(1) Marie a Jan, ktemaji malého syna, Ziji v Lomnici.

Mary and John, who have small son,e livLomnice

Zit

T

a.CONJ Lomnice.LOC
Marie.ACT.Co Jan.ACT.Co mit.DESCR

ktery. ACT syn.PAT

\

maly.RSTR

Fig. 1.
A highly simplified TGTS of (1), with functors atthed to dependent nodes
(Conjunction, Actor/Bearer, Patient, Descriptivéuat, Co for the Coor-
dinated items).

Every node of a TGTS represents an autosemanticdle word; the correlates of synsemantic (funadib auxiliary)
words are attached to the autosemantic words tohithey belong either as syntactic functors oradses of
‘grammatemes’ (i.e. of morphological categorid®;latter have been left out in Fig. 1, but in @ae mentioned in
Section 3.2 below. In the cases of deletion instiiéace shape of the sentence, further nodes ppdiesth into the
TGTS to 'recover' a deleted word (e.g. weak proadnrsubject position - Czech is a pro-drop languagr in
coordination constructions suchd@sveny(inkous) a modry inkousted (ink) and black ink'.

3.2. Linearized underlying r epresentations

The TGTSs can be unambiguously linearized; e.gptimary TGTS of (1) can be written as (1), widch dependent
item closed into parentheses; the subscripts ¢gpdinenthesis oriented to the head word) indicatetbrs:

Lomnice)



Unmarked grammatemes (Sing, Pres, Declar, etcrairaritten here.

A sentence occurring in PDT can serve as a fugkample:

(2) Iniciatad dosud  nesehnali feiinych ticet podpi@  poslant.
Initiators hitherto have-not-gathered necgssathirty signatures of-MPs

(2) ((Iniciator.Plur paton))act (dosudyemp.on(NegRhemsehnat.Pretdagpodpis.Plur fppyrt Poslanec.Plur)
(Restrificet) (pescpotebnych))

Note that such a deverbal nouni@isiator has an obligatory Patient. With cases of corefex¢anaphora) the data on
the antecedent are registered in the label ofaheferential node (see Sect. 3.3 (ii)(c) below).

3.3. Theautomatic part of thetransduction to TGTSs:

A part of the transduction from ATSs to TGTSs carfdrmulated as general steps, carried out autoaiiti(see
Hajicova 1998, B6hmova et al. 1999):

(i) The ATSs constitute the input of an automatie-processing' module, during which the tree stines are pruned,
i.e. the nodes that are marked as auxiliary itentkeé ATSs get deleted, without losing any impdrfgaces of
information these auxiliary items carry. Most o ttomplex morphemic forms are put together (belagga in the
position of the 'highest' of their parts), and itifermation they convey is added in the form ofiaes (esp.
grammatemes) of the TGTS complex tags. This cosddvalues of morphological categories suchrasete
(Preterite, Future), verbal modality (Conditionagontic modality (withmusi'must',miize'can, may' and other modal
verbs), diathesis, etc. and aspect, or gender amier with nouns, and degrees of comparison wilctites and
adverbs; they get their values on the basis of therphemic tags (some asymmetries between forihshesir
respective functions are solved later, during tlaaual procedure). The grammateme of sentential linp¢@aith the
values ENUNC, INTERR, IMPER, DESID) is specified@uatically with all heads of main clauses on thsib of the
node standing for the final sentence boundary dmther data (esp. particles) present in the ATISoAertain
syntactic functions are handled by this procedure:

(a) the analytical function Subject with an actiezb is converted into the tectogrammatical fun&GT
(Actor/Bearer);

(b) the analytical function AuxR, denoting the jEet of reflexive passive is converted into a nedih the
lexical value General and the fuctor ACT.
(ii) Another automatic module is being preparedichtwill serve after the 'manual’ handling of TGT{Sse Section
3.4 below), adding information that can be 'rete@\automatically in the preliminary version of T&S.

(a) the gender and number values are cancelledwaitd tokens with which they only indicate agreemen
(adjectives in most positions, certain pronounsnerals, etc.); thus, an adjective retains its gewmdkele only if this
value is not determined by that of a noun (e.deim nejlepSi budou vybra@nly the best.Plur.Anim will be chosen’);

(b) the sentence modality value with 'content’ steu(indirect speech and similar cases) is addedtia
respective grammateme of the head verbs of thasses in accordance with the conjunction presemtEANUNC
(ze, IMPER @7, neclr, aby), INTER (zdaand other interrogative words);

(c) certain additions are carried out which caspecified in this phase of the
procedure, e.g.:

(cl) the lemma of the node carrying the functougaACT is assigned to the grammateme COREF of an
occurrence o$e'-self' that has not yet been treated (i.e. the BAIn active verb in the prototypical case);

(c2) the remaining nodes without lemmas (in coatiid constructions or in apposition) are assighededmmas
of their counterparts in the given constructio;, & (3)
the node correspnding to the deleted second ocmaraf the verb (which has been added "by handbasrning both
Karel. ACT andMilenu.PAT) gets a lemma identical to that of the lefthanordinated item;



(3) Jirka pozval Mariia Karel Milenu
Jirka invited Mary and Karel Milena

(c3) the secondary values of syntactic grammaténieSection 5 below) are added in those casesinhna
preposition allows for a reliable choice: ACCOMPARMENT.WITHOUT (bez'without’), BENEFACTIVE.NEG ¢roti
‘against’), DIR3.INdo 'into"), etc.;

(c4) the remaining nodes corresponding to comneshek, quotes, etc. are deleted.

In the next stages, the automatic procedure iscsggpto be enriched in various respects, to cavenat the most
regular phenomena of subdomains such as:

word derivation (up to now only the deverbal adjexd, possessive adjectives and pronouns, andlalver
derived from adjectives are handled on the basiseofemmas of the source words),

certain elementary ingredients of the build-uphef kexicon, which should contain several kindsraingmatical
data especially including the valency frames odg)i

the development of the degrees of activation ofstoek of shared knowledge' (see Kiayia 1993) as far as
derivable from the use of nouns in subsequentariters in a discourse.

3.4. Theintellectual part of underlying tagging

The following operations can only be performed lietgually, before further analysis helps to
find reliable criteria to identify specific contexin which secondary functions occur:

(i) The analytical functions (such as Subject, ©hjadverbial, Attribute), expressed by case englisgbordinating
conjunctions and prepositions, are changed inteesponding functors; e.g. Dative with the ATS vdhlgect'

primarily yields ADDRESSEE, with an adverbial ields BENEFACTIVE, Czaby'for' orna'to’ yields Objective

with ATS objects and AIM or LOC, respectively, wildverbials. The syntactic grammatemes accomparhyir
(corresponding to the primary functions of pregoss such as 'in’, na'on’,pod‘under',mezi'between’, and so on) are
left for further treatment (the original prepositits retained as the value of a specific attrittine complex symbol

of the noun; cf. Section 3.3 (ii)(c) above as fur subsequent automatic step). The assignmennhtdctic
grammatemes is limited to those cases in whichi tlaiies are the prototypical functions of the esponding
morphemic means, such as the prepositions mentialpede; peripheral cases (as well as certain idhees, esp.
those mentioned in section (iv) below) are accalifie only in a smaller part of PDT, in the 'modellection'.

(i) Nodes for the deleted items are 'restorettiezitis pronouns (including specific symbols fdarieral Participant’,
for a 'Controllee’ and for an 'Empty Verb' (witle thon-verbal heads of sentences that are neitheaties, nor such
pure denominations as nominal headings) or thibattr 'lemma’ is left vacant for further treatméng. in
coordinations, see Section 3.3 (ii) (c2) above).

(iii) The topic-focus articulation of the senterisaccounted for by means of three values of thezsponding
attribute, namely F for ‘focus' (more exactly: @tially non-bound), T for non-contrastive (paijt topic
(contextually bound) and C for 'contrastive (pdjttopic; this part of the annotations is discussemore detail in
section 4 below.

(iv) With possessive adjectives and pronouns deg@nah nouns, the number and gender values oftihsegs are
taken as the values of their respective grammatemes

jeho'his' gets the values SING, ANIMATE (or INANIMATE &NEUTER according to the context, i.e. to the
gender of the antecedent,

jeji 'her' gets SING, FEMININE

jejich gets PLUR and the appropriate gender,

mizj 'my' gets SING and either ANIM or FEM,

matiin ‘'mother's’' gets SING, FEM, and so on.

The annotators use a specially designed 'userdisiesoftware that enables them to work
directly with diagrammatic shapes of trees.



4. Topic-Focus articulation

Topic-focus articulation (TFA) is treated after gteucture of TGTSs has been built; however, whaking the
decisions about the values of the attribute of TiRAiertain cases the surface shape of the senéanciés ATS (which
is hidden on the screen, but always accessibldh&annotators) has to be taken into account.

The principles of the description of TFA in PDT,ialmis seen as based on the ‘aboutness’ relattmugfbeing
asserted to hold about Topic in a positive dedlagaentence), are as follows (cf. Sgall et al.&l 38ajicova et al.
1998):

(a) the label of every node of a TGTS has an iraeicerning the contextual boundness of the giverd waken: F
(contextually non-bound, primarily in Focus), T textually bound, primarily in Topic), or C (constave (part of)
Topic); in the underlying word order, every nodsiased F follows its head node and every node asdid or C
precedes its head (exceptions are listed in pi{ef below);

(b) not only the just mentioned orientation of ttependence on the governing node (dependence kefthdth T or
C, dependence to the right with F) is taken intwoaot, but also sister nodes are ordered (frontdefight);

(c) no non-projective structures are admitted @ TIGTSs (they are supposed to be solved by movemleistbetween
the ATS and the TGTS); as for the tagging of nosjgutive ATSs, see section (ii) below. The autompteprocessing
procedure, preceding the manual tagging, assigaskery node; this value is changed manually ihto C if
necessary, according to the instructions belothdfverb has a complex form in the ATS, then inT&d'S its node is
typically placed in the position that in the AT Soiscupied by the lexical, rather than by the aawjj verb (i.e. the
position of the infinitive or the participle is dsiwe).

Further general rules for the transduction to TGTSs

(i) (a) every node that depends on the verb froereht in the ATS is assigned T, as a rule; theied remains only
where it can be clearly recognized that "new infation" or a new relation is involved; sententiaéss would be
placed there in the spoken form of the sentendén@aitch, intonation centre), e.FATA piSel'FATHER came’; in
the written Czech texts (especially in the intelladized, technical ones, although not e.g. intemirepresentations of
speech), the rightmost position gets F quite retla

the value C is asigned to the contrastive pamefopic (which expresses an element taken froet afslternatives;
often this concerns sentences in which the veplbaseded by a part different from its Actor), eJgdire s asgSnymi
vzory.C se niZzeme powrovat Lit. 'Only with successful models.C (we) can camgourselvesdirkovi.C to Martin
nedal Lit. 'To George it Martin did-not-giveJanuC Marie nevidla. Lit. 'Jane(Acc.) Mary(Nom.) did-not-see’;

(b) in the prototypical case, a node that dependsie verb from the right and occupies the rightnpoasition in an
ATS, gets the value F;

(c) any verb and what is between it and the riglstnposition (see (b) above) gets, in principleth#s(also concerns
semantically "poor" verbs, such lagt 'be’,mit'have'cinit 'do’ etc.); if the node represents a unit repeg@tet
necessarily verbatim) from the preceding text (imithe sentence as well as from previous contéxtptains T;

(d) the nodes that are more deeply dependent @siah attribute, etc.) are, as a rule, assignéar EXceptions, see (c)
above, on repeated units);

(e) as arule it holds, in the TGTSs, that evergenbaving T or C depends on the left from its headle, and every
node having F depends on the right from its hedith, tve following exceptions:

a focus sensitive particle with F precedes its hemtk if the latter has F (see (iii)(k) below);

a 'proxy focus' has T, but is placed to the rightsohead in the TGTS, see (ii)(b) below; anotb&se in which an
item with T follows its head is mentioned in (ig){

the node of a coordinating conjunction is not assijany value in its attribute TFA, i.e. it is ggmd NIL by the
automatic preprocessing; the preprocessing inseaissthe TFA values of all the other nodes, whingintare changed
to T or C, in accordance with the instructions st here.

(ii) The treatment of structures that are non-mrtiye at the analytical level (i.e. of structur@mtaining discontinuous
subtrees):

(a) the node occurring at the leftmost positioa @n-projective construction in an ATS will beigeed the symbol



C(ontrast) instead of T (for exceptions, see p@hbelow), that is to say, its contrastive usassumed; this node is
placed in the projectively leftmost position (atides that depend on it follow and obtain T or Foading to the rules
concerning the remaining nodes); clitics will atmplaced in a projective way, yet they obtain in@grather than C);
typical examples are (4) and (5):

(4) K jasotu.C neni nejmensidivod.
For jubilation (there) is-not the-slightesason'

(5) Jirka ti ho dnes n@m ¢ist.
George you.Dat it.Accus today will-not-startread
'George will not start to read it to you today.'

A contrastive node depending to the left gets @na¥it is not in a non-projective position, e.dehaC jsem neznal;
ji.Cjsem poznal hne¢Him | didn't know; as for her, | recognized heoate'.

(b) If the first F node is deeply embedded (i.elaés not depend directly on the verb) and folldvesverb, its
governing node (having the index T), a 'proxy fodushe sense of Hdjpva et al. (1998), is placed (as an exception)
to the right of its own governing node; an examgplg), which may serve as an answekKterého uitele potkal
Pavel?'Which teacher did Paul meet?".

(6) Pavel.T potkal.T ditele. T anglitiny.F.
Paul met the-teacher of-English

(c) the node n placed in a non-projective positmthe left of its head node is usually assignet®t may get T if it

is not placed at the beginning of a clause (otlieofactors show that it is not the topic proper,that it would be
difficult to understand the clause as 'speakingiah® and at the same time, the governing wohguasimodal’, be it a
simple word planovat'to plan',rozhodnout_s#o decide to'), or a phraseme, with a quasimodaglmmg (nit cest'to
have the honour tghokladat si za'est'to consider it a honour tgdrojevit zajem dto express interest in'); a list of such
phrasemes and quasimodal verbs is being compitepl by step; the words dependent on a phrasenmsaaed as
dependent on its head, cf. (7):

(7)VceraT o MariiT projevil zajem RudoF
Yesterday about Mary expressed interesbRud

(d) a predicate complement at the beginning ohas# gets C, as e.g. in (8):

(8) Jako spravn€C proveril .F casF rozhodnutiF Martino.F.
As right verified time deasiAcc Martha's
‘The time showed that it was Martha's decisian was right.'

(iii) The assignment of the values T and F is ferthuided by the following points:

(a) The value T is assigned to the nodes restoradliGTS as having been deleted (elided) in therdatm of the
sentence; this concerns above all cases of corefel@ven with verbs); exceptions occur with camation, see point
(g) below.

(b) Indexical expressionga, my, te’, mij, nas, tady, letos, zitrd we, now, my, our, here, this year, tomorroug. e
obtain, as a rule, the value T; it is only with tast, as bearers of intonation centre (sentesitiass, mostly at the end
of the sentence) that they are assigned F.

(c) General pronominal words suchre&do, réco, jednou, gjaky 'someone, something, once, some' get the value F
(with the same exception as with the verb, see)(@bove);

(d) An adjunct expressed by an adjective, nourrengun (except for indexical expressions) and déeenon a noun
is assigned F in the prototypical case (thoughay stand to the left of its head noun in the serfaord order); the
value T is assigned only if this attribute is retpelzor obvious from the preceding context:

stary dim'old house*-> dim staryF, but:

dizm staryF a staryT park'old house and old park'.

If there are more than one adjuncts to the letheir governing noun, they are 'moved' from thetiethe right in a
mirror-like way, cf. the following examples, withhich the prime indicates the TFA values and theedgthg word



order:

(9) Koupila  hezky maly obrazek.
she-bought nice  small picture
(9" Koupila obrazek.F maly.F hezky.F

(10) Prozradite dalsi elitni jména.

You-will-disclose further distinguished names
(10" Prozradite.F elitni.T jména.T dalSi.F

Note that in (10')ménaT stands to the right of the verb, as a proxy $oeee point (ii)(b) above.

(e) The value T is assigned to the weak forms ohpuns ¢, ti, ho, mu, mimostly alsomé 'of you, to you, him, to
him, to me') the same holds fonre, ji, ji, jim, jej, nas etc. 'to me, her, to her, to me, him, us' unsesgential stress is
placed on them, and for other clitics.

(f) The strong forms of pronountebe'you.Accus' jemuDat 'him; etc.) obtain the value F if they (or their
prepositions, as the case may be) carry sentestitéeds when the sentence is pronounced (falliag the intonation
centre, not only an optional rising, contrastiveess - this would be assigned C); pronouns folhawa preposition
have always strong forms, so that the form is maigive in these cases for the assignment of tifevelfue and they
can get the value T or C, as e.g. in (11), withteégodenoting the intonation centre:

(11)(a) Pro &.C to ginesu  ZITRA.
for him it I'll-bring tomorrow.
'For him I'll bring it TOMORROW.'

(b) Zitra tofimesu PRO §.F.
tomorrow it I'll-bring for him
"Tomorrow I'll bring it for HIM."

(c) Zitra to prosh T PRINESU.
tomorrow it for him  I'll-bring
‘Tomorrow I'll-BRING it for him'.

(d) ZITRA  to pro §.T piinesu.
tomorrow it for him I'll-bring
"TOMORROW I'll-bring it for him."'

(9) As mentioned above, the symbols treated asshefacbordination structures (i.e. the conjunctjdresse neither T
nor F; typically the coordinated nodes with T pa¢he conjunction and those with F follow it; omya case of
restored deletion it can happen that the left phithe pair has F while the right one has T, éegvenéF [vinoF] a
vino-T bilé-F 'red [wine] and white wine', where the first ooence of the noun is elided; this, however, hastile
the second, undeleted, occurrence has T; in seel& both the nodes (with F and T) are placeldeoight of the
conjunction, F preceding T.

(h) The inserted node is always (with the excepjiish stated in (g)) placed to the left of its gowag node and it has
index T.

(i) As regards complex sentences, the followingsuiold:
(i1) in a coordinated (compound) sentence, eachdauated clause has a TFA of its own, cf. (12):

(12)(@) Tom.T pinesl.F knihy.Fa pak.T [on.T] odnesl.F moxF
Tom brought books andthen [he] towlawanewspapers

(b) Knihy.C [on.T] odnesl.F a noviBy [on.T] ginesl.F.
books [he] took-away and newspapers [he]  brought

(i2) as a rule, the head verb in a direct speealisel gets F, and the verb in the introductory el@ets either F or T, in
accordance with the context; this holds true atsgaises in which the introductory clause followes direct speech:



(13)(a) Jirka.Trekl.F (or T): "Je.F date.F"
Jirka said it'snef
(b) "Je.F doke.F,"tekl.F/T Jirka.F/T
it's fine said irka

(i3) In a complex sentence (with subordinationg dependent clause usually preserves its posiitimetleft (with T)
or to the right (with F) according to the surfacdaring unless its intonation or stress are markate verb of an
adverbial clause is placed before the governinh eéthe main clause and is in a contrastive pmsiti.e. it has a
rising intonation contour, at least as an optideature), the dependent verb gets C and remaitme tieft, as in e.g. in
(14):

(14) Protoze se jim kniha libila.C, vSicfirdocetli.F
because Refl them book pleasst it read-through
'Since they enjoyed the book, all of themd it to the end.’

(i4) If some node in a relative clause obtainsh@ntthis node should be placed to the left of #ative word
introducing the relative clause.

(1) Among adverbial adjuncts (‘free modifications’/ANN and MOD (Manner and Mode) have as a ruleve( if
they are placed to the left of their heads on thiéase, as the so-called adverbial attribugehle ekl lit. 'quickly he-
said, snadrekl'perhaps he-saidiobe 7ekl...lit. ‘well he-said'’); ATT (Attitude) has usually (Nasesti pisli
'Fortunately they arrived").

(k) The position of a focus sensitive particle liring Neg, and the value of its TFA attribute deeided as follows:

(k1) if its governing node has the value F, thenghrticle is assigned F and depends on its headtfre left, cfDnes
Jirka nepiSel 'Today Jirka has not turned up' (with the verbudeld in the 'focus' of the patrticle);

(k2) if its head has T, the particle can depenchftbe left and then it has Des Jirka nefiSel proto, Ze je nemocen
"Today Jirka has not turned up because he isaflfrom the right (with F), when the head is odésthe focus of the
particle (..nepisel s omluvou, ale s vygilenim'...he has not turned up with an excuse, but witbxglanation’), or
when, as the case may be, there is nothing elsetiliearhematizer in F.

() If in a verb complex an auxiliary verb (includj the modal verbs proper) belongs evidently tofdlces, the lexical
verb is placed in the focus part and is assignex/én if its lexical value is contextually bounkys, (15) gets the
representation sketched in (15"):

(15) Ucklano to uz MA.
Done it already he-has
'He HAS already done it'

(15" (on.t) (to.T) (uz.T) (udat.Perf.F)

5. Conclusions and prospects

Almost 100 000 sentences from the Czech Nationgb@ohave obtained their ‘analytical' annotatiansl, we expect
to get about 5000 sentences annotated by theib&fRse the end of the year 2001.

Neither the automatic nor the manual part of tiggiteag can achieve a complete shape of tectograrcahati
representations. A number of questions concernififiereint types of grammatical information requifegher
examination. In some cases, this concerns isswEimgemore refined classification and, therefouethier empirical
research; thus, e.g., the disambiguation of thetfomns of prepositions and conjunctions can onlgdmpleted after
lists of nouns and verbs with specific syntactioparties are established. However, the annotatguisavill offer a
suitable starting point for monographic analysishef problem concerned. In other cases technigatidents are
needed for problems a more complete solution otkwvis known, but has not been applied at this stageg to their
exacting nature. An overview of both kinds of thepen questions is being prepared for publication.

We do hope that even though achieved in this peting way, the syntactic (as well as the morphemig)otations of



parts of the Czech National Corpus will be usefiuhat the present form of the Prague DependenegbBmk makes it
possible for interested researchers to collecelasys of data relevant for their research in ahnmicre easy and rapid
way than was possible using manual excerption. opographic research oriented at an issue frommanstyle or
present-day development of Czech can then bringgsas how to amend the classification of the gisetrof data and
how to bring the annotation procedure to a higheell, perhaps also to raise the degree of its attom Whenever
possible, also statistical methods will be usedr#jr combined procedures are being tested, basedatistical and
structural approaches.

A theoretically substantiated labelling of the urigiag representations can be gained in this wistjrdyuishing
between different kinds of objects and adverbia¢tyween meanings of function morphemes, topic ands, and so
on. The result will be much more complex than tfa parser or tagger of the usual kinds: not dméygrammatical
well-formedness and some kind of surface struotiliebe checked, but disambiguated representatidrsentences
will be achieved, which would constitute an appiaterinput for a procedure of semantic(-pragmatitrpretation.
Although these representations will be underspatiiin the points in which the sentence structuretdully specific
(i.e. in cases of indistinctness, with "systematithiguity”, scopes of quantifiers, and so on), timay constitute a
large set of sentence analyses that would docuthertegree of adequateness of the underlying ktigdframework,
in our case, the Functional Generative Descriptiorgf its future modifications.
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