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Abstract
is paper compares the two FGD-based annotation scenarios for Czech and for English, with the

Czech as the basis. We discuss the secondary predication expressed by infinitive and its functions in
Czech and English, respectively. We give a few examples of English constructions that do not have direct
counterparts in Czech (e.g., tough movement and causative constructions with make, get, and have), as
well as some phenomena central in English but much less employed in Czech (object raising or control
in adjectives as nominal predicates), and, last, structures more or less parallel both in their function and
distribution, whose respective annotation differs due to significant differences in the respective linguistic
traditions (verbs of perception).

1. Introductory Remarks

1.1. e current tasks of corpus linguistics

e expansion of the use of computers for linguistic studies based on very large empirical
language material led to the appearance of an allegedly new domain, corpus linguistics. One
can then ask what the position of corpus linguistics is with regard to computational linguistics.
And also what its relation to “real” linguistics is. It is no doubt that the intersection of the two
former domains is very large and also that there is no reason to distinguish between corpus
and “real” linguistics. ere is no descriptive framework universally accepted since there is
a diversity of many different trends in linguistics. A discussion on theoretical characteriza-
tion of linguistic phenomena and the computerized checking of the adequacy of descriptive
frameworks belong to fundamental goals in linguistics, and a highly effective collaboration of
researchers in all the relevant fields is needed. is implies also the necessity of a systematic,
intrinsic collaboration (if not a symbiosis) of corpus oriented and computational linguistics
with linguistic theory.
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In our opinion, the following aims of the use of corpora in theoretical linguistic studies can
be pointed out:

(i) to offer new conditions for most diverse kinds of research in linguistics itself as well as
in neighbouring domains,

(ii) to check existing descriptive frameworks or their parts: for improvements of their consis-
tency, their enrichment or, in the negative case, the abandonment of falsified hypotheses;

(iii) on the basis of aligned corpora to compare descriptions of two or more languages, at-
tempting at a formulation of procedures that would serve as sources for transfer compo-
nents of translation systems;

(iv) the search for suitable combinations of structural and statistically based procedures of
most different kinds and levels, starting from an adequate linguistic background of a POS
system with disambiguation.

It is no longer possible to see the centre of all appropriate uses of computers in corpus lin-
guistics in gathering large corpora with searching procedures. A qualified choice between the
existing theoretical approaches (or their parts and ingredients) is necessary to make it possi-
ble to use corpora effectively for the aims of theoretical linguistics, as well as of frameworks
oriented towards pedagogical and other applications.

1.2. e objective of the present paper

e present paper is intended as a contribution towards the aim listed as (iii) above. In
particular, we want to illustrate how the description of underlying structures carried out in
annotating Czech texts (Sect. 2) may be used as a basis for comparison with a more or less
parallel description of English. Specific attention is given to several points in which there are
differences between the two languages that concern not only their surface or outer form, but
(possibly) also their underlying structures, first of all the so-called secondary predication (Sect.
3). In Section 4, we discuss the representations of these constructions in the PDT of Czech as
compared with the corresponding annotation in the scenario of a treebank of English (PEDT),
being developed in Prague as an English counterpart of PDT (Šindlerová et al., 2007, Bojar et
al., 2007).

2. Tectogrammatics

In the Functional Generative Description (see Sgall et al., 1986, Hajičová et al., 1998), tec-
togrammatics is the interface level connecting the system of language (cf. the notions of langue,
linguistic competence, I-language) with the cognitive layer, which is not directly mirrored by
natural languages. Language is understood as a system of oppositions, with the distinction be-
tween their prototypical (primary) and peripheral (secondary, marked) members. We assume
that the tectogrammatical representations (TRs) of sentences can be captured as dependency
based structures the core of which is determined by the valency of the verb and of other parts
of speech. Syntactic dependency is handled as a set of relations between head words and their
modifications (arguments and adjuncts). However, there are also the relations of coordination
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(conjunction, disjunction and other) and of apposition, which we understand as relations of a
further dimension. us, the TRs are more complex than mere dependency trees.

e TRs also reflect the topic-focus articulation (information structure) of sentences with a
scale of communicative dynamism (underlying word order) and the dichotomy of contextually
bound (CB) and non-bound (NB) items, which belong primarily to the topic and the focus,
respectively. e scale is rendered in the TRs by the le-to-right order of the nodes, although
in the surface themost dynamic item, i.e., focus proper, is indicated by a specific (falling) pitch.

In a theoretical description of language, the TRs are seen in a direct relationship to mor-
phemic (surface) structures. is relationship is complicated by many cases of asymmetry
– ambiguity, synonymy, irregularities, including the differences between communicative dy-
namism and surface word order (the latter belonging to the level of morphemics).

e core of a TR is a dependency tree the root of which is the main verb. Its direct depen-
dents are arguments, i.e., Actor, Objective (Patient), Addressee, Origin and Effect, and adjuncts
(of location and direction, time, cause, manner, and so on). Actor primarily corresponds to a
cognitive (intentional) Agentive, in other cases to an Experiencer (Bearer) of a state or pro-
cess. If the valency frame of a verb contains only a single participant, then this participant is
its Actor, even though (in marked cases) it corresponds to a cognitive item that primarily is
expressed by Objective (see (1)).

(1) e book (Actor) appeared.

If the the valency frame of a verb contains just two participants, these are Actor and Objec-
tive, which primarily correspond to Agentive and Objective, although the Objective may also
express a cognitive item that primarily corresponds to another argument (see (2)).

(2) e chairman (Actor) addressed the audience (Objective).

If the frame contains more than two items, then it is to be distinguished whether the “third”
of them is Addressee, Origin, or Effect (cf. the difference between e.g., (3) and (4).

(3) Jim (Actor) gave Mary (Addressee) a book (Objective).
(4) Jim (Actor) changed the firm (Objective) from a small shop (Origin) into a big company

(Effect).

In aTR, there are nonodes corresponding to the functionwords (or to grammaticalmorphs).
Correlates of these items (especially of prepositions and function verbs) are present in the TRs
only as indices of node labels: the syntactic functions of the nodes (arguments and adjuncts)
are rendered here as functors, and the values of their morphological categories (tense, number,
and so on) have the forms of grammatemes. Functors and grammatemes can be understood
as indices of lexical items.

In annotating texts from theCzechNational Corpus in the frame of the project of the Prague
Dependency Treebank (PDT) (Hajič et al., 2006), we workwith several specific deviations from
theoretically conceived TRs described above. e most important of these deviations is that
the tectogrammatical tree structures (TGTSs) we work with in PDT differ from TRs in that
they have the form of trees even in cases of coordination; this is made possible by the coordi-
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nating conjunctions being handled as specific nodes (with a specific index, here the subscript
coord, distinguishing between the coordinated items and an item depending on the coordi-
nation construction as a whole). us, the (primary) TGTS of the sentence (5), with many
simplifications, is the tree presented in Figure 1:

(5) Mary and Tom, who are our neighbours, have two children.

Figure 1.

More details are presented in a linearized form of the corresponding TR in (5‘); note that
(i) every dependent item (or a string of coordinated items) is embedded in its own pair of
parentheses, and the functors are present here as subscripts of the parenthesis oriented towards
the head, and (ii) the le-to-right order of the nodes, corresponding to the communicative
dynamism, differs from the surface word order of the numeral two, which is contextually non-
bound and is more dynamic than its head noun. Most of the grammatemes are le out.

(5‘) ((Mary Tom)Conj (Rstr be (Obj neighbour.Plur (App we))))Actor have (Obj child.Plur
(Rstr two))

Rstr indicates here a restrictive adjunct, App one of Appurtenance (broader than posses-
sion), the other abbreviations being self-explaining.

Dependency trees are projective; i.e., for every pair of nodes in which a is a rightside (le-
side) daughter of b, every node c that is less (more) dynamic than a and more (less) dynamic
than b depends directly or indirectly on b (where indirectly refers to the transitive closure of
depend). is strong condition together with similar conditions holding for the relationship
between dependency, coordination and apposition, makes it possible to represent the TRs in a
linearized way, as illustrated by (5‘) above. Projective trees thus come relatively close to linear
strings; they belong to the simplest kinds of patterning.
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3. Selected English Syntactic Constructions for Comparison

3.1. Introduction

A general assumption common to any postulation of a deep (underlying) layer of syntactic
description is the belief that languages are closer to each other on that level than in their surface
shapes. is idea is very attractive both from the theoretical aspects as well as from the point
of view of possible applications in the domain of natural language processing: for example, a
level of language description considered to be “common” (at least in some basic features) to
several (even if typologically different) languages might serve as a kind of a “pivot” language
in which the analysis of the source and the synthesis of the target languages of an automatic
translation system may meet (see Vauquois’ known “triangle” of analysis – pivot language –
synthesis, Vauquois, 1975).

With this idea in mind, it is then interesting (again, both from the theoretical and the ap-
plied points of view) to design an annotation scheme by means of which parallel text corpora
can be annotated in an identical or at least easily comparable way. It goes without saying, of
course, that the question to which extent a certain annotation scenario designed originally for
one language is transferrable to annotation of texts of another language is interesting in general,
not just for parallel corpora.

It is well known from classical linguistic studies (let us mention here – from the context
of English-Czech contrastive studies – the writings of Czech anglicists Vilém Mathesius, Josef
Vachek and Libuše Dušková) that one of the main differences between English and Czech con-
cerns the degree of condensation of the sentence structure following from the differences in
the repertoire of means of expression in these languages: while in English this system is richer
(including also the forms of gerund) and more developed (the English nominal forms may ex-
press not only verbal voice but temporal relations as well), in Czech, the more frequent (and
sometimes the only possible) means expressing the so called second predication is a dependent
clause (see Dušková et al., 1994, p. 542 ff.).

It is no wonder then that in our project, secondary predication has appeared as one of the
most troublesome issues. In the present section, we devote our attention to one typical nominal
form serving for the expression of secondary predication in English, namely infinitive (Section
3.2), and look for its adequate representation on the tectogrammatical layer of PDT.e leading
idea of our analysis is that we should aim at a representation that would make it possible to
capture synonymous constructions in a unified way (i.e., to assign to them the same TGTS,
both in the same language and across languages) and to appropriately distinguish different
meanings by the assignment of different TGTSs.

e considerations included in the present section of our contribution resulted from our
work on a project in which the PDT scenario (characterized above in Section 2) was applied
to English texts in order to find out if such a task is feasible and if the results may be used
for a build-up of a machine translation system (or other multilingual systems); see Šindlerová
et al. (2007) and Bojar et al. (2007). is English counterpart of PDT (PEDT) comprises
approx. 50,000 dependency trees, which have been obtained by an automatic conversion of
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the original Penn Treebank II constituency trees into the PDT-compliant a-layer trees (i.e.,
trees representing the surface shape of sentences). ese a-layer trees have been automatically
converted into t-layer trees.

3.2. Secondary Predication Expressed by Infinitive

Two classes of constructions are oen distinguished: equi-NP deletion and raising. e
distinction between the two classes of verbs was already mentioned by Chomsky (1965, pp.
22-23) who illustrated it on the examples (6) and (7):

(6) ey expected the doctor to examine John.
(7) ey persuaded the doctor to examine John.

Referring to Rosenbaum (1967), Stockwell et al. (1973), p. 521ff., discuss the distinction
between expect and require (which is even clearer than Rosenbaum’s distinction between expect
and persuade) and point out that a test involving passivization may help to distinguish the two
classes: while (8) and (9) with an equi-verb are synonymous (if their information structure is
not considered), (10) and (11) with a raising verb are not:

(8) ey expected the doctor to examine John.
(9) ey expected John to be examined by the doctor.
(10) ey required the doctor to examine John.
(11) ey required John to be examined by the doctor.

e authors propose a deep structure indicated by (12) for expect (hate or prefer) and a
deep structure that includes an animate object in addition to a sentential object for require and
persuade (see (13)) while it is not important that this NP is then rewritten as S)

(12) ey – AUX – VP [V(expect) NP (the doctor examine John)]
(13) ey – AUX – VP [V(require) – NP (the doctor) – NP (the doctor examine John)]

Such a treatment of structures with equi verbs implies that there must be a position in the
deep structure which is phonologically null (empty category PRO) and which is coreferential
with one of the complementations of the equi verb; in our examples above, it is the object in (7).
In theoretical linguistics, this issue is referred to as the relation of control (Chomsky, 1981; see
also a detailed cross-linguistic study by Růžička, 1999; for Czech, see Panevová, 1986; 1996).
More recently, a detailed categorization of the control relation (in a broader sense of the term,
i.e. not only with infinitives as objects) has been proposed by Landau (2000); see also the con-
tributions inDavis andDubinsky, eds. (2007). e following types (not necessarily disjunctive)
are distinguished: obligatory, non-obligatory, exhaustive, partial, split, arbitrary, and implicit.
e classification is mostly based on the extra-linguistic relation between the controller and
the controllee: thus with an arbitrary control in (14) the controller is fully identical with the
controllee (the chair both manager and gathers), with a partial control in (15) the controller is
a part of the (group of) controllee(s) (the chair is one of those who gather), with a split control
in (16) the controller and the controllee form a “joint object” (John and his song together) and
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with an arbitrary control in (17) the controlee may be any “object”.

(14) e chair managed to gather the committee at 6. (Landau’s ex. 8a, p.5)
(15) e chair preferred to gather at 6. (Landau’s ex. 9a, p. 5)
(16) John promised his son to go to the movies together (Landau’s ex. 11a, p. 31)
(17) It is dangerous for babies to smoke around them. (Landau’s ex. 18a, p. 34)

It is a matter of discussion what is the background of such distinctions: they seem to be
based on considerations that go beyond grammatical criteria and can be explained on the basis
of the lexical meanings of the verbs concerned (if somebody manages to do something s/he
also does it, while if somebody prefers to gather (it is understood: with somebody), s/he is part
of the gathered group) or on the basis of the linguistic or extra-linguistic context (in (c): John
and his son go together) or the preferred reading can be derived from a prototypical situation
(babies do not smoke).

e different behaviour of verbs in the structures verb plus infinitive is discussed also in
traditional grammars of English. Quirk et al. (2004) observe a certain gradience in the analysis
of three superficially identical structures, namely N1 V N2 to-V N3 (see their Table 16.64a, p.
1216 reproduced below) illustrated by sentences (18), (19) and (20); in the Table below, these
classes belong to the columns 1, 3, and 4, respectively), each of which conforms to this pattern:

(18) We asked the students to attend a lecture.
(19) ey expected James to win the race.
(20) We like all parents to visit the school.
(21) James was expected to win the race.

e authors claim that there is a strong reason to see a clear distinction between (18) and
(20): in (18) the N2 should be analyzed as the object of the main clause while in (20) they
postulate a structure in which N2 functions as the subject of the infinitival clause. However,
according to the authors, (19) partakes in both these descriptions: from the semantic point
of view, the same analysis as that of (20) would be appropriate; from the structural viewpoint,
the analysis similar to that of (18) is preferable. is is supported by the fact that N2 may
become the subject of the passive sentence (21). With this analysis, N2 behaves like an object
in relation to the verb of the main clause and like a subject in relation to the infinitival clause.
e authors use the term raised object to characterize this situation, and they support their
analysis by several criteria, which we briefly summarize here as a commentary to their Table
16.64a, p. 1216) reproduced below:

With the structures including the verbs of the class exemplified by ex. 18 above and sum-
marized in the column 1 in the Table below the following criteria apply:

(i) to-VN3 can be replaced by a pronoun, an NP or a finite clause (eg. We asked the students
something),

(ii) to-V N3 can be the answer to a wh-question (What did you ask the students?),
(iii) when the sequence N2 to-V N3 is turned to passive the meaning is always changed: (or

it would be even absurd to change ey asked the students to attend the lectures into ey
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asked a lecture to be attended by the students).
(iv) to-V N3 can only marginally become the focus of a pseudo-cle sentence.

With the structures including the verbs of the class exemplified by ex. 20 above and sum-
marized in the column 4 in the Table below the following criteria apply:

(i) the N2 can be replaced by a pronoun referring to the whole clause, e.g. We like it;
(ii) the N2 can be an answer to a what-question (e.g., What do you like best?),
(iii) in some dialects of English the N2 may be preceded by ,for‘,
(iv) N2 can be the focus of a pseudocle sentence (e.g., What we like best is for all patients to

visit …),
(v) when the sentence is turned into the passive form there is no change of meaning: (We

like the school to be visited by all parents).
e gradience of the analysis of the superficially identical structures N1 V N2 to-V N3 is

best illustrated by the following Table (reproduced from Quirk et al. 2004, p. 1216)

Verb class (1) (2) (3) (4)
criteria ask, tell elect, allow attend, expect want,like
V-inf can be replaced + - - -
by a finite clause
change of meaning + + - -
in passive
N2 can become + + + -
subject of passive

e authors emphasize that this is only a rough classification and that it is possible to break
these categories further into subcategories between which the differences are small.

To make the picture complete, it should be noted that the relation of control can be postu-
lated also for objects expressed by other nominalised forms, such as the –ing participle in John
hates missing the train and John hates her missing the train. e choice between the infinitive
and the participle is oen guided by extra-linguistic factors: Quirk et al. (2004, Sect. 16.40, p.
1192) mention a mere potentiality expressed by the infinitive (She hoped to learn English) vs.
a sense of the actual performance of the action itself expressed by the participle (She enjoyed
learning French), or a difference between an attempt which was not crowned by an achieved
act (Sheila tried to bribe the jailor = attempted but did not manage it) and a realized attempt
without achieving the desired effect (Sheila tried bribing the jailor = She actually did bribe the
jailor but without (necessarily) achieving what she wanted).

It is interesting to notice that in the two very detailed discussions devoted to nominal-
izations in English, namely Rosenbaum (1967) and Stockwell, Schachter and Partee (1973),
most of the attention is devoted to the derivation of nominalizations while the question of
synonymy/non-synonymy of nominalizations with the corresponding finite verbal that-clauses
is le aside. However, it should be noticed that in their detailed treatment of different aspects
of ambiguity (as compared with underspecification, or vagueness), Zwicky and Sadock (1975,
esp. pp.16f.) consider the issue of “meaning-changing” transformations and illustrate the com-
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plexity of this issue on sentences We expected that the psychosemanticist would examine George
(his 55) and We expected the psychosemanticist to examine George (his 56). e difference be-
tween the meaning of the two sentences lies – according to Zwicky and Sadock – in the fact
that (55) has two understandings, namely who is the object of our expectations, (i) the psy-
chosemanticist or (ii) George, while (56) has only the understanding (ii). e question is how
to account for this distinction. e authors have no definite conclusion: in their opinion, there
are two possibilities: either (55) is ambiguous and has two distinctive syntactic structures cor-
responding to (i) and to (ii), and the raising transformation is applied only to one of them,
or (55) has a somewhat ‘simpler’ syntactic structure (it is underspecified) than (56), and the
difference in structure conditions the possibility of raising in (56).

In large contemporary grammars of English the issue of the possibly semantic difference
between the nominalization and the that-clause is mentioned rather marginally. E.g., in Quirk
et al. (2004), only in the section on the so-called raised object (and in Sect. 16.64) the authors
remark that in contrast to the that-clause, the infinitival construction is a more formal expres-
sion (e police reported that the traffic was heavy vs. a formal structure e police reported the
traffic to be heavy).

4. Solutions Proposed

4.1. Subject Raising

In the scenario of PEDT (the Prague English Dependency Treebank), the distinction be-
tween the structures with the so-called raising verbs and control verbs is preserved. e sen-
tence (22) (see Figure 2) is a typical example for the subject raising construction in English, see
also a possibility of (22a) in English:

(22) John seems to understand everything.
(22a) It seems that John understands everything.

However, its Czech counterpart zdát se is connectedwith certain constraints: this verbmust
be determined by verbo-nominal (or only nominal) complement, see ex. (23). With verbo-
nominal complement it has an analogical structure to the English example in Figure 2, see
Figure 3. ese constraints, however, eliminate this verb from the “pure” raising constructions;
see also the unacceptability of (24) in Czech:

(23) Jan se zdá (být) smutný.
Lit. John Refl. he-seems (to-be) sad.
(24) * Jan se zdá rozumět.
Lit. John Refl. he-seems to-understand

In English, the modal and phase verbs are considered as belonging to the class of subject
raising verbs. In the PDT scenario (as well as in the theoretical framework for it, FGD) most of
these verbs are treated as auxiliaries, and theirmodalmeanings are described bymorphological
grammatemes assigned to the autosemantic verb. As for modal verbs, this approach is adopted
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Figure 2.

for PEDT as well (see Cinková et al., 2006, p. 88f.). is approach is planned for the treatment
of phase verbs, too (Jan začal pracovat [John started to work], Jan začínal pracovat [John was
going to start to work] could be described as multi verbal predicates).

e underlying structure proposed for subject raising constructions in Czech as well as
in English is, however, identical to the control verb constructions, where ACT (i.e., the first
argument of the control verb) controls Sb (subject) of the infinitive clause (see Section 4.3).

Figure 3.
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4.2. Object Raising

eEnglish verbs used as clear examples of object raising verbs have noCzech counterparts
with infinitive constructions; cf. (25) and Figure 4 for English:

(25) John expects Mary to leave.

Figure 4.

However, the subclass of verbs displaying this operation, called sometimes ECM (excep-
tional case marking), share this behaviour with Czech constructions of accusativus cum infini-
tivo (AccI in sequel). It concerns the verbs of perception (see (26a) and Figure 5 for English
and (26b) and Figure 6 for Czech):

(26a) John hears Mary cry/crying.
(26b) Jan slyší Marii plakat.

ere are two possible ways to reflect the underlying structures of these sentences:
e approach (A) is influenced by the English tradition: e verbs of perception proper

(such as to see, to hear) are understood in English as two-argument structures; if their second
argument is expressed by secondary predication, the first argument of the secondary predica-
tion is raised up and it receives (“exceptionally”) the Accusative form. e structure given in
Figure 5 would yield the surface structure (26a) as well as the surface structure (26c):

(26c) John hears that Mary cries.
(26d) Jan slyší, že Marie pláče.

However, the synonymy illustrated by (26a) and (26c) does not hold in all contexts, see
(27a), (27b), (27c) and (27d), and also (28a) and (28b):

(27a) Jan slyšel, že Carmen zpívá Dagmar Pecková.

15
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Figure 5.

Figure 6.

Lit. Jan heard that Carmen-Acc sings Dagmar Pecková
(27b) Jan slyšel, že Dagmar Pecková zpívá Carmen.
Lit. Jan heard that Dagmar Pecková sings Carmen
(27c) Jan slyšel Dagmar Peckovou zpívat Carmen.
Lit. Jan heard Dagmar Pecková to-sing Carmen
(27d) ?Jan slyšel Carmen zpívat Dagmar Peckovou.
Lit. Jan heard Carmen-Acc to-sing Dagmar Peckova-Acc
(28a) Jan slyšel tu skladbu hrát kapelu Olympic.
Lit. Jan heard the piece-Acc to-play the band Olympic-Acc
(28b) Jan slyšel, že/jak tu skladbu hraje kapela Olympic.
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Lit. Jan heard that/how the piece-Acc plays the band Olympic-Nom

In the pairs (27a), (27b) vs. (27c), (27d) the difference between the meanings of the poly-
semic verb slyšet [to hear] is reflected: while in (27a) and (27b) Jan is either the direct hearer of
the singing or he may be only told about the singing, in (27c) and (27d), if it is possible at all,
he must be a direct listener. Moreover, the possible pre-posing of the object of the dependent
clause (see (27a) and (28a) for Czech) has no counterpart in English.

In the approach (B) reflecting the situation in Czech the verbs of perception are understood
as three-argument structures with the underlying structure given in Figure 6 corresponding to
the sentence (26d), which differs from the underlying structure of ex. (26c) given in Figure 5.

Under the approach (A), the formulation of the conditions under which the secondary
predication could be nominalised by an infinitive clause seems to be very complicated while
with the approach (B) the raised object is understood as a part of a cognitive operation, the
result of which is manifested on the level of underlying structure.

4.3. Control (Equi) Verbs

As for the control verbs, the underlying structure proposed for Czech seems to be suitable
for the PEDT scenario as well, see (29), (30) and Figure 7, 8. A special node with lemma Cor is
used for the controllee and an arrow leads from this node to its controller. e list of the verbs
sharing the attribute of control will be nearly identical for both languages.

(29) John refused to cooperate.
(30) e editor recommended the author to correct the errors immediately.

Figure 7.

We have concluded that though the notions of raising and control are assumed not to be
theory dependent and therefore applicable in both scenarios (for PDT as well as for PEDT), the
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editor
ACT

recommend
PRED

author
ADDR

#Cor
ACT

correct
PAT

error
PAT

immediate
TWHEN

Figure 8.

differences between these two classes are not substantial (and they seem to be overestimated in
the theoretical works).

4.4. Nominal Predicates

Analogical control constructions appearwith some adjectives in the position of the nominal
predicates in sentences with copula, see (31), (32) and Figure 9 for English:

(31) John is eager to please.
(32) John is eager to be pleased.

Figure 9.

e corresponding underlying structures for Czech sentences (33a), (34a) are similar to
those for English (33b), (34b):

18
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(33a) Jan je schopen to udělat.
(33b) John is able to do it.
(34a) Jan je ochoten být očkován.
(34b) John is willing to be vaccinated.

However, the list of English adjectives complemented by an infinitive clause is wider than
in Czech. In (35), (36) and Figure 10 a control between ACT and the Sb of infinitive clause
could be seen:

(35) She was quick to shut the door.
(36) Bob was reluctant to respond.

Figure 10.

4.5. Tough Movement

e object-to-subject raising (sometimes called tough movement) takes place with some
evaluative adjectives in complex predicates, see (37a) and its transformed version aer the rais-
ing operation (37b, Figure 11):

(37a) It is difficult to please John.
(37b) John is difficult to please.

is type of raising has no counterpart in Czech.

4.6. Causative Constructions

Causativity of constructions such as (38) (see Figure 12) and (39) is expressed by the lexical
meanings of the “semiauxiliaries” to make, to get, to have and by the secondary predication
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Figure 11.

denoting the caused event filling the position of the PAT(ient) of the semiauxiliary causative
verb.

(38) John made Mary stay.
(39) John had Mary clean the window.

Figure 12.

e constructions with the Czech verb nechat [to let] and the analogical underlying struc-
ture (with raised subject-to-object position) correspond to this type of causativity.
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5. Conclusions

In our contribution, we have briefly discussed certain issues of secondary predication in
which English differs from Czech with the result that most of them probably can be handled
without differences in underlying structures of the two languages.

ere are, of course, other cases in which the TRs of the two languages certainly differ.
We want only to note here that not all such differences concern syntactic relations (functors).
us in the case of such grammatical categories as definiteness or as tense and verbal aspect
the differences can be captured by distinctions in the repertoires and values of grammatemes
(representing morphological values).

Note e present paper is an enlarged and modified version of the contribution by the same
authors entitledeTectogrammatics of English: On SomeProblematic Issues from theViewpoint
of the Prague Dependency Treebank and submitted for publication in the Festschri to honour
Professor Anna Sågvall-Hein.
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