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Motivation – the lexicographer's view

● a) lexicography: better data
– corpus data have better coverage and better legitimacy than 

introspection or chance quotes from literature

– Quantity: the more the better

– Authenticity: real running data from mixed sources (Internet), 
or at least a source with mixed topics (Wikepedia, news text)

– given a corpus, a grammatically annotated one is best for the 
extraction of lexical patterns and statistics

– lexical patterns are best based on linguistic relations (subject, 
object etc.) rather than mere adjacency in text

– even given a corpus that satisfies all of the above, it is 
cumbersome to search for and quantify lexical patterns

– even a statistics-integrating interface like our CorpusEye will 
only provide data for one pattern at a time



   

Motivation – the user's view

● b) lexical information: better accessibility
– electronic vs. paper: no size limitations, easy searching, “depth-

on-demand” (QuickDict vs. DeepDict)

– passive (“definitional”) vs. active (“productive-contextual”)

– Advanced Learner's Dictionary: information on how to use a word 
in context – syntactic and semantic restrictions and combinatorial 
aspects, e.g. A gives x to B (A,B = +HUM, x,y = -HUM)

– “live” examples

– but how to show, for a given entry word, all constructions and 
examples, and how not to forget any?



   

Idea: graphical presentation of lexical 
complements based on dependency statistics

● annotate a corpus
– Peter [Peter] @SUBJ ate a couple of apples [“apple”] @ACC

– Cats [“cat”] @SUBJ eat mice [“mouse”] @ACC

● generalize by collecting and counting dependency 
pairs of lemmas (simplified):

– PROP_SUBJ -> eat, cat_SUBJ -> eat

– apple_ACC -> eat, mouse_ACC -> eat

● present the result in list form
– {PROP,cat} SUBJ -> eat <- {apple,mouse} ACC



   

Dependency tree annotation

The <def> ART @>N #1->3
last <num-ord>             ADJ @>N #2->3
satellites <Vair>    N  P NOM @SUBJ> #3->9
launched     V PCP2 PAS @ICL-N< #4->3
by                PRP @<PASS #5->4
the <def>  ART @>N #6->7
US <civ>             PROP F S @P< #7->5
never  <atemp>        ADV @ADVL> #8->9
reached      V PAST @FMV #9->0
orbit  <L>          N S NOM @<ACC #10->9
$. #11->0



   

equivalent constituent tree



   

how to distinguish between typical and 
 non-informative complements?

● use frequency counts for dependency pairs
● normalize for lexical frequency
●                   C * log(p(a->b) ^2/ (p(a) * p(b)))
● use thresholds for minimum co-occurence strength 

and minium absolute number of occurences
– ask for strong positive correlation (mutual information)

– log
2
 frequency classes: 1 (1), 2 (2-4), 3 (5-8), 4 (9-16) ....

● for a few special word classes, use generalizations:
– PROP/hum (names)

– NUM (numbers)

● separate treatment of pronouns (only relative to 
each other)



   

Data production
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the applicational environment

● DeepDict is hosted at www.gramtrans.com where it is part of an 
integrated suite of translation tools

● it was developed as a spin-off from many years of

– a) parser development

– b) corpus annotation projects (Corpus Eye at corp.hum.sdu.dk) 

– c) lexicography and MT research

● The primary languages are the Germanic and Romance languages, 
but the method is largely language-independent given a 
lemmatized and dependency annotated corpus in that language

● Few similar approaches of turning corpus data into lexicography:

– Sketch Engine Kilgariff et al. 2004)

– Leipzig Wortschatz project (Biemann et al. 2004)



   

Corpus sources and parsers



   

cut-and-
paste text

URL

Tools:
- WAP
- sms
- Firefox plugin
- Docs

Languages:
en, da, no, 
se, pt, eo



   

The first dictionary layer: QuickDict

mouse-over frequency
DeepDict link

TL/SL-inflected forms

textual choice



   

The second dictionary layer: DeepDict
Implicit semantics from lexical relations



   

DeepDict: nouns 1



   

DeepDict: nouns 2 - the “word field” side benefit



   

Linked example concordances and “word sketches”



   

collocation sketches 2



   

DeepDict: Verb + Complements 



   

Special treatment of word classes

● Each major PoS has its own lexicogram setup
– verb + arguments/adjuncts, noun/adjective + modifiers

● PROP and NUM are generalized to avoid noise
● pronouns are very frequent and can't be directly 

compared to other lexical material
● but pronouns are carriers of abstracted semantic 

information (cp. Odense pronominal valency 
approach)

– ± human: who, what

– male / female: he, she, him, her

– place, direction: der, derhen, her, herhen (Danish)

– countable / mass: much, many



   

Pronouns as semantic classifiers

● “drikke” (drink): +anim vs. quantity
– jeg (I), vi (we), han (he), ..... den (UTR-it) 

<=> den (UTR-it), meget (much) 

● “marry”: +hum/male vs. +hum/female, 2ps > 1ps
– they, he, she, you, who, we <=> you, her, him, them, who, me

● “learn”: +hum <=> -hum/abstract
– we, they, you, he, I, she <=> something, what, a lot, them, 

much

– subclause complements: that-KS, interrogatives 



   

Verb - adverb collocations

● (a) free adverb(ial)s: time, place, manner ...
● (b) valency bound adverb(ial)s

– feel how (manner argument)

– live where (place argument)

– go where (direction argument)

● (c) verb-integrated particles
– give up, fall apart. ? cut out (object predicative?)

● Since DeepDict is a lexicographical rather than a syntactic tool, 
we only keep verb-integrated particles separate (to allow sub-
lemmatization), and lump everything else in an umbrella 
category (brown field)



   

“run” + adverbs
● known verbal particles

● new verb-integrated particles: run amok, run counter (to)
● direction valency: away, north-south, back, northwards
● free manner adverbs: unsuccessfully, quickly, smoothly

mirrored by semantically distinct object complementation 
classes:

● run (the) length / course (of) --- move adv.tr.
● run (n) miles --- move itr.
● run (the) risk --- fixed expression
● run (a) finger (along/over) --- move np.tr.
● run (a) program / system --- tr. “operate”
● run (a) school / centre / business -- tr. “organize”



   

Verb - preposition collocates

● maybe the most ignored piece of usage information 
in dictionaries

● very difficult for learners, since the choice of 
preposition is more syntactic than semantic (cp. 
also aphasia research, Broca vs. Wernicke centres)

● like adverbs, prepositions (or rather pp's) can 
either be valency bound or free complements. It's 
near-impossible to make the distinction 
automatically, but know valencies are *-marked

● the binary dependency link has to be extended 
from the syntactic to the semantic head of the pp, 
storing 3-part links in the database



   

known valency-bound 
pp complements

free adverbial pp 
complements



   

“drikke” (drink) + pp: implicit action frame 

social act of drinking together

manner: in sips, 
where: plance names

fixed expression: 
“drink s.o. unconscious”

drinking context: dinner

ritualized drink types:
starter drink



   

DeepDict: Verb + Prep.



   

structural symptoms of semantical 
differences

● meaning change between pre-modifying and post-
modifying position (Romance languages)

● meaning change depending on head
– ill child/horse/relative (state)

– ill omen/fate/fortune (quality)

– ill wind/temper/humour (intention?)

● adverbial premodifiers for adjective classification
– intensity: very

– measure: <unit> noun moudifiers

– state: temporal adverbs: often

– ±control: intentionally

– result: from, by, with



   

DeepDict: Adjectives



   



   

Semantically motivated collocation 
restrictions: usage of big / high / large



   

direct collocates vs. dependency 
collocates

● easy to catch: multi-word expressions (MWE), or 
what in English amounts to “compounds”, often 
with phonetic stress on the first word

– big bang, big band

– high tide, high society

● more difficult, often non-adjacent, profits from 
dependency relations

– high temperature
● high room temperature
● ambient temperature was rather high when ...



   

Bilingual polysemy / equivalence check:
“caress” objects in Danish / Swedish

● DANISH: kærtegne
– body parts: bryst, krop, 

kind, hud, balder, mave, 
inderlår, brystvorte, hår, 
ansigt, klitoris, lår, 
sexbombe, nosse, 
røvhul, nakke, hals, 
kropsdel, bagdel

– surfacees: silkestof, 
græsbane

– PROP-hum

● SWEDISH: smeka
– body parts: kind, 

kønsorgan, brøst, stjärt, 
klitoris, kropp

– PROP-hum

– ball: boll, passning, 
tennisboll

– instrument: elgitarr

– things: lack, rännil, 
instrmentpanel, julle, 
murbrok, vidunder

DAN: stryge
* swipe
* iron
* remove

 * move ...

SWE: stryka



   

DeepDict: Verb + semantic classes
(only compiled for Danish, Norwegian and Esperanto)

● uses ~ 200 semantic prototype classes for nouns
● correlations are computed the same way as for words
● offers a level of abstraction, and can compensate for sparse 

data



   

“drikke” (drink) - object classes

● Words:
– kaffe

– vin

– øl

– te

– alkhol

– bajer

– vand

– cola

– rødvin

– whisky

● Semantic prototypes
– <drink-h>, <drink-m-h>, <drink-c-h>, 

<drink>, <drink-m>, <drink-c>

– <cm-liq> (vand, urin)

– <amount> (masse, mundfuld)

– <con> (kop, flaske), <unit> (liter)

● ambiguity artifacts:
– kaffe <occ> <Lh>, glas <mat-h>

● metaphor:
– <anorg> (“drink one's brain out”)

● cross-class:
– <food-h> (gift)



   

The background:
 10 dependency parsers



   

How to use DeepDict 1

● as a lexicographer
– find inspiration as to complementation patterns (selection 

restrictions) for dictionary entries

– find the most typical (not just the most common!) example of 
a certain construction

– find candidates for multi-word expressions

– find candidates for metaphorical usage (often high 
correlation index because one of the parts is infrequent on its 
own)

– find semantic distinctions and subsenses not otherwise 
obvious, and triggered by head or dependent words (e.g. 
mistænksom – mistænkelig, high – big - large)



   

How to use DeepDict 2

● for teaching
– create lexical fields

● e.g. edibles, drinkables etc., via 'eat', 'drink')
● a list of languages? countries? professions?
● all about language
● horse/share/oil-related words for an essay: what does it do (SUBJ), 

what do you do with it (ACC), how is it characterized (prenominals)

– find phrasal verbs / prepositional complements

– describe usage differences between near synonyms

– distinguish between literal and abstract uses (e.g. heavy – 
tung – schwer) ... are some of these cross-language 
phenomena?

– find metaphors (caress_V)

– find gender differences through pronouns (caress_V)



   

Sociolinguistic exercise: my new neighbour is a ...
refugee - fugitive - immigrant - foreigner

● immigrant: illegal, 
German, Irish, Italian, 
Jewish, NUM, Chinese, 
recent, European, Polish, 
legal, undocumented, 
Mexican

– subculture, (il)legality

● refugee: Afghan, 
Palestinian, Jewish, genuine, 
Vietnamese, Kurdish, 
Politcal, protestant 
Albanian, NUM, huguenot, 
Palestinian, Rwandan

– recent, reason focus

● fugitive: wanted, al-Qaeda, 
ephemeral, NUM, hunted, 
highest-ranking, royalist, 
exhausted, Russian, harried, 
displaced

– process/context focus 
(war, factions, 
persecution)

● foreigner: NUM, 
unauthorized, undesirable, 
untidy, barbarian, 
meddlesom, friendless, 
unreliable, stateless, 
naturalized

– (negative) focus on (lack 
of) assimilation



   

Perspectives 1: Lexicography

● DeepDict shows how syntactically related word 
pairs can be “harvested” from dependency- and 
function-annotated corpora

● It allows the lexicographer 
– not only to find examples and frequencies for certain 

(known) collocations and lexical constructions, but also 

– to compile new lists of such collocations and constructions

● DeepDict is a language-independent method, and 
could be built not only for further languages, but 
also for specialized or customer-built corpora 
(genre-variation, diachronic variation, spoken 
language, specific author) 



   

Perspectives 2: Grammars

● Better parsers, specifically, better parser lexica
● DeepDict databases can be used to harvest

– valency patterns

– semantical selection restrictions (generalized from words or 
prototypes)

– likelihood thresholds for semantical fillers of syntactic slot

● Cyclical interplay between DeepDict-style corpus 
information and the parser(s) that provided it

e.g. Portuguese lexicon entry:

● pensar ('think'): <fSUBJ/H:74>, <FSUBJ/org:25>

used in grammars, e.g. +hum marking in anaphor grammar:

● ADD (£hum) TARGET PERS + @P<
 (p @PIV LINK 0 PRP-COM LINK p (<fPRP-com/H>70>))



   

Perspectives 3: FrameNet

● current DeepDict: shows one relation at a time, i.e. 
computes e.g. subject and object fields 
independently of each other, which is fine for many 
applications, but could be taken a step further 
using:

● lexico-semantic frames (Berkeley FrameNet)
– @SUBJ / <hum> ==> “read” <vt> ==> @ACC / <sem-r>

● same corpus annotation needs as for DeepDict
– verbal subsenses need to be specified and semantically 

classified

– senses can be structurally corroborated or supplemented 
interactively from corpus data

● project site: www.framenet.dk



   

DeepDict
@

gramtrans.com

CorpusEye: corp.hum.sdu.dk
Parsers: visl.sdu.dk

eckhard.bick@mail.dk



   

Spin-offs: WebPainter

trekanter (trekant)

● live in-line markup of web pages
● mouse-over translations while reading

mouse-over 
translation:

optional 
grammar
(here: SUBJ 
and prep


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43

