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Outline of Lectures on MT

Today:

® Document, sentence and word alignment.

® Phrase-based MT as a tool.
Towards the end of semester:
e Multi-lingual (neural) MT.
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Videolectures & Wiki:
http://mttalks.ufal .ms.mff.cuni.cz/

Slides and Lectures from MT Marathon (see Programme):

http://www.statmt.org/mtml5 and the neural /mtm16

Books: em
e Ondrej Bojar: Cestina a strojovy preklad. UFAL, 2012.
® Philipp Koehn: Statistical Machine Translation. Cambridge

University Press, 2009.
With some slides: http://statmt.org/book/
NMT: https://arxiv.org/pdf/1709.07809.pdf
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http://mttalks.ufal.ms.mff.cuni.cz/
http://www.statmt.org/mtm15
/mtm16
http://statmt.org/book/
https://arxiv.org/pdf/1709.07809.pdf

Interlingua .o

Deep Syntactic Layer S deep )

Surface Syntactic Layer

Morphological Layer ¢———-————- direct transfer

® The deeper analysis, the easier the transfer should be.
® A hypothetical interlingua captures pure meaning.

® Linguistically shallow (direct) methods need just parallel texts.
= They can nicely serve as a tool for transfer.
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GENESIS

The Story of Creation
in the beginning, when God created the uni-
verse, 2the earth was formiess and desclate. The
raging ocean that covered everything was engulfed
in total darkness, and the Spirit of God was moving

gver the water. ¥Then God commanded, “Let there |

be light* - and light appeared. *God was pleased
‘with what he saw, Then he separated the light from
the darkness, and he named the light “Day” and
the darkness “Night”, Evening passed and morning
came - that was the first day.

TThen God commanded, “Let there be a doms
o divide the water and to keep it in iwe separace
places” —and it was done, 5o God made a dome, and
it separated the water under it from the water above
it. *He named the dome *Skv”. Evening massed 3nd

A Classical Parallel Corpus

GENESE

Dieu crée J'univers et 'humanité
Au commencement Dieu créa le ciel et la
1erre, i3
2L terre était sane forme et vide, et I'obscurité
cousTait l'océan primicif. Le souifle de Diew se dé-
prasalt & la surface de Feau. YAlors Diew dit: “Cue
la iumiere paraisse!” et la lumiere parut, 4 Diew
canglata que Is lumidgre était une bonne chose, et
il sépara la lumigre de I'obscuricé, *Dieu nomma la
lumigre jour et l'obscurité nuit. Le soir vint, puis
le matin; ce fut la premiere journes.
¢Dieu dit encore: "Ow'ily ait une volte, pour
séparer les eaux en deuy masses!” 7Ex cela se réalisa
Digw ft aitst la vodte qui sépare les eaux d'en bas
de celles d'en haut: *1] nomma cette vodie ciel. Le
gl F wint. ous le matin: ce fut l2 seconde inurnés

.--..._. R T T

e
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Another Classical One (1658)
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® \Web is an immense resource.
® People keep crawling it over and over:

® Bitextor: Espla-Gomis and Forcada (2010)
® http://paracrawl.eu/releases.html (2018)

e Good sources of (multi-)parallel corpora:

® Corpus OPUS: http://opus.nlpl.eu/
® WMT tasks data: http://www.statmt.org/wmt19/
® University-specific corpora, e.g. UFAL released:

® http://ufal.mff.cuni.cz/czeng (Czech-English)
® http://ufal.mff.cuni.cz/hindencorp (Hindi-English)
® http://ufal.mff.cuni.cz/umc/

(Czech, Russian, Urdu, with English)
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In my dream , there was a sycamore
growing out of the ruins of the
sacristy , and I was told that , if I
dug at the roots of the sycamore , I
would find a hidden treasure . But I '
m not so stupid as to cross an entire
desert just because of a recurrent
dream . " And they disappeared . The
boy stood up shakily , and looked once
more at the Pyramids . " It is I who
dared to do so , " said the boy . This
man looked exactly the same , except
that now the roles were reversed . " It
is I who dared to do so , " he

From Alighed Documents

IO A H e T ToR @7 S R <ot o afk g5 o o
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T AftrT 712 o1 fAeH 98 918 W HaR o7 of o g% &
TR F fre € e Pael §T Oe o | 9 gewaR o
ferger S et o | 72 a1 R oft 5 &7 feR sear gu &
“H g O e T Hed T e, 7 S Y Sievm e
T TS TeTaR BT AR FE B forg g <t | et 7 off
ST Y Y 3T A A |



We Want Sentence Alighment

In my dream , there was a sycamore growing out of the ruins of the sacristy , and I was told that, if I dug at the roots of the sycamore , I
o 4 growing; ol 0 old B & Biddon Teaaotine | w158 g e 97 3 R a7 e o 580 T e R R 99 T 1 o e e 5 o gon e e e |

But I’ m not so stupid as to cross an entire desert just because of a recurrent dream . " 7 # &N T8 g aFH T § o5 AE AR - A I AW G WO & BT R I H IR @9 |
And they disappeared . ¥ AT , 5% a2 38 § T4 |
The boy stood up shakily , and looked once more at the Pyramids . #ga1 srg@gral g3 il ove @l & 71 | 0 A s e Rreiftrel @ 2 |
”wﬂ%ﬁﬁaﬁtn aﬁ%ﬁv | R Hfeart AR @ 7w e A o R 7§ 9 W FaR o1 ok 99 98 5 G
R & R o
"Itis Twho dared to do so , * sa;dmebay.ngwﬂmma o |
‘This man looked exactly the same , except that now the roles were reversed . 7 ar 3 & 5 & Rrvar @ U & |
“Itis who dared to do so , * he repeated , and he lowered his head to receive a blow from the sword . * 3 fe1 @1 T1 W o o1, " g% 3 SN S1R A T T 71 % W &5 o g 1 |
" Life was good to me , " the man said . * Ricft 3 3§ gien R e sren acfa frr |
When you appeared in my dream , I felt that all my efforts had been rewarded , because my son* s poems vnglé '}::r;?:“g{xeor;nfglj R Ty
R Forg R 2gaR R 71 a1 A o IR ¥ A A - T T |
Tdon’ t want anything for myself . =& , 5 st fore gw = wifee |
But any father would be proud of the fame achieved by one whom he had cared for as a child, and educated as he grew up . %% * a3 S S8 21 Wewe TR T T T o T3 et 7 5 Fgeran , e - oreran o et - v a1 Fver 41 |
*We " re two very different things . * * & 2 3T - ST A |
“That " s not true , " the boy said . “ 78 wé 7 & | * 75 A Tl ,
" 1 learned the alchemist ’ s secrets in my travels . " a1 & 2T #3 FRIR % vewdl @ o1 € |
I have inside me the winds, the deserts , the oceans , the stars , and everything created in the universe . 3 @ ¥ 7 foat & — g1, ¥, R , TR 3K T8 @ @ o TS A WA o |
‘We were all made by the same hand , and we have the same soul . &% ¥ S &121 3 Fan 3% &9 WAl oM f @ A1 & |
You ' Il learn to love the desert , and you * Il get to know every one of the fifty thousand palms . g e ¥ @R &1 31 IET 3N & Tt 8w W & Ul H G 0 - O @) e i |
You ' Il watch them as they grow , demonstrating how the world is always changing . 3% T3 g1 3GaR T ST T 5 & & &1 an aaerd <o & |
And you " 1l get better and better at understanding omens , because the desert is the best teacher there is . g 7= g 3 ¥g & 3w @ I3 it T Tk f APVt R agare g 31 T A & |
" Sometime during the second year , you ’ Il remember about the treasure . “ 5, farft aaw , g Wt & IR TE WA A T FAC |
‘The omens will begin insistently to speak of it , and you * Il try to ignore them . ¥ W< g8 %% 1 # a1 ¥ % &1 , 7R G 9= S 39 TR |
But you know that " m not going to go to Mecca . Just as you know that you * re not going to buy your sheep . " g srafl o< ® ST &), 2 # s 1] o1 aren & e ¥ e ok ot @ g - g i e arh € 1 7
" Who told you that ? " asked the boy , startled . * s & farr w7 ? * w9 P oTed gan |
* Maktub " said the old crystal merchant . * e | * Reeees - amurd 3 v ,
And he gave the boy his blessing . 5 wer @i w @, e ergds @ TR ameiata R |
‘The boy went to his room and packed his belongings . @ ST e 3 o S aien |
‘They filled three sacks . d @R wm |
As he was leaving , he saw , in the corner of the room , his old shepherd ’ s pouch . a7 ST §¢ S @ & @ @ #, ol T ekt i |
“ Iwant to see the greatness of Allah , * the chief said , ith respect . * & SiTg 2 Frel 2 =&l § | * 43 o1 3 el o 3 7y |
"I want to see how a man turns himself into the wind . " # &1 =rea § 5 &9 @ omedt R s Hagwan 2 | "
But he made a mental note of the names of the two men who had expressed their fear . =7 T3 3173 7 i 97 3 STl &5 1% 1% 5% Forg Rl B 1 S fosan on |
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Goal: Given a text in two languages, align sentences.
Assume: Sentences hardly ever reordered.

e Classical algorithm: Gale and Church (1993).

® Based on similar character length of aligned sentences, no words examined.
® Dynamic-programming search for the best alignment.
® Allows 0 to 2 sentences in a group: 0-1, 1-0, 1-1, 2-1, 1-2, 2-2.

e Several algorithms for English-Czech evaluated by Rosen (2005).
® Nearly perfect alignment possible by a combination of aligners.

® The “standard tool”: Hunalign (Varga et al., 2005).
e Another option: Gargantua (Braune and Fraser, 2010).
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Goal: Given a sentence in two languages, align words (tokens).
State of the art: GIZA++ (Och and Ney, 2000):

® Unsupervised, only sentence-parallel texts needed.
e Word alignments formally restricted to a function:

src token — tgt token or NULL

® A cascade of models refining the probability distribution:
® |IBM1: only lexical probabilities: P(kocka = cat)
® |BM3: adds fertility: 1 word generates several others
® |BM4/HMM: to account for relative reordering

® Only many-to-one links created = used twice, in both directions.
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Lexical probabilities:

® Disregard the position of words in sentences.

e Estimated using Expectation-Maximization Loop.
More details available e.g. in MT Marathon slides:

e Ales Tamchyna.

http://www.statmt.org/mtml15
— Programme — Tuesday Lecture

e Patrick Lambert (originally Philipp Koehn)
http://lium3.univ-lemans.fr/mtmarathon2010/lectures/
02-wordalignment .pdf
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“Symmetrization” of two GIZA++ runs:
® intersection: high precision, too low recall.
e popular: gdfa (a heuristic between intersection and union).
® minimum-weight edge cover (Matusov et al., 2004).
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e Humans have troubles aligning word for word.

° M|Smatch |n al'gnments pOIntS 9_18% (Bojar and Prokopova, 2006)

Top Problematic Words
Czech

English

361
259
159
143
124
107

99

95

to
the
of

a

be
it
that

319
271
146
112
74
61
55
47

se
\%
na

Top Problematic Parts of Speech

English

679
519
510
386
361
327
310
245

IN
DT
NN
PRP
TO
VB
JJ
RB

1348
1283

661
505
448
398
280
192

—CO>NTIILZ
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Partial Fix: “Possible” Alignments

Type 1: Language-specific function
words omitted in the other language :

over

Type 2:

are not lexical equivalents

[20 over] i Distribution over

i possible link types
& [Earth] b

the Earth

Role-equivalent pairs that

N

[passive marker] i------+ .

[discover]

was discovered
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Phrase-Based MT Overview

faster
even
moving
're
they

around
time
This

This time around = Nyni
they 're moving zareagovaly
even = dokonce jesté

Nyni zareagovaly
dokonce jesté rychle

This time around, they 're moving
even faster

Phrase-based MT: choose such segmentation of
input string and such phrase “replacements” to
make the output sequence “coherent” (3-grams
most probable).
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Nemam zadného psa. Vidél kocCku.
| have no dog. He saw a cat.
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3: Extract Phrase Pairs (MTUs)




4: New Input

vpsa.
/
dog.

New input: Nemam kocku.




5: Pick Probable Phrase Pairs (TM)

psa. Videél
— /\
dog. He saw

... I don't have cat.
New input: Nemam kocku.




6: Cover Input Step-by-Step

w Vidél‘
\
He saw

... I don't have cat.

New input: ‘oéku.




7: Read Output

psa. Videél
— /\
dog. He saw

... | don't have cat.




Summary of MT Class 1

Parallel corpora.
Sentence alignment.
Word alignment.
Phrase-based MT.
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We will use Eman http://ufal.mff.cuni.cz/eman:
e to compile GIZA++ and Moses.
e (optionally) to actually train a PBMT system.

(because GIZA++ needs a patch and Moses needs some flags)
(eman itself may however also need something...)
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http://ufal.mff.cuni.cz/eman

Bird's Eye View of PBMT

[Monolingual] [Parallel] [Devset] [Input]




[ Monolingual J [ Parallel J [ Devset J [Input ]

| Preprocessing: tokenization, tagging... |
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[ Monolingual J [ Parallel J [ Devset J [Input ]
I I

| Preprocessing: tokenization, tagging... |
I

| Word alignment |

| Phrase extraction |

[Translation M. (TM)]

X

[Reordering M. (RM)]

Language
Model (LM)
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[ Monolingual J [ Parallel J [ Devset J [Input ]
I I

| Preprocessing: tokenization, tagging... |
I

| Word alignment |

| Phrase extraction |
Y
[Translation M. (TM)]

X

[Reordering M. (RM)]

Language
Model (LM)

Basic model
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[ Monolingual J [ Parallel J [ Devset J [Input ]
I I I

| Preprocessing: tokenization, tagging... |
I

| Word alignment |

| Phrase extraction |
Y
[Translation M. (TM)]

X

[Reordering M. (RM)]

Language
Model (LM)

Basic model

| Parameter optimization (MERT) |

[Optimized model ]
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[ Monolingual J [ Parallel J [ Devset J [Input ]
I I I I

Preprocessing: tokenization, tagging... |

Language
Model (LM)

I

| Word alignment |

| Phrase extraction |

[

[Translation M. (TM)]

X

[Reordering M. (RM)]

Basic model

Y

| Parameter optimization (MERT) |

~

[Optimized model
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[ Monolingual J [ Parallel J [ Devset J [Input ]
I I I I

| Preprocessing: tokenization, tagging... |

Word alignment
Phrase extraction
Translation M. (TM)

Reordering M. (RM)

| Parameter optimization (MERT) |
P
[ Optimized model Translate
moses-parallel.pl

Language
Model (LM)
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At Student machines, UFAL machines, or your laptop:

“Install” eman in your home directory:
git clone https://redmine.ms.mff.cuni.cz/ufal-smt/eman.git
Make sure eman Is in your PATH: Bad things happen if not.

export PATH=$HOME/eman/bin/:$PATH
echo "export PATH=$HOME/eman/bin/:\$PATH" >> ~/.bashrc

Get our SMT Playground (with all the seeds):

git clone \
https://redmine.ms.mff.cuni.cz/ufal-smt/playground.git
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Set up a local Perl repository.
http://stackoverflow.com/questions/2980297

Copy & paste code from the first answer, just replace .profile
with .bashrc

Install the required package:
cpanm YAML: :XS
Confirm that eman runs:

eman —-—man
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In eman’s philosophy, software is just data.

® Binaries should be compiled in timestamped step dirs.

® _so we know the exact code that was used.
Compile Moses and GIZA++ (all on one line!):

BJAMARGS=" link=shared --no-xmlrpc-c
--max-kenlm-order=12 -a "
eman init --start mosesgiza

%\ Examine the newly created step dir s.mosesgiza. *.

Where is the compilation log?
(Moses+GIZA compilation takes ~8min.)
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It's easier to run GIZA using my wrapper:

https://raw.githubusercontent.com/ufal/qtleap/master/cuni_train/bin/gizawrapper.pl

Download gizawrapper, chmod 755.
Download a parallel corpus of your choice.
® From OPUS.
® In “moses” format, which probably means already tokenized.
® |t should have ~0.1M sentence pairs.
® Amharic (am) — English (en) Tanzil corpus is a good choice.

Run gizawrapper + symal (takes ~20 min on Am-En):
./gizawrapper.pl \

am-en/Tanzil.am-en.am \
am-en/Tanzil.am-en.?? \
-—dirsym=left,right,int,union | gzip > am-en.ali.gz
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https://raw.githubusercontent.com/ufal/qtleap/master/cuni_train/bin/gizawrapper.pl

Get my alignment viewer alitextview:

http://ufal.mff.cuni.cz/~zabokrtsky/fel/slides/lab09-mt-word-alignment/alitextview.pl
Render the alignment on text console:
paste am-en/Tanzil.am-en.am am-en/Tanzil.am-en.en \

<(zcat am-en.ali.gz ) | cut -f 1,2,5 \
| ./alitextview.pl | less
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http://ufal.mff.cuni.cz/~zabokrtsky/fel/slides/lab09-mt-word-alignment/alitextview.pl

Alignment needs large data.

If you don’t have it, you need to make statistics denser. Here we
lowercase and “stem” (chop words to 4 characters):

for f in Tanzil.am-en.??7; do
cat $f | ../playground/scripts/lowercase.pl \
| ../playground/scripts/stem_factor.pl \
> $f.1lcstemd

done
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