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1 Introduction

In recent years the field of Natural Language
Processing (NLP) went through massive changes
as neural systems reached better performance in
many NLP tasks compared to previous mostly sta-
tistical approaches.

This development has been very apparent also
in machine translation (MT). MT started with rule
based approaches which worked successfully for
small domains. Generic MT was first reached
with statistical methods, the early word-based and
the late phrase-based dominant approaches, that
build upon large training data. The current change
is due to the first successful application of deep-
learning methods (neural networks) to the task,
giving rise to neural MT (NMT; Collobert et al.
(2011); Sutskever et al. (2014)).

MT systems are very sensitive to the domain(s)
they were trained on because each domain has
its own style, sentence structure, and terminology.
There is often a mismatch between the domain in
which training data are available and the target do-
main in which the MT system is used. If there
is a strong disparity between training and testing
data, translation quality will be dramatically dete-
riorated. Word ambiguities are often an issue for
machine translation systems. For instance, the En-
glish word ”administer” has to be translated differ-
ently if it appears in medical or political contexts.

Koehn and Knowles (2017) have done a thor-
ough comparison of statistical and neural MT and
described six challenges of NMT. One of the main
challenges is that the NMT systems have lower
quality for out of domain translation, to the point
that they completely sacrifice adequacy for the
sake of fluency.

This problem is usually solved with the use
of domain adaptation, where the trained generic
NMT system is further trained on in-domain data,

which improves the performance of in-domain
translation, but deteriorates the quality of generic
translation. It assumes that users will translate
only within trained domain or have separate model
for each of the domains, which is not the scenario
in this work.

We focus on a generic NMT system, which
utilizes the context of source side of translated
document in order to improve the translation for
the particular document domain. We define the
model which is not specialized for one domain but
rather changes its behavior based on features of
the given document to be translated. As a solution
we propose to use the vector document represen-
tation (also called the embedding) as an additional
source of information about the document domain.

The question of knowledge representation is
central to many language understanding problems:
How to capture the essential meaning of a text
in a machine-understandable format (or represen-
tation). Formal representation of language has
been at the heart of linguistic studies for centuries.
They developed many various theories and repre-
sentations. Chomsky defined a generative gram-
mar (Chomsky, 1964) and used a system of rules
to generate grammatical sentences. The Func-
tional Generative Description (Sgall et al., 1986)
describes language in five layers from phonetics
up to the tectogramatical layer and defines vari-
ous dependencies between them. Many natural
language processing approaches use these theories
for representation of language in a machine under-
standable way.

The question of knowledge representation
emerged again with the rise of neural networks and
become even more important, since neural net-
works favor soft vector descriptions.

The first experiments with neural networks in
NLP used the so called one-hot representation,
where each linguistic token, such as a character,



word, phrase, etc. is represented by a vector of
the dimension equal to the total size of the vo-
cabulary with one non-zero value on the position
assigned to the token. This representation is ex-
tremely inefficient, therefore Bengio et al. (2003)
suggested using relatively low dimensional em-
beddings where each token is represented by vec-
tor of real values that are trained together with the
neural network.

Not only characters or words can be represented
as embeddings but also whole paragraphs or even
documents. Such embeddings could contain es-
sential information about the sentences and docu-
ments, such as genre, topic, writing style, special-
ized vocabulary, etc. And we want to use the soft
document representation for the NMT improve-
ment of in-domain translation.

This thesis proposal is structured as follows: in
Section 2 we introduce embeddings and explain
various approaches to embedding training as well
as examples of the usage of document embeddings
in NLP. In Section 3 we explain a method of do-
main adaptation in the NMT and also define what
is the domain for us. Our proposed approach of us-
ing document embeddings as a means of domain
adaptation is described in Section 4. We follow
by summarization of experiments that we have al-
ready conducted as well as some preliminary re-
sults of our method in Section 5. The future work
plan and a brief summary are outlined in the Sec-
tions 6 and 7.

2 Embeddings

Embeddings also known as vector representations
(Bengio et al., 2003) are the interface between the
world of discrete units of text and the continuous,
differentiable world of neural networks. Embed-
dings are used for units of different granularity,
from characters (Lee et al., 2016) through subword
units (Sennrich et al., 2016c; Wu et al., 2016) and
words up to sentences (Kiros et al., 2015), para-
graphs or even whole documents (Le and Mikolov,
2014).

Embeddings represent the respective text unit
as a vector in a highly dimensional space. They
are almost never provided manually but discov-
ered automatically in a neural network trained to
carry out a particular task.

Most commonly used embeddings are the word
embeddings [Pennington et al. 2014, Kocmi and
Bojar 2016]. The best known are those by

Mikolov et al. (2013) (word2vec), where the task
is to predict the word from its neighboring words
(CBOW) or the neighbors from the given word
(Skip-gram). After the training on a huge corpus
(usually billions of words), we extract for each
word its corresponding weights from the neural
network and consider them as the word embed-
ding.

Word representations can exhibit an interest-
ing correspondence between lexical relations and
arithmetic operations in the vector space. The
most famous example is the following:

v(king)− v(man) + v(woman) ≈ v(queen)

In other words, adding the vectors associated with
the words ‘king’ and ‘woman’ while subtracting
‘man’ should be equal to the vector associated
with the word ‘queen’. We can also say that
the difference vectors v(king) − v(queen) and
v(man) − v(woman) are almost identical and de-
scribe the gender relationship.

Following these successful techniques, re-
searchers have tried to extend the models to go
beyond word level to achieve phrase-level or
sentence-level representations (Le and Mikolov,
2014; Wieting et al., 2015; Kiros et al., 2015).

2.1 Document Embeddings

For the vector representation of documents, usual
non-neural ways are to use bag-of-words (BOW)
or term frequency-inverse document frequency
(TF-IDF) representations. Other widely adopted
methods are generative topic models, such as la-
tent semantic analysis (LSA) (Deerwester et al.,
1990) and latent dirichlet allocation (LDA) (Blei
et al., 2003). The former uses SVD to lower the di-
mensionality of TF-IDF matrix and the latter gen-
erates the mixture of topics based on the word as-
signed to clusters with the use of Gibbs sampling.

Previous methods are widely used in many real-
world application for tasks of document cluster-
ing or keyword search. Unfortunately, they are
not suitable to be used as document embeddings
within neural networks, mainly due to the vast di-
mensionality up to the size of vocabulary or dis-
crete representation of discovered features.

A simple low dimensional approach is to use a
weighted average of word embeddings of all the
words in the document. A more sophisticated ap-
proach is to combine the word vectors in an order
given by a parse tree of a sentence using vector



operations (Socher et al., 2013). Both approaches
have weaknesses. The former approach, weighted
averaging of word vectors, loses the word order in
the same way as the standard bag-of-words mod-
els do. The latter approach, which uses a parse tree
to combine word embeddings, has been shown to
work for only sentences and not larger text units,
due to its dependence on the sentence parsing.

A more robust approach is to utilize the neu-
ral network for the training of the document repre-
sentations. We can divide the neural approaches
into two separate groups: pretrained and special-
ized. The pretrained approaches are trained in iso-
lation from the task they will be used on, in our
case NMT. This allows them to be trained on huge
monolingual corpora without the need for task-
specific corpora. The specialized approaches are
trained jointly with the task (MT) from a randomly
initialized matrix.

2.1.1 Pretrained Embeddings
The former group of isolated approaches creates
generalized vector representations usually trained
on huge monolingual corpora. Inspired by the suc-
cess of word2vec, Le and Mikolov (2014) devel-
oped doc2vec, which produces a vector represen-
tation of documents as well as words by solving
a task of predicting words contained within the
given document. Zhu and Hu (2017) improved
doc2vec by focusing on the context of words in
the document and assigning weights to more im-
portant words.

Dai et al. (2015) further examined doc2vec and
found analogy features on Wikipedia articles sim-
ilar to the analysis done on word2vec:

V(Lady Gaga)− v(American)

+v(Japanese) ≈ V(Ayumi Hamasaki)

The formula can be interpreted as that the sub-
traction of the word embedding for ‘American’
from a vector representing the document about
‘Lady Gaga’ with an addition of the word embed-
ding for ‘Japanese’ generates a vector similar to
the document embedding of ‘Ayumi Hamasaki’,
the famous Japanese pop singer often dubbed the
”Empress of Pop”.

Kiros et al. (2015) laid down another interesting
approach where, instead of predicting words from
the document, they used a sentence as a token and
predicted whole sentences in a similar manner as
word2vec.

Wieting et al. (2015) utilized a paraphrase cor-
pus in order to help embeddings of similar sen-
tences to be close together in the vector space.
They showed the ability of embeddings to improve
general text similarity and entailment models.

The pretrained embeddings have been shown
to improve the performance in various tasks (e.g.
document similarity). Pretrained document em-
beddings can be used as another features for the
neural network solving final task. This is advan-
tageous because the NMT model does not grow
notably in size, but the disadvantage is the inabil-
ity to improve the document embeddings during
the training of the final model. To the best of our
knowledge pretrained document embeddings have
never been used in the NMT task.

2.1.2 Specialized Embeddings
In this section we describe document embeddings
defined as a part of a neural model solving a given
task (coreference, sentiment analysis, MT, etc.).
This approach has an advantage of being able to
learn specific features of a document especially
useful for a given task in contrast to general fea-
tures in pretrained embeddings. The disadvantage
is a substantial increase in the neural model size.

Lee et al. (2017) used a bidirectional LSTM
recurrent neural network to generate embeddings
of documents in order to extract coreference res-
olution. The authors showed state-of-the-art re-
sults. They noted as a disadvantage that the neural
model size increases with the length of the docu-
ment by O(length4). They solved it by pruning
long spans between words that are unlikely to be-
long to a coreference cluster. We believe that the
pruning also helped them to overcome the problem
with lengthy inputs, since as the LSTM network
processes the input word by word from the begin-
ning to the end (and backwards) it slowly forgets
the knowledge about the earlier seen inputs, there-
fore the middle of the document is the least repre-
sented.

The problem with forgetting earlier informa-
tion can be solved by separately encoding first the
sentences from words followed by encoding the
whole document from the sentence embeddings,
this approach is called hierarchical.

Tang et al. (2015) used a convolutional neural
network in order to encode sentences followed by
LSTM recurrent neural network generating docu-
ment embeddings. They used the document em-
bedding for the task of sentiment analysis. Yang



et al. (2016) have improved the hierarchical ap-
proach with the use of attention and the use of
GRU layers for both encoding sentences from
words and then documents from sentences. They
received a significant performance improvement
with this setup over other approaches in sentiment
analysis.

The common problem with specialized embed-
dings is the need to fit the model as well as the
whole document into the memory. This becomes
a serious problem when training embeddings of
long documents such as books. This can be one
of the main reasons why there is a lack of research
in field of neural document embeddings. We want
to note that the focus of this work is not to solve
the memory issue.

2.2 Uses of Document Embeddings

Vector representations of documents are useful for
various applications. For example by the nearest
neighbor search in the document vector space, we
can address several important tasks:

1. Search for similar documents to a sample
document. Useful for news stream personal-
ization and recommendation: Quadrana et al.
(2017); Wieting et al. (2015).

2. Automatic classification of documents,
which can be used for document catego-
rization (Djuric et al., 2015) or sentiment
analysis of user feedback (Pang et al., 2008;
Baroni et al., 2014).

3. Given a paragraph from a document, search
for documents containing similar text, like
in tasks of document retrieval and plagiarism
detection (Lau and Baldwin, 2016; Engels
et al., 2007).

4. Generate the most representative keywords
or summarization passages from the given
document. Useful for native advertising and
summarization (Habibi and Popescu-Belis,
2015; Cheng and Lapata, 2016).

All these tasks are essential for multiple online
applications. Document embeddings can also be
used as an additional source of knowledge about a
domain to improve other more difficult tasks.

Furthermore, there is yet a lack of research in
the document level NMT and with that the use of
document embeddings in the NMT. Garcia et al.

(2017) uses word embeddings in order to improve
document level consistency. We are unaware of
any other related work to the best of our knowl-
edge

3 Domain Adaptation

Domain adaptation is one of the key issues in Ma-
chine Translation. It generally encompasses ter-
minology, domain and style adaptation. It has
been successfully used in Statistical MT as well
as in NMT (Gao and Zhang, 2002; Hildebrand
et al., 2005; Luong and Manning, 2015). It is
well known that an optimized model on a specific
genre (news, speech, medical, literature...) obtains
higher accuracy results than a generic system.

The main idea of the approach is to specialize a
generic model already trained on generic data by
adapting it on a specialized in-domain data.

In a typical domain adaptation setup, we have
a large amount of out-of-domain bilingual train-
ing data for which we already have a trained neu-
ral network model. Given only a small additional
amount of in-domain data, the challenge is to im-
prove the translation performance in the new do-
main, which often leads to deteriorating the per-
formance in the general domain.

3.1 Definition of Domain in Machine
Translation

The definition of domain varies among the papers
and in general, it is considered any set of instances
from a dataset containing a common feature. In
this section, we define what can be considered as
a domain and what we want to pursue in our work.

In most of the papers concerning domain adap-
tation, the authors define the domain as the source
of the dataset, this domain is closely related to the
topic or genre of the documents (Hildebrand et al.,
2005; Chu et al., 2017; Servan et al., 2016). Exam-
ples of such domain are subtitles, literature, news,
medical reports, patents, IT and many more. All
of them vary in the used vocabulary, style of writ-
ing and content. We demonstrate this domain on a
following example:

Source EN: The trial ended in March.
News CS: Soudnı́ proces skončil v březnu.
Scientific CS: Studie byla ukončena v březnu.

Another feature is the formality or informal-
ity of a document. Which is closely related to
the honorifics in languages like Czech, German or



Japanese (Sennrich et al., 2016a). It is a way of
encoding the relative social status of speakers to
the readers and for many styles, like official doc-
uments, it is an important feature determining the
quality of the translation.

Further, we can distinguish documents based on
a sentiment. The sentiment tone of a text can
change with machine translation (Glorot et al.,
2011; Mohammad et al., 2016) mainly because of
language differences and ambiguity. Another is-
sue with the sentiment is that the same informa-
tion can be written in positive, neutral or negative
stance. For example:

Positive: The childhood is unforgettably playful.
Neutral: The childhood is the time to play.
Negative: The childhood is terrible without

games.

We can go even further and distinguish docu-
ments based on the writing style of the author or
expected style of a reader, as of formality of a
speech, specialized vocabulary or dialects. Simi-
larly to the sentiment, we can write the same infor-
mation in various writing styles, dialects or slangs
(Jeblee et al., 2014). For example:

Formal: My girlfriend is not enraged.
Casual: My darling isn’t angry.
Slang: Bae ain’t ticked off.

Lastly, we want to examine the structure of
a document and consider different problems that
arise in machine translation of poems, official let-
ters, and other structured texts.

All these aspects can be used to improve the
translation quality by trying to assure coherence
throughout a document with the use of context rep-
resented through document embeddings. In those
conditions we want document embeddings to rep-
resent a rough context of the whole text, which can
be called a domain.

In our planned work, we do not focus on hard
labeled domains but leave the neural model to
discover useful features for the improvement of
NMT performance by itself, in a continuous vector
space. This could be useful to improve the trans-
lation performance also on sentences from docu-
ments that cannot be categorized exactly, for ex-
ample news about the weather report or medical
article in a popular science magazine.

Since during the training our NMT system does
not have access to any hard-coded labels about

the domain, we want to use them to find out how
the document embeddings can represent domain
information. We examine it by document classi-
fication, where documents from similar domains
should have document embeddings close together
in the vector space.

3.2 Domain Adaptation Approaches

A typical approach to domain adaptation in MT is
to adapt a trained NMT system to a new domain
with further training mainly on the in-domain
data. Various methods of how to combine out-
of-domain and in-domain data have been pro-
posed (Luong and Manning, 2015; Freitag and Al-
Onaizan, 2016; Servan et al., 2016; Chen et al.,
2017). However, the adaptation process takes only
a small portion of the training and it can quickly
over-fit on the in-domain data as well as signif-
icantly lose performance on the general domain.
The first problem is usually connected with the
lack of in-domain data.

The lack of bilingual in-domain data can be
solved by semi-supervised training, where large
in-domain monolingual data of target language are
first translated with a machine translation engine
into the source language to generate parallel data,
this approach is called backtranslation. Despite
the lower quality of the translation, researchers
showed significant improvements of neural trans-
lation in a given domain [Sennrich et al. 2016b,
Sudarikov et al. 2017].

These approaches increase the performance on
the domain in the expense of translation quality
in the general domain. Researchers have tried
to overcome this issue by adding the information
about the domain to the neural network. This is
usually done by introducing tag such as 〈2domain〉
as starting symbol of the translated output (Sen-
nrich et al., 2016a; Kobus et al., 2016; Chu et al.,
2017). Although it slightly overcomes the prob-
lem with losing the performance on the general
data it does not reach such improvements as the
previous approaches. Another problem with this
approach is the sparsity of document tags, where
documents are labeled with hard-coded tags and
the neural network cannot discover any other fea-
tures of documents. For example finding out that
the document is a news article about a new re-
search discovery.



4 Proposed Approach

In this section we first describe how we want to
proceed with the use of document embeddings as
a means of domain adaptation.

Document embeddings can contain more infor-
mation about a domain than a single tag distin-
guishing a small number of domains. In our work
we want to investigate a question if document em-
beddings could improve translation quality in var-
ious domains without lowering the performance in
a general domain.

The straightforward approach is exchanging the
word embedding of the tag 〈2domain〉 with a doc-
ument embedding. It is the easiest way how to in-
sert additional information into the neural network
without changing the model architecture. How-
ever in the NMT models there could be a better
way of appending the embedding into the neural
network to better utilize the information. There are
many cases where to append or add document em-
beddings. We list several places in the Bahdanau
et al. (2014) architecture where domain informa-
tion could lead to NMT improvement:1

• Adding document embedding to the word
embedding of all input words in a simi-
lar manner as the positional embeddings are
added in convolutional MT (Gehring et al.,
2017). This could help the network to dis-
tinguish homonyms or polysemy in the early
stage of encoding.

• Appending it to the attention mechanism,
where it could improve the word alignment,
especially when translating sentences with
unusual wording like poems, European leg-
islation, etc.

• Appending document embeddings to each
state of either encoder, decoder or both. This
could help to improve the coreference or the
representation of source sentence.

In order to discover the best place to include the
document embeddings we propose following ex-
periment. We plan to run a baseline translation in
a general domain and after reaching the best score
we save the model and follow with standard do-
main adaptation on in-domain data until the model

1Due to the length restriction of the thesis proposal, we
are omitting the description of the architecture and details of
the document embeddings appending to the architecture.

reaches the new best score. Afterwards we com-
pare both models across all trained parameters and
try to identify places which have been adapted the
most, i.e. where the weights differ the most be-
tween models. We believe that this experiment
could pinpoint possible places where we could in-
clude document embeddings.

After determining where the document embed-
dings should be placed, we start to compare var-
ious document embedding architectures, as de-
scribed in Section 2.1 in order to determine which
lead to the best performance and if they behave
differently in various domain. The best technique
is not yet determined.

Based on our intuition we believe that various
places in the model and various document embed-
dings will lead to different behavior concerning
domain, writing style, sentiment etc.

5 Experiments Conducted So Far

In this section we describe experiments we have
concluded so far, starting from the creation of
training corpora, followed by experiments with
various embeddings, domain adaptation and back-
translation. At the end we present so far unpub-
lished results.

5.1 Document level corpus (Bojar et al.,
2016a)

In the machine translation the usual procedure is
to translate at the sentence level. This practice
influences the creation of corpora, where most of
the corpora are shuffled at the sentence level and
the document information is lost. Another cause
behind the sentence-level organization of corpora
is the legal reason, where authors cannot publish
data which could be reconstructed back into the
original documents due to the license restrictions.

We have built a Czech-English bilingual corpus
for machine translation CzEng 1.6 (Bojar et al.,
2016a). This corpus contains 62M parallel sen-
tences from various sources like subtitles, news,
European legislation, medical documents, litera-
ture, technical reports and many more. All sen-
tences are labeled with the source identification
and an ID that allows reconstructing document
parts of length up to 15 sentences.

This is the training corpus we use in our work.
The corpus also contains development data with
a distribution close to the training data. Further-
more we want to evaluate our experiments in vari-



ous domains and data distributions. Therefore we
have generated another two document level bilin-
gual development tests out of a News and Medical
WMT 2017 translation task datasets.2

The news development set contains 2999 sen-
tence pairs, which are contained within 116 doc-
uments. The medical domain contain 1511 sen-
tences from 50 documents. Both corpora are from
different sources than news and medical domain in
the CzEng.

5.2 Character-Level Embeddings (Kocmi
and Bojar, 2017b)

We have started our research with embeddings of
individual characters, through embeddings of sub-
words units to the embeddings of words, where we
have acquired useful knowledge about the embed-
dings space, which will help us with the document
embeddings.

In the case study (Kocmi and Bojar, 2017b) we
have proposed a neural network with a character
level embeddings and demonstrated state-of-the-
art results in a multilingual language identification
task, where the goal is to detect multiple languages
within one document. And on the monolingual
language identification we get close to the state-
of-the-art. We have showed that character level
embeddings are a viable option due to the small
size of the vocabulary, which is equal to number of
characters in contrast to tens or hundreds of thou-
sands words when using word embeddings.

5.3 Subword Units Embeddings (Kocmi and
Bojar, 2016)

Recently subword units gained popularity in most
of the neural network architectures (Sennrich
et al., 2016c; Wu et al., 2016), mainly because
the size of vocabulary is reasonable and in contrast
to the character level embeddings they hold some
information about the words. We have extended
the renowned word2vec embeddings with sub-
word units (Kocmi and Bojar, 2016) and showed
their ability to attain morphosyntactic features on
the same level as a word embeddings with the ad-
vantage that there are no out-of-vocabulary words,
since each word can be created from several sub-
word units.

2http://www.statmt.org/wmt17/

5.4 Word-Level Embeddings (Kocmi and
Bojar, 2017c)

We have concluded our work with word embed-
dings in the study Kocmi and Bojar (2017c) . We
have compared several pretrained word embed-
dings as well as various random initializations and
examined their influence on the performance of
four various NLP tasks and two deep neural net-
work architectures namely recurrent neural net-
works and convolutional neural networks. We
have showed, that pretrained embeddings can help
the neural network in a faster convergence to the
best performance. On the other hand, without a
further training the fixed pretrained embeddings
never reach same performance as randomly ini-
tialized ones. This result could imply why pre-
trained document embeddings could fail and we
would need to focus our further research on docu-
ment embeddings trained with the NMT model.

5.5 Domain Adaptation (Bojar et al., 2016b;
Kocmi et al., 2017)

We have examined domain adaptation in the work
(Bojar et al., 2016b) and marginally in the (Kocmi
et al., 2017). We have showed that domain adapta-
tion quickly overfits to the new domain and loses
the performance on the general domain. The issue
of quick overfitting is a known problem of the neu-
ral networks. Our conclusion is that no more than
one or two epochs over all in-domain data should
be performed.

5.6 In-domain Backtranslation (Sudarikov
et al., 2017)

As mentioned in Section 3, the size of in-domain
data is crucial and usually there is only a small
in-domain corpus. In the work (Sudarikov et al.,
2017), we have extended the size of the training
corpus by in-domain monolingual data with ma-
chine backtranslation and got a significant perfor-
mance improvement.

5.7 Curriculum Learning (Kocmi and Bojar,
2017a; Bojar et al., 2017)

Closely related to the domain adaptation is cur-
riculum learning. This is based on the concept
that when humans are learning, they start with
easier tasks from some close domain and gradu-
ally, as they gain experience and abstraction, they
are able to learn to handle more and more com-
plex situations. It has been shown by Bengio



et al. (2009) that even neural networks can im-
prove their performance when they are presented
with the easier examples first. We have followed
on this research in the works (Kocmi and Bo-
jar, 2017a; Bojar et al., 2017). We have exam-
ined various linguistically-motivated domains and
concluded that an improvement of up to 1 BLEU
could be acquired with this method.

5.8 Unpublished Results
In this section we summarize our experiments
with document embeddings on the task of machine
translation. We have started with document em-
beddings only recently and it must be noted that at
this stage, the results are preliminary, and exper-
iments have been conducted only for some intu-
itively selected options.

We use Neural Monkey (Helcl and Libovický,
2017), an open-source neural machine translation
and general sequence-to-sequence learning system
built using the TensorFlow machine learning li-
brary. The neural architecture for the machine
translation is based on the Bahdanau et al. (2014)
paper, where we set the hyperparameters as fol-
lows:

The encoder uses word embeddings of size 400,
with maximal length of 50 tokens. The hidden
bidirectional GRU recurrent layer have size 600.
The decoder has analogical settings only differing
in the use of conditional GRU cells. As an opti-
mization algorithm we are using Adam with learn-
ing rate 10−4 (Kingma and Ba, 2014). During
evaluation we are using the beam search (Graves,
2012) with a beam size of 20 and length normal-
ization 0.6.

We are preprocessing data to use byte-pair-
encoding (Sennrich et al., 2016c) to overcome a
problem with OOV words. We use 30 000 merges.

As the training, development and test set we use
CzEng 1.6 as described in Section 5.1.

The following variants are compared with the
baseline:

• Using a new starting token 〈2domain〉 instead
of the standard 〈s〉 token in baseline. An ap-
proach described in Section 3.2.

• Replacing starting token word embedding
with document embedding. We compare both
pretrained and specialized embeddings.

We experiment with two document embeddings
from both pretrained and specialized category. As

the pretrained ones we have selected doc2vec (Le
and Mikolov, 2014) with embedding size 400. For
the specialized embeddings we use a plain convo-
lutional neural network with three layers of con-
volutions and ReLU nonlinearities. The number
of features is 400, convolutional kernel width is
5 and the stride is 1. Both embeddings lead into
vectors of the same size, namely 400. This allows
us to exchange the word embedding of the starting
symbol with the document embedding.

Table 5.8 shows improvements over a baseline
with the use of document embeddings. The results
are measured on the validation set of CzEng 1.6,
which matches the distribution of the training set,
and the news testset, which shows a drop in the
performance on the validation set due to the dif-
ferent domain of the data.

It is notable from the results, that both types of
embeddings lead to the improvement of the score.
On the other hand we do not see any significant
improvement with the use of the domain tag. We
plan to make more thorough experiments of im-
provement seen with the doc2vec and send the re-
sults to the NAACL conference.

We showed only two possible ways how to com-
bine document embeddings with the NMT. We
want to begin our future work with exploring var-
ious combinations as described in Section 4.

6 Future Work Plan

In this section, we summarize our planned future
work on document embeddings as a means of do-
main adaptation. We plan to solve them in the fol-
lowing order:

1. Run the experiment defined in Section 4 to
figure out the best place where to include
document embeddings into the neural net-
work.

2. Compare various document embeddings as
described in Section 2.1 and select the best
approach. Focus on comparing pretrained
embeddings with embeddings trained with
the model because we hope to get similar re-
sults as with the word embeddings (Kocmi
and Bojar, 2017a).

3. Prepare various development sets covering
all types of domains as defined in Section 3.1.
We are especially interested in the creation
of a dataset with sentiment and writing style



Setup Score (validation set) Score (testset)
Baseline 38.59 20.14
Token 〈2domain〉 38.45 20.37
Starting embedding with doc2vec 40.73* -
Starting embedding with CNN 38.59 20.55*

Table 1: Result comparing various modifications of NMT system with the document embeddings. We
forget to precompute the doc2vec of the testset and therefore the improvement over validation data should
be taken with caution.
* The results are significantly better over the baseline, tested with bootstrapping method with 1000
resamples and alpha level of 0.05

variation, since we already have a develop-
ment set based on topics of documents.

4. Use the development set from previous point
to compare which domains can benefit from
document embeddings. We examine docu-
ment embeddings on the task of document
classification, where embeddings of docu-
ments from similar domain should already be
closer to each other.

5. Compare our approach with the classical do-
main adaptation. We are most interested to
learn if our approach can maintain its per-
formance in the general domain and reach
the same performance as different models
adapted to various domains.

7 Summary

Document-level machine translation is a complex
open problem that can have a significant impact on
the quality of translation.

In this thesis proposal we have presented an
overview over document embeddings and domain
adaptation techniques used in neural NLP. We pro-
pose a novel usage of document embeddings as a
means of domain adaptation.

The main expected contribution of this work is
a thorough examination of various document em-
beddings and their effect on the learning process of
neural networks. Furthermore the creation of cor-
pora for various domains in machine translation
will be an invaluable resource for further research.
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