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Abstract

In this work, we will explore different ap-
proaches used in Cross-Lingual Information
Retrieval (CLIR) systems. Mainly, CLIR
systems which use statistical machine trans-
lation (SMT) systems to translate queries
into collection language. This will include
using SMT systems as a black box or as a
white box, also the SMT systems that are
tuned towards better CLIR performance. Af-
ter that, we will present our approach to
rerank the alternative translations using ma-
chine learning regression model. This in-
cludes also introducing our set of features
which we used to train the model. After that,
we adapt this reranker for new languages.
We also present our query expansion ap-
proach using word-embeddings model that
is trained on medical data. Finally we rein-
vestigate translating the document collection
into query language, then we present our fu-
ture work.

1 Introduction

The term information retrieval (IR) refers to the op-
erations that an IR engine does to get information
from a large collection of documents as a response
to a given query. When users ask an IR engine for in-
formation needs, they express their needs as a query.
This query could be a direct question, sequence of
words (form a correct sentence or not) or could be an
expression using logical operators. Figure 1 shows
the general structure of an IR engine.

Figure 1: IR engine structure

2 Cross Language Information Retrieval

The significant increasing of non-English digital
content on the World Wide Web has been fol-
lowed by an increase in looking for this information
by internet users. Grefenstette and Nioche [2000]
presented an estimation of language size in 1996,
late 1999 and early 2000 for documents captured
from the internet. Their study showed that the En-
glish content has grown 800%, German 1500%, and
Spanish 1800% in the same period. Further more,
users started to look for information needs repre-
sented in documents which are not available in their
native languages. The system that searches for infor-
mation in a language different from the one of user is
called Cross-Lingual Information Retrieval (CLIR)
system. It enables users to write queries (informa-
tion need) represented in a language (lang. A), and
returns results from a document collection written in
a different language (lang. B). The first CLIR sys-
tem, which supported multi-lingual search, was the
international road research documentation that used
aligned terms between keywords in English, French
and German 1. In this proposal, we will study the
development of CLIR systems. This include review
of the related work and the challenges of the task.

1http://www.oecd.org



Then, we will present our experiments and findings
in designing our state-of-art CLIR system. Finally,
we will present our future work to improve our cur-
rent CLIR system.

3 Related work

In CLIR, documents and queries are written in two
different languages. To conduct a term-matching
based retrieval, they should be represented in one
language; therefore, either the queries should be
translated into collection language or the collection
should be translated into the query language.

3.1 Translate queries or documents?

Different studies and experiments have been con-
ducted to answer this question. Oard [1998] inves-
tigated the performance of the CLIR when translat-
ing documents, queries, or both. For this, they used
Logos translation system 2 in order to translate be-
tween German and English languages. As for col-
lection and test queries, they used TREC-6 CLIR
SDA/NZZ which contains about 251, 840 German
documents and 22 English queries, and relevance
judgments for these queries. They compared two
systems: The first system translates English queries
into German (the collection language), and the sec-
ond system translates the documents from German
into English (query language). The study showed
that translating the documents into query language
outperformed translating the queries. This can be
explained because the documents are longer than
the queries, leading to more contextual and linguis-
tic information; which are usually necessary to re-
duce the ambiguity that happens when one term in
a source language has more than one translation in
a target language. Reducing the ambiguity gives
better machine translation performance and this in
turn leads to better retrieval performance. What also
confirmed this explanation, that the longer queries
outperformed the short ones. McCarley [1999], for
instance, exploited query-translation and document-
translation systems in parallel and combined their
outputs by averaging document scores obtained by
both. Fujii and Ishikawa [2000] employed two-
step method where the query-translation approach
was used to retrieve a limited number of documents

2http://logos-os.dfki.de/

which were then translated into the query language
and reranked according to relevance to the original
query.

Nonetheless, comparing the performance of dif-
ferent machine translation systems could affect the
results of the retrieval and as a result affects our
judgment on which approach is better. To avoid this,
McCarley [1999] built two translation systems (En-
glish to French and French to English) that are simi-
lar in performance as much as possible by training
them using the same training parallel data. Then
they built three systems: 1) A system that trans-
lates only queries. 2) A system that translates only
documents. 3) A system that calculates the mean
average of the document scores from both previ-
ous systems - they called this system hybrid system.
Their experiments on TREC-6 and TREC-7 CLIR
tracks data showed that the hybrid system outper-
formed the other two systems. Later in this paper,
we will focus on CLIR systems which are based on
the use of machine translation systems to translate
the queries into collection language. Also we will
describe how we employ word-embeddings in ex-
panding user queries and also, we will investigate
the document translation approach.

3.2 Dictionary-based CLIR systems

In this approach, bilingual or multilingual dictionar-
ies are used to translate each word of a given query
written in the source language into a word in the
target language. Pirkola et al. [2001] spotted the
main disadvantages behind dictionary-based CLIR
systems which are:

• Untranslatable words due to out-of-vocabulary
(OOV) problem.

• Processing inflected words.

• Identify phrases and collocations to be trans-
lated correctly.

• Lexical ambiguity in source and target lan-
guages.

Dictionary-based approach can be supported by
information that is extracted from the collection,
Bosca et al. [2014] used multilingual semantic and



domain-based information from the collection dur-
ing the indexing in order to map query fragments
into concepts.

Gao et al. [2001] used an approach that enhanced
the query translation by identifying the phrases us-
ing statistical model, then translating the phrases
using set of phrase translation patterns and prob-
abilities of the translated phrases using target lan-
guage model, then translating the remained words as
words. Such an approach led to some improvements
of CLIR performance.

3.3 Corpus-based CLIR system

This approach of CLIR systems uses aligned corpus
as a resource. Where the documents in the collection
written in different languages are aligned together,
and user queries are translated based on terms from
this parallel collection. Talvensaari [2008] showed
in their work that the main three factors which affect
the performance of corpus-based CLIR systems are:

• Topical nearness between the corpus and the
translated queries.

• Quality of the alignment of two documents
written in different languages.

• Size of the corpus, where the more aligned doc-
uments we have, the more reliable translation
knowledge is.

The author also showed that topical nearness is the
most important factor among them. However, since
the documents should be available in all supported
languages, we are keeping this approach out of our
research scope.

3.4 SMT system as a black box

Translating the queries using statistical machine
translation (SMT) system has shown recently po-
tential improvement against other methods in CLIR.
Beside the state-of-art that has been shown when us-
ing MT systems, there are many MT systems avail-
able for free, these two points make the develop-
ment of CLIR systems using SMT much easier and
promising.

Usually in CLIR , an SMT system is considered to
be a black box and separated system from the CLIR.

It takes a sentence that is written in a source lan-
guage (query) as input, then it returns the best trans-
lation in a target language (the language of the docu-
ment collection) for that sentence. Finally, this best
translation is used for the retrieval. Hull and Grefen-
stette [1996] studied the main challenges of building
a CLIR system. They found that the main sources of
noise and errors in CLIR systems are the translation
ambiguity and the missing terminology in the tar-
get language when translating the queries into col-
lection language. Also they compared the monolin-
gual queries that were provided in English and the
automatically translated ones, and they found that
there is big difference in quality between them. This
confirms the claims that further investigation should
be put to improve the translation quality and disam-
biguating the translated query terms. Users usually
use only 2 terms in average to formulate query and
48.4% of users formulate only one query for each
search session [Spink et al., 2001]. This leads to two
problems: 1) Translating short sentences (Queries)
is difficult for SMT systems because queries usually
are not completely grammatically written by users.
2) Queries expressed with 2 terms are insufficient to
describe user’s information needs even if the trans-
lation part goes well.

Improving the quality of MT systems for bet-
ter CLIR performance might sound feasible. How-
ever, the correlation between MT system quality and
the performance of CLIR system has been studied
before. Pecina et al. [2014] investigated the ef-
fect of adapting MT system to improve CLIR sys-
tem. The system was tested on CLEF eHealth 2013
data set and it supported Czech-English, German-
English and French-English pairs. Even the MT sys-
tems improved by average of 55% and significantly
outperformed the well known public MT systems
like Google Translate 3 and Bing Translator 4, but
for the CLIR systems only French-English outper-
formed the baseline system. This means that im-
proving translation quality does not guarantee to im-
prove the performance of CLIR system.

Fujii et al. [2009] investigated the correlation be-
tween the translation quality and the retrieval quality
in the cross-lingual question answering task, which

3http://translate.google.com
4https://www.bing.com/translator/



is comparable to the CLIR task. They created search
topics from the patent applications that were re-
jected (because they were available in digital form).
For relevance information, the citations, which were
used for rejection reason, were considered to be rel-
evant documents (patents). Then these search topics
were translated by humans into English. Each par-
ticipant was required to translate the topics into En-
glish using their own MT system. BLEU was used to
evaluate the translations, and MAP was used to eval-
uate the retrieval (MAP and BLEU are explained in
Section 4.2). The system that got the highest hu-
man evaluation in terms of translation quality, got
the lowest MAP value in terms of retrieval quality.
This means that the best translation quality in human
perspective does not necessary lead to best retrieval
quality.

The domain of the collection that CLIR uses
for retrieval and the domain of the data that was
used to train MT system should be similar as much
as possible for better results. Anyway, we con-
ducted experiments to investigate this hypothesis.
Results show that general domain SMT systems like
Google Translate and Bing Translator outperformed
specific-domain MT system like Khresmoi5 when
using these MT systems for CLIR in the medical
domain, more details will be showed later in this
proposal. Also the overview of CLEF 2009 [Ferro
and Peters, 2010], showed that using Google Trans-
late to translate queries improved the CLIR results
from 55% of monolingual baseline in 2008 to more
than 90% in 2009 for French and German languages.
However, using a generic MT system for CLIR has
several drawbacks:

1) The system is not aware of the fact that the in-
put is not a complete grammatical sentence but at-
tempts to translate it as such.

2) The MT system (usually statistical) is often
able to produce much richer output, including mul-
tiple translation hypotheses, provided with various
scores from the decoding process, which is ignored.

3) The MT system produces translations in the
traditional human-readable form although this is not
necessary for the retrieval. If MT is more tightly in-
tegrated with IR it can construct the output as a more
complex structure (e.g., with translation alternatives

5http://khresmoi.eu/

or stemmed words).
In order to improve the translated queries, dif-

ferent approaches tried to expand or lexically pro-
cess the query after translating it into target lan-
guage. Choi and Choi [2014], who placed first in
the multilingual CLEF eHealth 2014 Task 3 [Goeu-
riot et al., 2014], translated the queries into English
(from Czech, French and German) using Google
Translate. Then they annotated each query with
medical concepts using MetaMap [Aronson, 2001],
after that, the top scored concepts are added to the
original query after removing those terms which do
not appear in the discharge summary of that query.
Finally, they weighted the original query with 0.9
and the expansion query is weighted 0.1. Weight-
ing queries was done using Indri query language
[Strohman et al., 2005]. Their baseline system used
the translated queries only, while the system that
uses the expanded queries as mentioned above out-
performed the baseline system by 18% for Czech,
4% for German and 4% for French language.

A similar approach was used by Liu and Nie
[2015] in the monolingual task of CLEF eHealth
2015 [Goeuriot et al., 2015], who expanded the
queries not only through the UMLS concepts but
also by terms extracted from Wikipedia articles. The
main motivation by using Wikipedia was that the
layperson poses the medical query usually using or-
dinary terms (without using medical terms). This
makes it difficult for MetaMap to find relevant con-
cepts, also MetaMap, according to the authors, cov-
ers 213, 844 out of 3 million concepts, so using
Wikipedia might help to increase the coverage of the
medical concepts. Authors claim that Wikipedia text
is similar to the way that users pose queries (more
generic), while the titles of Wikipedia articles con-
tain medical terms. They used only the abstracts of
the articles since they contain less noise. However,
using only Wikipedia to expand the queries did not
help. Only a system combined Wikipedia approach
with MetaMap improved the baseline system (Orig-
inal queries).

3.5 Looking inside the box of MT systems

MT systems and CLIR systems look at the quality
of a sentence in totally different perspectives. MT
systems are tuned to produce the best translation in
the perspective of humans, where during the evalua-



tion, human annotators are asked to choose the best
translation which is the most syntactically and se-
mantically correct [Bojar et al., 2013]. However, the
best translation from MT point of view is not nec-
essary to be the best one from CLIR’s one. Sokolov
et al. [2014] presented an approach based on directly
optimising an SMT decoder to immediately output
the best translation for CLIR rather than output n-
best-list hypotheses then rerank them. Optimising
process was done by tuning the SMT model weights
towards the retrieval objective. They tuned the SMT
by using decomposable proxy inside it, which es-
timates the quality of the retrieval. Such approach
enables the decoder to score the hypotheses con-
sidering the optimal weights for retrieval objective.
Magdy and Jones [2011] modified an MT system to
preprocess the queries before translating them. The
preprocessing includes case folding, stemming and
stopword removal. Their results showed that when
translating the preprocessed queries are not statis-
tically different when translating the queries with-
out preprocessing but it showed that MT systems
can translate the preprocessed queries up to five
times faster than the ordinary MT system. Hieber
and Riezler [2015] integrated the step of scoring the
retrieved documents into query translation process.
They employed a joint model of translation and re-
trieval which used a decoder based on IR features to
score the documents. IR features force the SMT de-
coder to prefer relevant documents with high proba-
bility, which allows the use of SMT decoder directly
in the retrieval. Their approach significantly outper-
formed a baseline system that follows direct trans-
lation. Also they confirmed the importance of using
language model feature to select better translation.

3.6 Reranking SMT translations

Recently, researchers started to investigate alterna-
tive translations reranking approach to build a CLIR
system. Reranking is implemented by taking the al-
ternative translations that are produced by an SMT
system, rerank them and take the translation that
gives the best performance for CLIR in descending
way. Different approaches have been presented to
estimate the quality of a translation from retrieval’s
point of view. Tuning the SMT system to produce
the best translation needs an access to its internal
components, which is not always possible. There-

fore; reranking approaches are proposed to use an
existing SMT system that produces n-best-list and
then rerank this list of alternative translations. Dar-
wish and Oard [2003] investigated the effect of us-
age and selection of alternative translations for a
given term to be used in the retrieval. Their ex-
periments showed that combining all of alternative
translations for a given term and using them for re-
trieval outperformed the selection of one best trans-
lation. Also they claimed that the use of manual
disambiguation to select the best translation can not
help us to get significant improvement. Finally,
they presented new approach to better use all pos-
sible translations. This was done by creating struc-
tured queries that use boolean operators to com-
bine alternative translations. Also they found that
Boolean structured queries outperformed unstruc-
tured queries that simply concatenate all the possible
translations.

The limitation of using the best translations from
MT systems leads us to the conclusion that using
the translation probabilities to select the best term
for CLIR is not enough as an evidence. This was the
motivation of the study by Xu et al. [2001]. They
presented probabilistic CLIR model that uses statis-
tics from a corpus whose language is similar to the
query’s one. Corpus statistics helps to indicate the
importance of the query terms (motivated by TF.IDF
model). Their probabilistic model combines bilin-
gual word lists and parallel corpora together in a
way outperformed using only one of them. This
is done by linearly combining translation probabil-
ities with these two sources using equal weights.
This approach was tested on TREC5C, TREC9X
and TREC5S and reported to achieve 90% of the
monolingual system in Chinese documents and 85%
in Spanish ones. Levow et al. [2005] designed CLIR
system in which the queries were provided in En-
glish and the collection was in French and Mandarin
Chinese. For testing, they used CLEF 2000 French
documents, TREC-2002 CLIR Arabic test collec-
tion, TREC-5 Chinese documents and CLEF 2000
German subset. They presented three approaches to
use query alternative translations in retrieval:

1) Combining the alternative translations with
their original weights, they called this approach un-
balanced translation.

2) Balanced translation: Each query term transla-



tion is mapped to a weight that is based on scores
calculated from the documents. To weight a query
term, they use the term frequencies in retrieved doc-
uments and document frequencies.

3) Structured query translation: The translations
of query terms which occur in the documents are as-
signed weights based on term frequency and docu-
ment frequency. Structured query approach signif-
icantly outperformed the other two methods in all
languages.

The morphological analysis turned to help solv-
ing the ambiguity that happens in the translation
step. Levow et al. [2005] presented the effect of
morphological processing for different languages on
the translation process and the retrieval quality at the
end. For Arabic, they applied stemming using light
stemmer and morphological analyzer. For German,
they processed compounded words. As it is known,
German uses compounded words by concatenating
terms together in one word without using white
spaces. E.g Berlin Kenner means a person who
knows Berlin. It is written in one word Berlinken-
ner. This is considered to be a challenge for transla-
tion, so Levow et al. [2005] used dictionary-based
greedy approach to decompound the compounded
terms before translation. Also they applied word
segmentation algorithm for Chinese and simple rule-
based stemming for French.

Ture et al. [2012] were among the firsts who ex-
ploited multiple query translations provided by SMT
(often called n-best-list). They improved the previ-
ous work on probabilistic structured queries [Dar-
wish and Oard, 2003], where query terms were rep-
resented by a probability distribution over its trans-
lations, by estimating the term translation probabili-
ties from the n-best-lists.

Nikoulina et al. [2012] developed a model to
rerank the k-best translations which are provided by
an SMT system for German and French languages.

The first method they presented addressed trans-
lation quality and the second one addressed re-
trieval quality. For their machine learning algorithm,
they employed Margin Infused Relaxed Algorithm
(MIRA), an online learning algorithm for multi-
class categorisation problem [Crammer and Singer,
2003], and for training they used queries that are
provided by CLEF tracks. They used features based
on dependency structure of the translated query and

the original one, also they used features based on
Part Of Speech Tags between the query and the al-
ternative translations. For each query translation
hypothesis, first, a list of features is generated and
then the model weights are trained towards MAP, so
the model is expected to predict the hypothesis that
gives the best retrieval quality. The model improved
the CLIR performance between 1% and 2.5% on the
CLEF AdHocTEL 2009 task (French to German)
[Macdonald et al., 2006]. Also they showed that
simply concatenating 5-best-list hypotheses from
the SMT output ,as a special way of query expan-
sion, improved the baseline as well.

The work presented by Ture and Boschee [2014]
converted the problem of reranking into classifica-
tion problem. They built a set of binary classi-
fiers to produce query-specific weights of various
different features to select optimal translations from
the n-best-lists. In order to train their system they
used surface features, parsing-based features, fea-
tures consist of statistics of query and its transla-
tion and collection based features. They showed that
using full combination of evidences for each query
outperformed partial combination, and as a result,
outperformed the baseline system.

However, all of the above mentioned approaches
are based on machine learning approaches, which
require large data for training. To overcome the
challenge of data unavailability in CLIR, Schamoni
and Riezler [2015] extracted relevance information
from links between the Wikipedia articles that are
written in different languages and the citations of the
patents. From Wikipedia they used for training 4.1M
of English and German parallel sentences that were
provided by WMT 6 and 1.8M sentences from the
NTCIR-7 JP-EN PatentMT sub-task. They showed
that combining systems that are very dissimilar out-
performed combining systems that give best perfor-
mance by more than 10 points of MAP and NDCG.

3.7 CLIR tracks
Cross Languages Evaluation Forum (CLEF) is con-
sidered to be one of very first campaign in the field
of CLIR, it started in 1990s. One of its initiative is
CLEF eHealth tracks which has started for the first
time in 2013. It aims to improve the retrieval that is

6http://statmt.org/wmt11/
translation-task.html



conducted by users on the medical domain who are
searching for topics related to health issues. In 2014,
the task introduced a CLIR sub-task in which par-
ticipants were given translated queries together with
the monolingual English queries. More details about
the collection, queries and evaluation process in this
task will be provided later in Section 4.1. We par-
ticipated in the eHealth IR task including its mono-
lingual and cross-lingual subtasks in 2014, 2015 and
2016.

While Text REtrieval Conference (TREC) tracks 7

were started in 1994, it includes multiple tracks for
different purpose (creating test collections, evalua-
tion tools, etc.), and mainly focuses on information
retrieval researches. TREC also organised cross-
lingual tracks appeared in TREC6, TREC7, TREC8
and TREC9 which was the last one in 2002.

3.8 Word Embeddings approaches

Latent Semantic Analysis (LSA) is considered to
be the first approach that discovers the relations be-
tween words in a semantic space. The main hypoth-
esis that LSA depends on is that similar words ap-
pear in the same parts of text (paragraph). To re-
duce the dimensions of the text, LSA uses singular
value decomposition (SVD). SVD is based on con-
verting matrix (eventually two dimensions) into a
product of three different matrices. For example, in
the case of information retrieval, we can build a ma-
trix that contains documents as columns and terms
as rows, and each cell in the matrix could tell if
the term exists in that document or not. The de-
composition of this matrix using SVD will give us
a matrix contains concepts, a matrix represents the
strength of these concepts and a matrix represents
terms as concepts (moving into semantic space).
The first challenge that will come to mind is loading
the entire collection into memory will be impossi-
ble for a big corpus. This issue was solved by the
work of Řehůřek and Sojka [2010]. They presented
a novel framework (gensim) that topically models
the documents using wide set of algorithms includ-
ing LSA and LDA algorithms. A state-of-art ap-
proach was presented by Mikolov et al. [2013]. They
presented two models: Continuous Bag-of-Words
Model (CBOW) and Continuous Skip-gram model.

7http://trec.nist.gov

CBOW predicts words given a context. The range
of the context is called windows size (c). While
Skip-gram model predicts a context of size (c) for
a given word. After representing words as vectors,
the model is evaluated using algebraic operations to
answer both semantic and syntactic questions. Skip-
gram outperformed CBOW model on the semantic
questions set but CBOW outperformed it on the syn-
tactic set. These two algorithms and a vector repre-
sentations of words from the training croups is pre-
sented as a neural-network based open source tool
called word2vec.

Roy et al. [2016] presented a method that repre-
sents both documents and queries as a set of word
vectors. After that, the similarities between a given
query and documents can be calculated using any
well-know similarity function like cosine similar-
ity. The vector-based similarity is then combined
with text-based similarity to rank the documents
for a given query. For their experiments, the used
TREC6, TREC7, TREC8 and TREC Robust dataset,
and Lucene for indexing and retrieving from the col-
lection. Their experiments showed that the hybrid
model outperformed the text-based LM model on
Robust and TREC-8 collection when using K=100
clusters.However, the experiments also showed that
when using one cluster (single-point representation)
for representing the documents, results were simi-
lar to the text-based model. This might be occurred
because using 100 clusters to represent the collec-
tion is very small. Kuzi et al. [2016] used word-
embeddings to expand the query with terms from the
collection. First, they trained word2vec on the entire
collection (WSJ, AP, Robust, WT10G and GOV2)
which contains about 28 millions documents. A can-
didate term is scored using its semantic similarity
with a given query by calculating cosine similarity
between that term and the query centroid. Results
showed that the expanded query outperformed the
original query in terms of MAP and P@5. However,
word2vec does not have to be trained on the same
collection that we use for the retrieval as was shown
by the work of Zamani and Croft [2016]. In which
they trained the model on a collection that is differ-
ent from the IR collection. Then they used the model
to expand the queries with candidates terms that are
chosen by the model. Their method showed to be an
effective method for query expansion.



Kim et al. [2016] used word-embeddings to cal-
culate the similarity between documents and a given
query. First, they used inverse document frequency
to weight query terms. Then query terms were
mapped to the most similar terms in a document
based on word-embeddings. Finally For document
scoring, they used cosine similarity between query
terms and document terms. They trained word2vec
model on 25 millions articles from PubMed using
their titles and abstracts and made the model avail-
able online 8.

4 System description

In this section we will describe our set of experi-
ments that we have done so far. Our experiments
are conducted on the CLEF eHealth IR tasks data
and queries set. First, we use the monolingual En-
glish queries to design state-of-art monolingual re-
trieval system. Then we investigate the retrieval per-
formance on the concept level by annotating the col-
lection and queries with concepts. Then we present
our CLIR system that uses regression model to se-
lect the best translation to be used for the retrieval
and how we adapt the model for new languages. Fi-
nally, we present our plan for the future work.

4.1 Data
We use in our experiments data taken from CLEF
2015 eHealth Task 2: User-Centred Health Informa-
tion Retrieval [Goeuriot et al., 2015], the document
collection is given by the Khresmoi project9. It con-
tains web pages (HTML documents) automatically
crawled from medical-domain websites. The collec-
tion consists of 1,096,879 documents containing the
total of 1,111,711,884 tokens (after filtering). The
average length of a document is 6,316 tokens.

4.1.1 Document processing
The documents in the collection are provided as

raw web pages including all the HTML markup and
eventually also CSS style definitions and Javascript
code which should be removed before indexing. The
collection in CLEF eHealth 2014 IR task was iden-
tical to the collection in the year of 2015. In 2014
during our participation in that task, we employed

8https://www.ncbi.nlm.nih.gov/
CBBresearch/Wilbur/IRET/DATASET/

9http://khresmoi.eu/

three data cleaning methods and evaluated their ef-
fect on the retrieval quality measured on the training
queries.

First, we simply removed all markup, style defi-
nitions, and script code by the Perl module HTML-
Strip10 (but keep meta keywords and meta descrip-
tion tags). This reduces the total size of the collec-
tion from 41,628 MB to 6,821 MB, which is about
16% of the original size. The average document
length is 911 tokens (words and punctuation marks).
Although the size reduction is very substantial, the
resulting documents still contained a lot of noise
(such as web page menus, navigation bars, various
headers and footers), which is likely not to be rel-
evant to the main content of the page. This noise
is often called boilerplate. We used two methods to
remove it: Boilerpipe [Kohlschütter et al., 2010] re-
duced the total number of tokens in the collection
by additional 58% (the average document length is
383 tokens) and JusText [Pomikalek, 2001] by 55%
(the average document length is 409 tokens). Sur-
prisingly, the most effective method is the simple
HTML-Strip tool. The two other methods are prob-
ably too aggressive and remove some relevant ma-
terial important for IR. In all the following experi-
ments, the collection is cleaned by HTML-Strip.

4.1.2 Queries
In the rest of experiments, we use multilingual

queries from CLEF 2013–2015 eHealth informa-
tion retrieval tasks. The English queries were con-
structed by medical professionals. Then, the queries
were translated into Czech, French and German by
native speaking medical professionals in these lan-
guages. Table 1 shows statistics about the query
set. Queries from the years of 2013 and 2014 were
generated from discharge summaries which include
medical specifications for the patient cases involv-
ing diagnostic procedures and the treatment results.
Thus, queries in these years are more likely to in-
clude medical terms written by medical experts. On
the other hand, queries in 2015 were created in dif-
ferent way, non-medical expert people created the
queries by describing their symptoms using non-
medical terms, e.g. to describe the jaundice, laypeo-
ple might use words like white part of eye turned

10http://search.cpan.org/dist/HTML-Strip/
Strip.pm



query set size #rel #¬rel
2013 ShARE/CLEF eHealth, Task 3 50 4.0 23.0 70.5
2014 ShARE/CLEF eHealth, Task 3 50 4.2 64.2 71.9
2015 CLEF eHealth, Task 2 66 4.5 35.4 145.1

Table 1: Query sets statistics: size, average length, number of relevant and irrelevant docs per query

query id title
2013.02 Facial cuts and scar tissue
2013.41 right macular hemorrhage
2013.30 metabolic acidosis
2014.04 Anoxic brain injury
2014.21 renal failure
2014.17 chronic duodenal ulcer
2015.08 cloudy cornea and vision problem
2015.59 heavy and squeaky breath
2015.48 cannot stop moving my eyes medical condition

Table 2: CLEF 2013–2015 eHealth query samples
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Figure 2: Tuning µ parameter

green. In order to prevent our system from biasing
to one type of queries, we create two sets of queries,
one for training and one for testing, which include
queries from all years. First we created pool con-
tains all queries, then we randomly split the queries
set into 100 queries for training and 66 queries for
testing.

Table 2 shows samples of queries from CLEF
2013, 2014 and 2015 eHealth tasks. More infor-
mation about the collection and the queries can be
found in Goeuriot et al. [2015], Goeuriot et al.
[2014] and Suominen et al. [2013].

4.2 Retrieval system

We use Terrier, an open source information retrieval
system that was developed by Ounis et al. [2006],
to index the collection and to conduct the retrieval.
Based on different experiments in which we com-
pare different models and parameters, we decide to
use Terrier’s implementation of Bayesian smoothing
with Dirichlet prior weighting retrieval model (we
will refer to it by Dirichlet). This retrieval model is
based on language modeling approach. The docu-
ments are scored by calculating the product of each
term’s probability in the query using the language
model for that document. Term probabilities in a
document are estimated by maximum likelihood es-
timation which could be zero when a query term
does not appear in the document. Many smooth-
ing methods are used to avoid zero probabilities
as shown by Zhai and Lafferty [2004]. Dirichlet
retrieval model employs Bayesian smoothing with
Dirichlet prior by using different amount of smooth-
ing based on the length of the document. Smoothing
parameter for longer documents will be smaller. In
this model we apply the Equation 1 to smooth the
probability of term w in document d.

pu(w|d) =
c(w; d) + µp(w|C)∑

w′∈v c(w
′; d) + µ

(1)



Dirichlet model has one parameter (µ), by de-
fault it is setup to 2500 in Terrier. Since the optimal
value for µ depends on the collection (length of doc-
uments), we tune this value on the collection toward
highest P@10, after taking the monolingual En-
glish queries and 1-best-list hypotheses from all lan-
guages. Figure 2 shows tuning µ for all languages,
this experiment supports the decision to setup the
parameter to 2500, even this value is not optimal
for individual language (English), where µ = 1400
gives P@10 = 0.5212 comparing to µ = 2500
gives P@10 = 0.5091, but taking µ = 2500 gives
more stable results and highest averaged P@10 for
all languages. For more details and comparison with
another smoothing methods, see the work that was
done by Smucker and Allan [2005].

For system evaluations we mainly consider pre-
cision at 10 (P@10), which corresponds to the per-
cent of relevant documents at the first 10 retrieved
documents. Also we report in our experiments
the normalised discounted cumulative gain at 10
(nDCG@10) [Järvelin and Kekäläinen, 2002] and
MAP [Pecina et al., 2014].

We evaluate our systems using trec evaluation tool
11, which assumes the non assessed documents as
non relevant documents, for this reason and since it
is very likely to retrieved non assessed documents;
we use another metric related to the relevance in-
formation which is CVR@10. It is the percent of
assessed documents in the top 10 ranked retrieved
documents. CVR@10 gives us better glance about
the performance of the systems if we had full assess-
ment information.

Relevance information, which was provided by
the CLEF eHealth orgnisers, covered about 80% of
the top 10 ranked documents that are retrieved by
our baseline system for all languages. In order to
have these documents fully assessed, we sent our
system runs to medical experts and asked them to
assess 12 all the top 10 retrieved documents, so we
reached almost 100% coverage of the top 10 ranked
retrieved documents for all languages.

For the significance test between different sys-
tems we use Wilcoxon test with α = 0.05 [Hull,
1993], which is used to compare two independent

11http://trec.nist.gov/trec_eval/
12Either a document is relevant to a query, irrelevant or some-

what relevant

samples with paired data taken from the same distri-
bution.

4.3 Concept-level retrieval
CLIR systems that are based on terms-matching ap-
proaches, suffer from the problem when a term has
different synonyms. Retrieval system will fail when
one concept appears in the translated query as a dif-
ferent synonym from the same concept in the collec-
tion. This will hurt the retrieval results, and in order
to tackle this problem, we aim in this experiment
to represent the collection and the queries using the
same conceptual space.

After cleaning the documents, we use MetaMap
to annotate the data with concept identifiers from the
UMLS Metathesaurus [Humphreys et al., 1998; Bo-
denreider, 2004] version 2014AA. Annotation pro-
cess is considered to be a heavy one, where an-
notating about one million documents using 200
CPUs in our university cluster required us about
one week to get all the collection annotated. The
UMLS Metathesaurus is a large vocabulary database
containing information about biomedical and health-
related concepts, their names and relationship be-
tween them. Terms are linked to others by vari-
ous relationships such as synonymy, hypernymy, hy-
ponymy, lexical variations, and many others. The
Metathesaurus is organized by concept, which sym-
bolizes a semantic concept or a meaning. Each con-
cept or meaning in the Metathesaurus has a unique
and permanent concept identifier (CUI). We utilize
MetaMap’s highly configurable options in our anno-
tation process. We use the -I option so that the con-
cept IDs are shown, and -y option to enable word
sense disambiguation. The text is broken down into
the components that include sentences, phrases, lex-
ical elements and tokens. The disambiguation mod-
ules then process the variants and output a final map-
ping. We put this concept annotations into an addi-
tional XML field in the document and query files.
An example of cleaned and annotated document is
given in Figure 3.

The main challenges of this method are:
1) Annotating text with concepts, as we did in the

medical domain text, is not easy for a text that is
taken from a generic domain, since there is not sim-
ilar tool to MetaMap to do so.

2) Even when it comes to the medical domain,



<doc>
< d o c i d > wik i . 0842 _12_009733< / d o c i d >
< t i t l e >

T e s t i n g f o r C e l i a c D i s e a s e . . .
< / t i t l e >
< t i t l e _ c o n c e p t s >

C0683443
C0007570
C0521125
. . .

< / t i t l e _ c o n c e p t s >
< t e x t >

I n t e s t i n a l b i o p s y i s t h e go ld
s t a n d a r d f o r d i a g n o s i n g c e l i a c . . .

< / t e x t >
< t e x t _ c o n c e p t s >

C1704732
C0036563
C0423896
. . .

< / t e x t _ c o n c e p t s >
< / doc>

Figure 3: An example of an annotated document

sometimes laypeople pose a query that does not con-
tain medical terms. In such a case, MetaMap proba-
bly will fail to annotate the query with relevant con-
cepts. This will cause to information losing in the
text.

The retrieval on the concept level led us to very
bad results, less than 50% of the baseline system.
Our explanation for this result is that MetaMap
could not annotate the document and the query with
similar concepts. This caused information loose.

4.4 Translation system

The SMT system employed in our experiments was
developed within the Khresmoi13 project [Dušek
et al., 2014] as a part of a large-scale multi-lingual
multi-modal search and access system for biomed-
ical information and documents. The SMT sys-
tem is built on Moses, a state-of-the-art phrase-
based SMT system which was introduced by Koehn
et al. [2007], and adapted to translate texts from
the medical domain. It is available for three lan-
guage pairs (Czech–English, French–English and
German–English) and supports translation of stan-
dard sentences and search queries. In a phrase-based
SMT, the output translation is constructed from pos-
sible translations of subsequences of consecutive
words (phrases) in the input sentence during encod-
ing. The best translation is searched for by maximiz-
ing the probability of the output given the input for-

13http://www.khresmoi.eu/

mulated as a log-linear combination of several fea-
ture functions. They include the following scores:

• Direct and inverse phrase translation probabil-
ity.

• Direct and inverse lexical weighting which es-
timates the probability of a phrase pair.

• Phrase penalty which penalises the length of
the phrase.

• Word penalty penalises translations of phrases
which differ in length with the source segment.

• Word distortion is the amount of word reorder-
ing between the translation and the source seg-
ment.

• Language model estimates the probability of
translation, this model is trained using mono-
lingual data.

• Sentence score which is the final combination
of the above mentioned features.

For an input sentence, Moses can return list of hy-
potheses sorted by their final scores, we will refer to
this list by n-best-list.

The models of the Khresmoi SMT system were
trained on a combination of general-domain data
(e.g., EuroParl, JRC Acquis, or News Commen-
tary corpus) and medical-domain data (e.g., EMEA,
PatTR, COPPA, or UMLS), more details about data
set are presented by Pecina et al. [2014]. The query
translation system was designed to translate short
and rather ungrammatical sequences of terms typi-
cal for search queries. The feature weights were not
optimized towards the traditional translation qual-
ity usually measured by BLEU (Bilingual Evalua-
tion Understudy [Papineni et al., 2002]) but towards
PER (Position-independent word Error Rate [Till-
mann et al., 1997] ), which does not penalise word
order and was shown to be more adequate for tuning
SMT for search queries [Pecina et al., 2014].

4.5 Monolingual system
It is generally useful to compare CLIR results to
monolingual results obtained by using manual trans-
lations of the queries into the document language.
This also sets a “soft upper bound” of the cross-
lingual results. The “monolingual” P@10 score is
47.10% for the training queries and 50.30% for the



test queries. In the cross-lingual experiments we
would like to get as close to this value as possible
for all languages. The complete monolingual re-
sults on the test set are shown in Table 3 (row de-
noted as Mono). This system uses Dirichlet retrieval
model on the cleaned collection, and it returns top
k = 1000 ranked documents.

4.6 Baseline

Our baseline is the system which accepts the sin-
gle best translation as provided by the Khresmoi
SMT system. Results of the baseline systems are
presented in Table 3 (row Baseline). On the train-
ing queries, the P@10 values of those systems are
41.90 for German to, 45.30 for French, and 46.00
for Czech. On the test queries, the P@10 values
range from 42.42 for German to 47.73 for French,
with Czech in between with 45.61. We should em-
phasize that the baseline is quite strong. Compared
to generic translation systems, the Khresmoi system
is specifically adapted to the medical domain and
tuned to translate queries for CLIR [Pecina et al.,
2014]. Therefore, the relative performance w.r.t.
the monolingual results is as high as 84%–94% (de-
pending on the source language).

4.7 Oracle experiments

The main hypothesis in this research is that an SMT
system produces n-best-lists that is not reranked per-
fectly for CLIR. To confirm this hypothesis and to
show that a perfect reranking of SMT n-best-lists
can improve CLIR quality, we performed the fol-
lowing experiments: For each query in the train-
ing data we selected the translation hypothesis with
the highest P@10 and averaged those values to get
the maximum (oracle) score of P@10 achievable if
the reranking method always selects the best trans-
lation. On the training data, the oracle score would
be 55.10 for Czech, 58.90 for French, and 52.70 for
German. This result is very encouraging and con-
firms that there is enough potential space for im-
provement. The baseline scores could be improved
by 11.67 on average.

A deeper analysis of this observation is illustrated
in Figure 4. The two plots visualize distribution of
the best translations (highest P@10) in the 20-best-
lists for all training queries (per language). The first
plot shows histograms of the top ranks with the best

translations. Here, for about 45% of the queries, the
best translations are ranked as first. For the remain-
ing 55% queries, the first best translations are ranked
lower. Those are the cases, which can be improved
by better ranking. The second plot displays the his-
togram for all hypotheses with the highest P@10
(not just the top ones). For each query there are mul-
tiple translations which can be selected to achieve
optimal performance.

4.8 n-best list merging

Nikoulina et al. [2012] presented a method combin-
ing n-best-list translations by trivial concatenation
of 5 top translations as produced by SMT. This ap-
proach completely failed on our data (all languages)
and did not improve the baseline for any value of n
from 0 to 20 (on the training data and the test data).
Figure 5 shows how concatenating translations to
create queries degrades the performance. Results
of the 5-best-list concatenation on the test data are
shown in Table 3 (row 5-best).

4.9 Document translation experiments

The question whether we should translate the doc-
ument collection or the queries was investigated
before as we showed previously in this research.
However, the mentioned experiments were outdated.
Since the statistical machine translation systems
showed significant improvement last few years, we
decided to reinvestigate the question again. Firstly,
we preprocessed the data collection by tokenising
the text, lowercasing it and splitting its sentences so
every sentence contains 50 words maximum (this is
done due to the maximum length limitation in the
Moses decoder). Secondly, we used around 800
CPUs at out department’s cluster to translate the
documents from English into four languages (Span-
ish, Hungarian, Polish and Swedish). It took us one
week to finish the experiment. After that, we in-
dexed the translated documents and built four in-
dexes, one for each language. Finally, we used the
human translated queries and conducted the retrieval
using the same setup (highest 1000 ranked docu-
ments using Dirichlet LM IR model). Table 5 shows
the document translation (DT) results on the test set.
DT system does not outperform any system when
we use query translation (QT) approach (our base-
line which uses 1-best-list from the SMT system).
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Figure 4: Histograms of ranks of translation hypotheses with the highest P@10 for each training query: the
first such ranks only (left), all such ranks (right).

Table 3: Complete results of the final evaluation on the test set queries

Czech French German
system P@10 NDCG@10 MAP P@10 NDCG@10 MAP P@10 NDCG@10 MAP

Mono 50.30 29.97 99.85 50.30 29.97 99.85 50.30 29.97 99.85
Baseline 45.61 38.57 23.58 47.73 41.11 25.72 42.42 36.47 22.74
5-best 38.94 33.01 22.30 41.06 37.20 23.05 30.45 30.16 17.28
SMT 44.70 37.92 24.77 48.79 42.85 25.81 42.73 37.88 22.65
+RANK 48.64 41.63 25.73 48.48 43.83 26.07 44.55 40.76 24.09
++IDF 48.03 41.06 25.22 48.64 43.83 26.10 44.39 40.71 24.11
++BRF 47.27 40.52 24.99 49.70 44.12 26.64 43.64 39.81 23.76
++TP 45.76 39.92 23.74 48.48 43.88 26.26 44.39 40.41 24.07
++WIKI 48.64 41.63 25.73 49.24 44.00 26.36 43.64 39.81 23.76
++UMLS 48.64 41.63 25.73 49.09 44.10 26.09 44.55 40.76 24.09
++RSV 48.64 41.63 25.66 48.94 43.84 25.95 43.03 39.20 23.55
ALL 50.15 40.72 25.73 51.06 46.49 27.86 45.30 39.47 23.71
QE 36.67 34.12 20.27 38.03 35.19 20.97 33.79 32.02 18.87
Google 50.91 39.98 26.93 49.70 43.88 26.36 49.39 42.77 26.87
Bing 47.88 40.51 25.22 48.64 42.75 26.43 46.52 41.69 25.04

Coverage rate (CVG) ,which is the percent of as-
sessed documents in the highest 10 retrieved doc-
uments, is much lower in the DT documents. In av-
erage, the coverage in the DT experiments in all lan-
guages is around 50%, which means that we have 5
unassessed documents in each query out of 10 doc-
uments. These documents are treated as irrelevant
documents by the evaluation tool (trec evaluation
tool). Assessing these documents might improve the
results, if we can ask annotators to finish the assess-
ment for the DT runs, then we will have more strong
say whether QT is better than DT or not. How-
ever, we started few days ago translating the collec-
tion into these four languages in addition to Czech,
French and German, after new SMT systems have

been released recently by a team in our department.
So the document translation experiments are still on-
going.

4.10 Our method

Our method employs SMT to translate queries (in
Czech, German, French) into the language of doc-
uments (English). However, we do not rely on the
SMT decoder to select the best translation variant.
Instead, we obtain multiple top-scored hypotheses
(n-best-list) and rerank then w.r.t. the retrieval ob-
jective. The highest-ranked hypothesis is then used
to query the document collection.

Formally, for each query qi, its each translation
hypothesis qi,j is represented by a vector of features



Table 4: Documents translation (QT) and query translation (QT), evaluation on the training set queries

Spanish Hungarian Polish Swedish
system P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG

Mono 47.10 25.90 99.90 47.10 25.90 99.90 47.10 25.90 99.90 47.10 25.90 99.90
QT 41.90 22.02 78.80 40.10 20.67 74.40 37.30 19.55 72.80 39.60 20.07 73.80
DT 37.70 20.56 63.90 29.20 14.47 52.30 25.70 13.35 48.50 29.30 14.93 51.30

Table 5: Documents translation (DT) and query translation (QT), evaluation on the test set queries

Spanish Hungarian Polish Swedish
system P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG

Mono 50.30 29.97 99.85 50.30 29.97 99.85 50.30 29.97 99.85 47.10 25.90 99.90
QT 44.09 24.72 86.67 40.76 22.31 70.61 36.82 19.92 70.76 36.67 20.60 76.21
DT 38.94 22.22 65.15 25.30 13.13 41.67 19.55 11.05 35.76 27.73 14.45 55.61
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Figure 5: Baseline performance when concatenating
N hypotheses

(predictors). For training queries, each hypothesis
is assigned a score (response) equal to 1 − (Oj −
Pi,j), where Pi,j is P@10 score of top 10 documents
retrieved by the translation hypothesis qi,j and Oj

is the maximum (oracle) P@10 of all the translation
hypotheses of the query qi. The response values are
in the range of 〈0, 1〉, where 1 indicates a good query
translation and 0 a bad translation.

The reranker is trained by fitting a generalized lin-
ear regression model (GLM) with logit as the link
function (ensuring the response to be in the 〈0, 1〉
interval) [McCullagh and Nelder, 1989]. For test-
ing, translation hypotheses of the test queries are
scored by this model and the highest-scored hypoth-
esis is selected as the translation. We employed the

GLM implementation in R14 which optimizes the
model parameters by the iteratively reweighted least
squares algorithm. We need to mention that we con-
ducted experiments to convert the problem into bi-
nary classifier, in which a classifier was trained to
select the best translation (positive case) among the
bad ones (negative cases), but this approach could
not improve the results.
The features are extracted from various different
sources and include:

SMT The main set of features are the eight scores
from the SMT models plus the final translation
score (see Section 4.4).

RANK Two features extracted from the original
ranking – the rank itself and a binary feature
indicating the top-ranked hypothesis.

IDF To distinguish translations containing informa-
tive terms, each hypothesis is scored by the sum
and average of inverse document frequency of
the terms.

BRF Motivated by the blind-relevance feedback ap-
proach for query expansion, a single best trans-
lation provided by SMT for each query is used
to retrieve the 10 highest-ranked documents
and each hypothesis is scored by the sum and
average of term frequencies extracted from the
retrieved documents.

14https://www.r-project.org/



TP Hypotheses of each query (n-best-list) are
merged and each is scored by the sum and av-
erage of term frequencies extracted from the
merged n-best-list.

WIKI Each hypothesis is scored by the sum and
average of term frequencies extracted from ab-
stracts of 10 Wikipedia articles retrieved as a
response to the single best query translation
provided by SMT (using our own index of ab-
stracts of all English Wikipedia articles and the
Terrier search engine).

UMLS Two features based on the UMLS Metathe-
saurus [Schuyler et al., 1993]: the number
of UMLS concepts identified in each hypoth-
esis by MetaMap [Aronson and Lang, 2010]
(with word sense disambiguation and part-of-
speech tagging on); the number of unigrams
and bigrams which match entries in the UMLS
Metathesaurus.

RSV Retrieval Status Value, a score assigned to the
highest-ranked document by the retrieval sys-
tem in the response to the query translation hy-
pothesis.

4.10.1 Reranking
For each query (both in the training and test sets)

we considered up to 15 best translation hypothe-
ses (excluding duplicities). Queries with oracle
P@10=0 were excluded from training. The train-
ing data then included 1,249 items for Czech, 1,181
for German, and 1,246 for French. We merged these
data into one single training data set and trained a
single language-independent model which proved to
be a better solution than to train a specific model for
each language. The training set included a total of
3,676 items of query translation hypotheses of the
100 original queries (each translated from Czech,
German and French).

Prior training, the data was normalized to have
sample mean equal to 0 and sample variance equal
to 1. The test data was normalized using the same
coefficients (those obtained on the training data).

The training data was first used in a leave-one-
query-out-cross-validation fashion to tune the hyper-
parameters (such as the type of the learning algo-
rithm, the n-best-list size, and parameters of all the

features). Then, all the training data was used to
train a single model which was then applied to the
15-best-lists of the 66 test queries for each language.

In the remainder of this section, we first present
some complementary experiments for comparison
and then the main results of our method. We com-
ment on the main evaluation measure (P@10) but the
main results (Table 3) also includes scores of other
measures (NDCG@10, MAP).

The reranking method described in Section 4.10
was tested with several combinations of features.
The complete results are displayed in the middle
section of Table 3. The figures in bold denote the
best scores for each language and evaluation metric.
All of those are statistically significantly better than
the respective baselines (tested by Wilcoxon signed-
rank test, α=0.05). For comparison, we also pro-
vide results of systems based on translation by two
on-line translation tools: Google Translate and Bing
Translator15 (rows Google and Bing, respectively).

The system based only on the SMT features
did not bring any substantial improvement over the
baseline (row SMT) for any of the languages. P@10
improved by more than 1 point for French only.
For Czech, the score decreased and for German,
the difference was negligible. However, none of
these differences was statistically significant. The
transitional way of SMT tuning towards translation
quality seems sufficient if no additional features are
available. However, adding the explicit features
derived from the SMT rankings helped a lot (row
+RANK), especially for Czech and German, where
the increase of the NDCG@10 scores was statisti-
cally significant.

The effect of the other features was studied in-
dependently by adding those features to the model
with the SMT+RANK features. However, in terms of
P@10, none of them brought any notable improve-
ment. Although the BRF, WIKI, and UMLS fea-
tures improved the results for French, they were not
statistically significant even in comparison with the
baseline.

The baseline, however, was outperformed by a
statistically significant difference by systems com-
bining all the features (row ALL). P@10 increased
by 3.58 on average (which is a relative improvement

15https://www.bing.com/translator/



of 7.90%) In comparison with the monolingual re-
sults, the ALL system performed at 101.51% for
French, 99.70% for Czech, and 90.05% for German.
For French the system even outperformed the one
based on translations by Google Translate.

In Figure 6, we present detailed comparison of
the baseline results and the results of the best sys-
tem (ALL). For each query in the test set, the plot
displays the difference of P@10 obtained by the best
system and the baseline system. Positive values de-
note improvement which was observed for a total
of 9 queries in Czech, 15 queries in German, and
8 queries in French. Negative values denote degra-
dation which was observed in 2 cases for Czech, 4
cases for German, and 3 cases for French. A good
example of a query whose translation was improved
is 2015.11 (reference translation: white patchiness
in mouth). The Czech baseline translation white
coating mouth improved to white coating in oral
cavity (P@10 increased from 10.00 to 80.00) and the
French baseline white spots in the mouth improved
to white patches in the mouth (P@10 increased from
10.00 to 70.00). More examples are given in Table 6.

4.11 Adapting reranker for new languages

Later, after we finished our experiments with Czech,
French and German, developing new SMT mod-
els in the Khresmoi project was completed includ-
ing translation from Spanish, Hungarian, Polish and
Swedish into English. We investigate adaptation of
our method to allow reranking of query translations
for four new languages (Spanish, Hungarian, Polish,
Swedish). The baseline approach, where a single
model is trained for each source language on query
translations from that language, is compared with a
model co-trained on translations from the three orig-
inal languages. First, we asked medical experts to
translate the monolingual English queries also into
Spanish, Hungarian, Polish and Swedish. However,
a complete relevance assessment (of top 10 docu-
ments in all the experiments) is available only for
the three original languages. Results for the new lan-
guages are not completely assessed, where the ratio
of unjudged documents among the top 10 retrieved
documents is around 25%.

These translations are used to create one train-
ing file contains up to 1500 instances. Then we
use these instances separately to build a language-

specific models for each language. We experiment
with three systems: 1) A system which only uses
features derived from the SMT system (denoted as
SMT). 2) A system which combines the SMT fea-
tures and features that are based on the original rank-
ing of the translations (denoted as SMT+Rank). 3)
A system exploits all features that we presented be-
fore (denoted as ALL).

Results of the LOOCV evaluation of language-
specific models on the training set are shown in
Table 8. The italics font refer to results statisti-
cally significantly different from the baseline sys-
tem. All systems are able to significantly outper-
form the baseline system for the Spanish language
only, and the system which uses all features (ALL),
gives the best result. When testing the model against
the test set, see Table 7, we do not observe any im-
provement in any language.

The features we presented are source-language-
independent, which makes merging data from dif-
ferent languages possible in order to train the ma-
chine learning model and expand the training data.
For each of the new languages (Spanish, Hungar-
ian, Polish, and Swedish), we merge the translations
from that specific language with the available train-
ing data for the the original language (Czech, Ger-
man, French) to create a richer training data set. Re-
sults for all systems that use the merged data in the
LOOCV experiments are shown in Table 9. For the
Spanish and Hungarian languages, the system com-
bining all features (ALL) significantly outperforms
the baseline system. A small and not statistically
significant improvement is observed for Swedish by
the system based on all the features and for Polish by
the system based on the SMT features only (SMT).

Table 3 shows the results for the models that are
trained on expanded data set against the test set. Sys-
tems exploiting all the features (ALL) in Spanish
and Hungarian outperforms the baseline system sig-
nificantly. We observe in the test results by our best
system (ALL) 11 queries improved in Spanish, 8 in
Hungarian, 5 in Polish and 7 in Swedish. Also there
are degradations of 5 queries in Spanish, 3 in Hun-
garian, 5 in Polish and 3 in Swedish. The impact
of untranslated terms appears mostly in the Polish
language.

For example, query 2015.37: łuszcząca skin has
P@10 = 00.00, (reference translation: scaly skin).
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Figure 6: Per-query results on the test set. The bars represent absolute difference of P@10 of the best system
(ALL) and the baseline system for each query and each language.

Table 6: Examples of translations of training queries including reference (ref ), oracle (ora), baseline (base)
and best (best) translations (system using all features). The scores in parentheses refer to query P@10
scores.

Query: 2013.02 (German)
ref: facial cuts and scar tissue (30.00)
ora: cut face scar tissue (80.00)
base: cut face scar tissue (80.00)
best: face cuts and scar tissue (80.00)
Query: 2013.42 (French)
ref: copd (70.00)
ora: disease copd (90.00)
base: copd (70.00)
best: disease copd (90.00)

Query: 2014.5 (German)
ref: bleeding after hip operation (60.00)
ora: bleeding after hip surgery (80.00)
base: bleeding after hip surgery (80.00)
best: hemorrhage after hip operation (50.00)
Query: 2015.53 (Czech)
ref: swollen legs (10.00)
ora: leg swelling (80.00)
base: swollen lower limb (40.00)
best: swollen lower limb (40.00)

It contains the untranslated term łuszcząca, which
means scaly in English. The monolingual query
has P@10 = 99.00, the difference in performance
is caused by the untranslated (out-of-vocabulary,
OOV) words only.

A similar situation appears in query 2015.35
(Monolingual English query: lot of irritation with
contact lenses), its P@10 = 00.00. The translated
query is significant irritation szkłami kontaktowymi.
It contains two untranslated terms: szkłami (lenses)
and kontaktowymi (contact). These two untranslated
words destroy the query.

Query 2015.29 in Spanish has P@10 = 30.00
in the baseline, its translation is red patch on the
skin and dry pus. The (ALL) system improves it to
P@10 = 90.00 and selects the translation red patch
on the skin and dry pus blister.

Another example of improvement is observed in

query 2013.32, the baseline translation is dyspnoea
with P@10 = 60.00, the selected translation is
shortness of breath with P@10 = 90.00. The ref-
erence translation is SOB with P@10 = 50.00, and
this is one case in which the best system outperforms
not only the baseline system but also the monolin-
gual one.

We find in the translated Spanish queries that we
have a total of 10 terms which the SMT system was
unable to translate (OOV) which harm the perfor-
mance. There are also 20 OOVs in the Hungarian
queries, while in the Swedish and Polish the case
is worse, where there are 40 OOVs in Swedish and
54 OOVs in Polish queries. Usually the SMT sys-
tem can not translate some terms because they did
not appear in the parallel data. So for our case,
having this OOVs translated into English correctly
definitely improves the retrieval results. The prob-



Table 7: Final evaluation results of language-specific models on the test set

Spanish Hungarian Polish Swedish
system P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG

Monolingual 50.30 29.97 99.85 50.30 29.97 99.85 50.30 29.97 99.85 47.10 25.90 99.90
Baseline 44.09 24.72 86.67 40.76 22.31 70.61 36.82 19.92 70.76 36.67 20.60 76.21
SMT 43.18 23.96 86.97 42.58 22.98 90.45 36.06 19.24 85.30 37.12 19.69 89.24
SMT+Rank 42.88 23.90 87.12 40.76 22.31 89.70 38.33 20.57 91.52 36.52 20.16 90.91
ALL 43.33 23.71 88.48 40.00 21.80 88.64 37.73 20.16 90.00 36.21 20.49 88.03

Table 8: Cross-validation of language-specific models on the training set

Spanish Hungarian Polish Swedish
system P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG

Monolingual 47.10 25.90 99.90 47.10 25.90 99.90 47.10 25.90 99.90 47.10 25.90 99.90
Oracle 52.10 25.86 86.50 51.80 24.55 79.40 47.40 22.16 77.50 50.10 23.23 78.70
Baseline 41.90 22.02 78.80 40.10 20.67 74.40 37.30 19.55 72.80 39.60 20.07 73.80
SMT 44.30 22.65 89.10 40.40 20.39 87.30 34.90 17.51 79.00 38.90 19.00 87.80
SMT+Rank 43.00 22.46 87.80 40.50 20.63 88.30 35.70 18.18 81.40 38.80 19.83 86.90
ALL 45.30 23.91 90.30 41.30 21.59 89.40 35.50 18.38 82.10 39.80 20.07 87.00

lem of OOVs in the CLIR can be a subject of fur-
ther investigation in the future. In these experi-
ments, we presented our approach to adapt our SMT
query translation reranker in the cross-lingual infor-
mation retrieval task to new languages. The new
languages suffer from low assessment coverage in
their baseline systems, leading to low quality data to
train the reranker model with. Our approach tackled
this problem by exploiting data which were taken
from languages whose retrieval systems were fully
assessed (Czech, French and German) by medical
experts who we asked to do so. Data were merged
from the fully assessed languages together with the
data from one new language in order to train the
model. Firstly, we created one training set for each
of the new languages to build a source-language-
specific model. This approach could not bring sig-
nificant improvement to the baseline system. Then,
we used the expanded data to train reranker models
for the new languages. This approach significantly
outperformed the baseline systems for Spanish and
Hungarian. However, it could not significantly im-
prove the baseline in Polish and Swedish, because
the SMT system produces high number of OOVs in
these languages comparing to Spanish and Hungar-
ian.

4.11.1 Query expansion
Query expansion (QE) is a well-known method in

IR that is used to expand the original user’s query
with related terms from the collection. The main
motivation here is that when users pose a query to
look-up their information need, they are usually not
aware of all correct or related terms. So, we aim to
select additional terms that are added to their query
before conducting the retrieval from the collection.
Before applying our method we prepare two things:
1) word2vec that is trained on PubMed articles as
provided by Kim et al. [2016]. We trained the model
on our collection which contains about one million
documents, but using the model that is trained on
PubMed collection showed to be better than our ver-
sion, since the PubMed data is bigger than CLEF
eHealth data collection. 2) A flat list of medical
terms and their synonyms as provided by Medline-
Plus dictionary 16.

To perform QE, we apply the following:

• We get the 1-best-list translation for each query
and consider it to be the original query.

• Then we get the embeddings for each term
(as a vector) using word2vec: Q =

16https://medlineplus.gov



Table 9: Cross-validation of language-independent models on the training set

Spanish Hungarian Polish Swedish
system P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG

Monolingual 47.10 25.90 99.90 47.10 25.90 99.90 47.10 25.90 99.90 47.10 25.90 99.90
Oracle 52.10 25.86 86.50 51.80 24.55 79.40 47.40 22.16 77.50 50.10 23.23 78.70
Baseline 41.90 0.2202 78.80 40.10 20.67 74.40 37.30 19.55 72.80 39.60 20.07 73.80
SMT 43.40 22.36 89.10 38.40 19.13 84.00 38.70 18.41 81.80 36.10 17.91 85.10
SMT+Rank 43.10 22.49 88.00 40.70 20.78 88.50 36.50 18.87 82.10 39.00 19.75 86.60
ALL 46.90 24.05 90.80 42.20 21.91 89.00 36.90 18.61 82.60 40.00 20.12 86.70

Table 10: Final evaluation results of language-independent models on the test set

Spanish Hungarian Polish Swedish
system P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG P@10 MAP CVG

Monolingual 50.30 29.97 99.85 50.30 29.97 99.85 50.30 29.97 99.85 47.10 25.90 99.90
Baseline 44.09 24.72 86.67 40.76 22.31 70.61 36.82 19.92 70.76 36.67 20.60 76.21
SMT 43.79 23.83 87.42 40.00 22.54 89.09 35.61 19.76 85.61 38.33 19.85 88.64
SMT+Rank 43.64 24.28 86.36 38.94 21.91 89.09 38.18 20.21 89.24 36.21 20.02 91.97
ALL 46.36 25.30 90.15 43.18 23.88 91.67 36.67 20.38 89.39 38.79 21.06 91.97

{V1, V2, .., Vi, .., Vm}; where Vi is the vector of
the term Ti in the original query and m is the
number of terms in the query.

• For each Vi, we calculate the distance between
that vector and all the term’s vector in the col-
lection that is used to train word2vec using co-
sine similarity, C = {V ′

1, V
′
2, ., V

′
i, .., V

′
n};

where V ′
i is the vector of the term V ′

i in the
collection and n is the number of terms in the
collection.

• After creating a list of terms which have high-
est similarity scores with the query terms, we
choose a term that exists in MedlinePlus list. If
all the candidate terms do not exist in that list,
we take the one with the highest score. Also if
multiple terms appear in the list we choose only
one that has the highest score.

Results from QE experiment are shown in Table 3.
In the German language, QE improved 14 queries
out of 100, 25 queries remained unchanged (in terms
of P@10) and 27 queries destroyed. One example
of the improved queries is the query: qtest2014.18.
The 1-best-list for this query is: dizziness and hy-
potension. The best term that has the highest simi-
larity score with dizziness and exists in MedlinePlus

list is lightheadedness. The expanded query per-
formed 20% more than the baseline and the mono-
lingual query (80% for both) in terms of P@10. For
the Czech language, 12 queries improved, 24 queries
remained unchanged and 30 queries destroyed. And
for French, 11 queries improved, 27 queries did not
change and 28 queries destroyed. However, regard-
ing the degraded queries, we can not say anything
about that since the assessment information for this
run is not completed. We get about 60% of coverage
for the top 10 retrieved documents for all languages.
The rest of unjudged documents are treated as irrel-
evant, and this might not be the case.

4.11.2 Assessment procedure
As we showed in the previous section, the un-

judged documents in our systems make it impossi-
ble to decide about the results if they are better or
not. In order to solve this issue, we setup up the as-
sessment tool that is provided by Koopman and Zuc-
con [2014] in our side. We will ask assessors who
have experience in the medical domain to help us to
fully assess our systems. After that, we will have
a clear idea about which system works better, and
which queries degraded or improved. Such informa-
tion will definitely help us to improve our system
and figure out what will work and will not.



5 Our publications

During our research, we published the following pa-
pers:

• Shadi Saleh and Pavel Pecina. CUNI at the
ShARe/CLEF eHealth Evaluation Lab 2014. In
Working Notes of CLEF 2015 - Conference
and Labs of the Evaluation forum, Sheffield,
UK,2014.

• Shadi Saleh, Feraena Bibyna, Pavel Pecina:
CUNI at the CLEF eHealth 2015 Task 2. In:
Working Notes of CLEF 2015 - Conference
and Labs of the Evaluation forum, CEUR-WS,
Toulouse,France, 2015.

• Shadi Saleh and Pavel Pecina. Adapting SMT
Query Translation Reranker to New Languages
in Cross-Lingual Information Retrieval. In
Medical Information Retrieval (MedIR) Work-
shop, Association for Computational Linguis-
tics, Stroudsburg, USA, 2016

• Shadi Saleh and Pavel Pecina. Reranking
hypotheses of machine-translated queries for
cross-lingual information retrieval. In Experi-
mental IR Meets Multilinguality, Multimodal-
ity, and Interaction 7th International Confer-
ence of the CLEF Association, CLEF 2016,
Berlin, Germany, 2016. Springer

• Shadi Saleh, Pavel Pecina: Task3 Patient-
Centred Information Retrieval: Team CUNI.
Accepted for publication in: CLEF 2016 Work-
ing Notes, CEUR-WS, Evora, Portugal, 2016.

6 Future work

First we will finish the documents translation for all
languages and complete the assessment process for
our systems. Then, we will explore more the use
of word-embeddings in the CLIR task, for exam-
ple: build the embeddings for both of documents and
queries and perform the retrieval on the embeddings
level. Also, we want to develop our Cross-lingual
embeddings, this will help us to get rid of the SMT
systems.

The work will include participation in the related
tasks and submitting the experiments’ results to the
relevant conferences.
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