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Abstract
Our thesis proposal explores the evalua-
tion of Task-oriented Dialogue (ToD) sys-
tems and Text-to-Speech Synthesis (TTS)
using automatic metrics. Our aim is to
eventually integrate these metrics into
the evaluation process of Spoken Dia-
logue Systems. We built the TTS and
open-ended dialog metrics based on Self-
Supervised Learning (SSL) Models. We
further enhance the models by contrastive
losses, yielding improved ranking and re-
gression performance compared to human-
annotated preferences. We established
TTS and Chat trainable metrics closely
approaching the State-of-the-Art (SOTA).
We are also working on publishing our
research for Data-to-Text (D2T) and ToD
Natural Language Generation (NLG) fac-
tuality trainable metrics. Although all the
metrics are close to SOTA, they exhibit
similar limitations.
Our focus lies on addressing these limita-
tions: (1) The ambiguous generalization
of new data (domains) leads to occasional
catastrophic failures, and (2) the unreli-
able performance at the utterance level
despite satisfactory ranking system perfor-
mance on the dataset level. Additionally,
we address the broader concern of (3) the
lack of interpretability in neural network
metrics.
To address these issues, we propose a
series of experiments aimed at resolving
the identified limitations and enhancing
the evaluation process for D2T and ToD
NLG. We hope our research on automatic
metrics for NLG and TTS will contribute
to developing more reliable NLG methods
and Spoken Dialogue Systems.

1 Introduction

In recent years, there has been a surge of interest
in the practical applications of Natural Language

Generation (NLG) and Text-to-Speech (TTS) sys-
tems, resulting in a growing demand for efficient
and reliable evaluation methods. We will first pro-
vide a background, which will motivate our goals,
and finally, we will introduce the structure of this
proposal.

1.1 Background
The ability to rapidly assess NLG and TTS systems
cost-effectively has become a pressing need for
researchers and industry practitioners. At the same
time, the users demand applicability across a diverse
set of domains or at least an easy-to-use adaptation
method to new data.

The traditional approach of human evaluation,
involving the subjective assessment of dialogue
response appropriateness, the factuality of data-
to-text generation, and the naturalness of speech
synthesis, remains indispensable. However, it is
inherently challenging to conduct, time-consuming,
and often difficult to reproduce human evaluation
consistently across different contexts.

Automatic evaluation metrics are inherently re-
producible, cheap to use, fast to compute, and
typically more consistent than human annotators.

1.2 Goals
Therefore, we are interested in designing and im-
proving neural metrics, which have the following
properties: (1) High correlation with human judg-
ment; In contrast to many established non-trainable
metrics that do not correlate well with human judg-
ments. Notable examples of still used metrics are
BLEU (Papineni et al., 2002) for NLG (Lubis et al.,
2022; Lowe et al., 2017a) and MCD (Kominek et al.,
2008) for TTS evaluation. Neural Network(NN)
based metrics are excellent in discovering the corre-
lation between the evaluated data and its score pairs –
especially if they have seen enough in-domain train-
ing pairs. The NN-based metrics are successfully



used for evaluation in machine translation (MT) (Rei
et al., 2022a; Kocmi and Federmann, 2023), summa-
rization (Krubiński and Pecina, 2022), chat (Zheng
et al., 2023; Plátek et al., 2023) or TTS (Saeki et al.,
2022; Huang et al., 2022a; Plátek and Dušek, 2023)

(2) Predicting interpretable structured out-
puts is an interesting and underexplored research
area. There are several established evaluation
methodologies based on strictly structured labels;
dialogue state items annotation(Williams et al.,
2013), or fine-grained machine translation labels
MQM (Freitag et al., 2021), aligning MT source
and target sentence (Dou and Neubig, 2021), and au-
tomatic speech recognition (ASR) used as a proxy
for Intelligibility of TTS systems (Spille et al.,
2018). However, obtaining such labeling is tedious
and expensive on new datasets, but the foundational
models can predict such labels, especially if transfer
learning using few-shot examples is possible.(Peng
et al., 2021; Radford et al.; Ouyang et al., 2022) Pre-
dicting tying a metric with structured labels allow
better interpretability of the metrics because the
well-structured labels are typically better than the
global quality of interests. The better-defined labels
are easier to annotate and can be easily inspected.
E.g., in Task-oriented Dialogue (TOD) systems, we
can either ask annotators to rate appropriateness
or annotate the dialogue state with dialogue state
items (Žilka et al., 2013) and compute based on the
dialogue state if the user’s goals were achieved in
the conversation. Note that it is possible to build
neural models for predicting dialogue state items
using DST (Wu et al., 2020; Plátek et al., 2016)
and at the same time predicting the appropriateness
directly (Plátek et al., 2023). We hypothesize that
DST annotations will have a higher inter-annotator
agreement.

(3) Reproducible metrics. We suggest that auto-
matic metrics (as released software) should support
easy reproduction of any experiments for which
the metrics were used previously. We stress that
properly versioning the metrics and their models
is essential for reproducibility. We aim to provide
open-source implementations with publicly avail-
able models for every trainable metric we develop.
We try to follow software best practices and se-
mantic versioning for each of our metrics and its
models.

We want to focus on solving the following known
drawbacks of current automatic metrics:

(4) Unclear generalization to new data or do-

main; It is often the case that NN models, including
automatic metrics, tend to fail catastrophically in
new domains.

Current automatic metrics should improve their
(5) utterance level predictions. Their performance
in ranking systems on the dataset level is already
close to or better than human-level performance on
many tasks (Huang et al., 2022a; Rei et al., 2022a;
Kocmi and Federmann, 2023), but utterance-level
still lags behind.

We also plan to explore (6) uncertainty esti-
mates techniques especially on the utterance level.
Using uncertainty estimates should allow us to de-
tect catastrophic failures for particular utterances.

1.3 Contents of this Proposal
We introduced our research’s motivation and main
goals in the previous section. The following sec-
tions introduce the tasks which we would like to
evaluate:

• Data-to-text (D2T) Natural Language Genera-
tion (NLG) task in Section 2.1.

• NLG for Task-oriented-Dialogue(ToD) in Sec-
tion 2.2.

• Text-to-Speech Synthesis (TTS) used for iso-
lated prompts and for dialogue context. It is
described in Section 3.1 and 3.1 respectively.

Next, we introduce our research conducted so far
in Section 3:

• Section 3.1 present our work (Plátek and
Dušek, 2023) for Speech Synthesis evaluation
in the VoiceMos challenge dataset (Huang
et al., 2022a). According to the official leader-
board, our submission ranked fourth on the
Main Track with the value of 0.935 in the sys-
tem Spearman Correlation Coefficient bench-
mark. Similarly, we finished third with a value
of 0.937 for the OOD track.

• Section 3.2 describes our submission (Plátek
et al., 2023) to DSTC11 Track 4 – ChatEval
challenge (Rodrı́guez-Cantelar et al., 2023a).
We finished second out of six teams.1

• In Section 3.3, we reflect our lessons learned
from reproducing a human MT evaluation in
work (Vamvas and Sennrich, 2022), but also
from our own research.

1See our team6 t2t s2 results at dstc11.

https://codalab.lisn.upsaclay.fr/competitions/695#results
https://codalab.lisn.upsaclay.fr/competitions/695#results
https://chateval.org/dstc11


Finally, in Section 4 and 5, we outline our imme-
diate and long-term plans for our research.

2 Building Automatic Metrics for D2T,
ToD, Chat and TTS systems

We aim to improve methods for evaluating the
data-to-text, task-oriented dialogue, chat, and text-
to-speech systems. We plan to use transformer-
based (Vaswani et al., 2017) models pretrained
using self-supervised learning (Radford et al.; Tou-
vron et al., 2023; Ouyang et al., 2022) for our neu-
ral based metrics since they offer well-performing
representation trained without any labels. For tex-
tual domains, encoder-decoder models similar to
T5 (Raffel et al., 2020) or decoder-only models
like GPT2 (Radford et al.) are mostly used. For
speech input, the self-supervised transformer en-
coder models with clustering objectives are used
Wav2vec 2.0 (Baevski et al., 2020) Wav2vec 2.0
and HuBERT (Hsu et al., 2021). However, we will
not focus on the details of the models but rather on
their evaluation for a given task and their typical
errors and flaws, which are often valid across the
tasks.

Although each task requires a dedicated pre-
trained model for its best performance, many pos-
sibilities exist for reusing developed methods and
algorithms across the tasks. As we research eval-
uation and benchmarking methods, we realize the
advantage of high-quality test datasets which dis-
criminate the evaluated systems and show the prob-
lems of the low-performing systems. For each of
our outlined goals in Section 1.2, we hope to select
the task where the problem is benchmarked easiest
and hopefully improved with the least effort.

In this section, we will briefly introduce the
tasks which we aim to evaluate. From now on, we
will consistently use the term benchmarking for
the evaluation of the performance of the automatic
metrics and evaluation for the evaluation of the
individual tasks.

2.1 Data-to-Text (D2T) NLG

The D2T NLG systems convert structured data
to text in natural language, capturing its intended
meaning. The challenge in the D2T NLG is to be un-
derstandable, fluent, and factually correct, not only
on the sentence level but also on larger segments of
texts based on the intended applications. There are
similar tasks like image description (Karpathy and
Fei-Fei) and text summarization (El-Kassas et al.,

2021). However, they do not require such a degree
of consistency of style for a given domain, and their
input modality is not so sparse.

We work with WebNLG dataset (Gardent et al.,
2017) and its extended variant (Castro Ferreira et al.,
2018), which contains RDF triples and their cor-
responding text descriptions from DBPedia (Auer
et al., 2007). The triple in the dataset represents a
subject, a predicate, and an object. See Figure 1.

In Section refFactuality we aim to evaluate the
generated text description by finding corresponding
RDF triples alignment per sentence

The Rotowire dataset (Wiseman et al., 2017) de-
fines the D2T NLG task as generating relatively long
summaries from a tabular data where only subset
of data should be summarized. The model should
be able to verbalize several summary statistics from
multiple entries or highlight the most important
facts which make the task very challenging but also
hard to evaluate. See Figure 1.

In industry, NLG is still often realized with a set
of handcrafted templates which are selected heuris-
tically (Rudnicky et al., 1999). The variability of
the generated utterances is limited, and the scalabil-
ity is poor. Therefore corpus-based methods (Oh
and Rudnicky, 2000; Mairesse and Young, 2014)
modeled by neural networks are used in academia
since 2015(Wen et al., 2015, 2016). The black-
box-like models based on neural networks suffer
from hallucinations and omissions – adding and
removing facts not grounded in the context. The
boom of LLMs trained for chat (Ouyang et al.,
2022; Touvron et al., 2023) brought more fluent
and robust models to NLG, which suffer less from
hallucinations. However, the problem is only re-
duced and not solved. It remains an open question
how much hallucinations are acceptable for differ-
ent applications. We focus on evaluating factuality
which we describe in Section 4.1.

2.2 NLG in Task-oriented-Dialogue

The Table 1 shows an example of a task-oriented
dialogue with annotation of dialogue state in the
form of dialogue acts.

DST is example of label InteNsive tasks useful
for ToD Evaluation.

Dialogue State Tracking (DST) Dialogue state
is used to keep track of the dialogue history, approx-
imating the meaning of history with a predefined
discrete set of dialogue acts. Dialogue State Track-
ers update the state with correct values after each



Figure 1: The Tabgenie toolkit unifies the dataset format and displays the dataset in tabular view. (Kasner et al.,
2023). The top image shows example from the Rotowire dataset (Wiseman et al., 2017), and the bottom image
shows an example from the WebNLG dataset (Gardent et al., 2017).



USER: I would like a cheap restaurant. inform ( price = cheap )

SYSTEM: Golden plate is cheap in city-center. inform ( name = Golden plate )

USER: What is the cuisine? request ( cuisine )

SYSTEM: They serve chinese food. inform ( cuisine = chinese )

USER: Sounds good. Bye! goodbye ()

SYSTEM: Have a great day. goodbye ()

Table 1: Example of task-oriented dialogue in the restaurant reservation domain. Utterance representations as
dialogue acts are depicted on the right. Intents are highlighted in orange, slot names in blue and respective values in
green. Note the hallucination in the first system response in the red font, which is not grounded in dialogue act items
for the first turn.

turn. Žilka et al. (2013) provides a comparison
of different data-driven models for dialogue state
tracking, including rule-based methods. Neural net-
works successfully predict the state values but also
can estimate the state value distributions (Mrkšić
et al., 2016; Zhong et al., 2018) The probabilistic
distributions are useful for downstream tasks, e.g.,
dialogue policy learning. However, the dialogue
state labels can also be useful for evaluating the
system response or clustering the conversations.

Dialogue Policy (DP) The main interest of our
research in ToD is the evaluation of the dialogue
policy (DP). Its responsibility is to decide which
action (which API to call or how what to say) the
system should take at each turn. In other words,
the DP does the high-level planning of the dialogue.
The policy decision can thus be framed as a clas-
sification task (Gašić and Young, 2013). Learning
the policy just from the offline data might not pro-
duce robust policy due to low variability in the
data. Therefore, many works model the dialogue
as a partially observable Markov decision process
(Gašić et al., 2010; Thomson and Young, 2010).
Reinforcement learning techniques are then applied
to learn the policy and incorporate human feedback
(Peng et al., 2017; Su et al., 2016).

Natural Language Generation (NLG) Natural
Language Generation in ToD is very simple if the
system does not perform DP and NLG at the same
time. However, the trend is to use end-to-end
models which (Kulhánek et al., 2021; Yang et al.,
2021) are responsible for generating the reply based
on the dialogue history and optional API query
results for a given dialogue turn. Such methods
model turn meaning implicitly since they generate
the turn word by word.

Datasets with a large number of ToD conversa-
tions have been non-existent up to very recently.
The release of large datasets for both text (Zhang
et al., 2023) and spoken ToD (Si et al., 2023) favors

using large models and encourages evaluation of
multiple-domains systems. The de facto standard
still is the MultiWOZ dataset (Budzianowski et al.,
2018) which is a multi-domain dataset. See the
example dialogue containing just one domain in
Table 1. The reason for the lack of ToD datasets
is that annotating user goals and dialogue states is
expensive. In addition, one needs to design care-
fully the database and its API so the task is not
trivial but also understandable and easy-to-use for
researchers.

2.3 Chat – aka Open-ended Dialogue
We define chat as an open-ended dia-
logue (Rodrı́guez-Cantelar et al., 2023a) where
the user and the system can talk about any topic.
The role of the system is not only to inform the user
but also to be empathetic (Rashkin et al., 2019).
The instruction-tuned large language models (Wang
et al., 2022; Chia et al., 2023) with human feed-
back (Ouyang et al., 2022; Touvron et al., 2023)
improved on one side following dynamical (open-
ended) users’ goals. On the other side, equally
important was training with human feedback to
avoid toxic responses (Ouyang et al., 2022) and to
be empathetic (Rashkin et al., 2019).

2.4 Synthesized Speech in Isolated Prompts
and Dialogue

Speech synthesis research (Josef Psutka et al., 2006;
Taylor, 2009) has recently focused mainly on so-
called parametric models (Zen et al., 2009; Shen
et al., 2018). Since 2016, neural models dominate
parametric synthesis and have outperformed all
other approaches to speech synthesis in terms of
the naturalness of synthesized speech. Currently,
the best quality read synthesis is represented by
VITS (Kim et al., 2021), Tacotron 2 (Shen et al.,
2021) models, which achieve top rankings on pop-
ular read datasets LJ Speech (Keith Ito and Linda
Johnson, 2017) and VCTK (Veaux, Christophe et al.,



2017).
So far, publications dealing with conversational

speech synthesis are rather scarce. The closest to
conversational synthesis are the following models
that focus on controlling prosody:

• The RyanSpeech dataset (Zandie et al., 2021)
dataset and model were recorded using a sin-
gle high-quality voice. It uses utterances from
dialogues, but it does not contain whole dia-
logues.

• MixerTTS (Tatanov et al., 2021) that includes
language model conditioning and ablation
analysis on the LJ Speech dataset.

• VALL-E (Wang et al., 2023) introduces a lan-
guage modeling approach to TTS, and the
model can be prompted by audio and text.

3 Our Work So Far

In our recent works (Plátek and Dušek, 2023; Plátek
et al., 2023), we have focused on the evaluation of
synthesized speech and responses for chat – open
domain dialogues. The evaluation task are similar
in the sense that up to recently both task solely relied
on human evaluation because of the complexity of
the tasks and, thus hard to define a single objective.
The neural metrics which we investigated are trained
to approximate the human evaluation but have the
following interesting properties: (1) are relatively
robust to new data and systems, (2) are reproducible
and consistent, and (3) fast and cheap.

3.1 Automatically Evaluating Short Speech
Prompts

The work (Plátek and Dušek, 2023) presents the
MooseNet metric, which predicts the Mean Opinion
Score (MOS) from a single utterance of synthesized
speech. We present the MooseNet metric, which
predicts the Mean Opinion Score (MOS) from a
single utterance of synthesized speech. Using MOS
from recruited listeners is a well-established stan-
dard for evaluating text-to-speech (TTS) and voice
conversion (VC) systems (, ITU-T), and MOS pre-
diction metrics (Huang et al., 2022b) are a way to
automate this process. The organizers of the 2022
VoiceMOS Challenge (Huang et al., 2022a) released
a large dataset with MOS annotations for TTS and
VC systems’ outputs (called BVCC), so that MOS
prediction metrics can be trained in a supervised
manner. One of the aims of the VoiceMOS chal-
lenge was investigating the use of self-supervised

learning (SSL) speech models (Baevski et al., 2020;
Babu et al., 2022) finetuned for the MOS prediction
task. Using SSL models requires fewer annotated ut-
terances than training NN models from scratch, but
fine-tuning on a limited number of examples may
lead to overfitting to the audio channel and speech
properties of the training data, hurting performance
on non-matching examples. To investigate this,
the VoiceMOS challenge included two tracks: The
main track with 4,974 training utterances and the
Out-of-Domain (OOD) training set with only 136
utterances, intended to evaluate the applicability of
MOS predictors trained on the main track to a new
domain.

While the VoiceMOS main track data proved to
be large enough for building a robust SSL-based
MOS predictor and SSL-based models are the cur-
rent state of the art on the task (Cooper et al., 2022;
Saeki et al., 2022; Huang et al., 2022b; Tseng et al.,
2022), it is still unclear how many MOS annotated
utterances are really needed for finetuning an SSL
model. By experimenting on both VoiceMOS main
and ODD track datasets, we investigate if pretrain-
ing on a larger dataset is crucial for fine-tuning
the MOS predictor to a new small dataset and how
much data is needed for it. We show in a sim-
ple ablation study that even with 5% training data,
SSL fine-tuning outperforms the previous non-SSL
state-of-the-art LDNet model (Huang et al., 2022b).
In addition, we present an even more effective
low-resource alternative approach to the traditional
finetuning paradigm of SSL models by refram-
ing the MOS-prediction regression as classification
and introducing Probabilistic Linear Discriminative
Analysis (PLDA). In contrast to previous systems,
PLDA performs very well even for a few hundred
annotated utterances. Furthermore, its projections
are computed very fast on a single CPU and thus re-
quire minimal resources for training and inference.
Importantly, PLDA can be easily combined with
existing neural network models.

Our contributions are the following:
(1) We introduce a new SSL-based neural net-

work MOS prediction model, dubbed MooseNet,
which is based on models of Cooper et al. (Cooper
et al., 2022) and Saeki et al. (Saeki et al., 2022)
and further improves model training, optimizing
hyperparameters and introducing multi-task learn-
ing. The MooseNet neural network reaches near
state-of-the-art performance on the VoiceMOS data.
See the architecture in Figure 3.
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(2) We introduce PLDA as a convenient method
for adapting pre-trained models to downstream
tasks. We demonstrate the use of PLDA on several
variants of SSL models (Baevski et al., 2020; Babu
et al., 2022). See Figure 2.

(3) In ablation studies on VoiceMOS data, we
investigate the performance of PLDA and several
strong neural baselines based on the amount of
available data. We show that PLDA consistently
improves SSL models, matching state-of-the-art on
VoiceMOS. Models without finetuning to the MOS
prediction task as well as specifically fine-tuned
models, benefit from using PLDA.

(4) Our best results of 0.929+-0.005 Spearman
Correlation Coefficient for the main track and
0.956+0.011 for the Out-of-Domain track are com-
petitive with SOTA models.
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Figure 3: MooseNet architecture is based on pre-trained
SSL models. Frame-level embeddings are transformed
to utterance level by global pooling. FF layers and final
projections are the only parameters trained from scratch.

Towards Evaluating Speech in Dialogue
Despite our belief that models similar to
works (Tatanov et al., 2021; Wang et al., 2023)
are capable of modeling dialogue context well and
thus produce matching prosody, we are unaware
of any work with the notable exception of (Zandie
et al., 2021), which evaluates the convenience of
prosody and dialogue context.

3.2 Three Ways of Using Large Language
Models to Evaluate Chat

Our work (Plátek et al., 2023) describes the sys-
tems submitted by team6 for ChatEval, the DSTC
11 Track 4 competition aimed at evaluating open-
domain chat.2 We participated in Task 2, which
focuses on evaluating multiple criteria on the level
of individual dialogue turns. The task of evalu-
ating responses in a chat is challenging because
it requires an understanding of the interlocutor’s
roles (pragmatics), the conversation’s context, and
the response’s meaning (semantics). See Table 2.
At the same time, the conversations are often un-
grammatical (Rodrı́guez-Cantelar et al., 2023b)
and vary in style (Zhang et al., 2018). The com-
monly used metrics, such as BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005), or
BERTScore (Zhang et al., 2019), are based on
comparison to human references and thus correlate
poorly with human judgments on the turn-level, as
they penalize many correct responses for a given
chat context (Zhao et al., 2017). Previous reference-
less metrics based on neural networks and language
models still do not reach sufficient correlations with
human judgements (Zhang et al., 2020; Lowe et al.,
2017b).

In our work, we followed up on the recent de-
velopment of pretrained Large Language Models
(LLMs) with instruction finetuning (Brown et al.,
2020), which have been found to be capable evalua-
tors in machine translation, summarization as well
as dialogue (Kocmi and Federmann, 2023). There-
fore, we applied LLMs and specific prompting to
elicit ratings for the multiple qualities evaluated in
DSTC11 Track 4 Task 2: appropriateness, content
richness, grammatical correctness, and relevance.
We present three different systems used for our
three submissions, all of which are based on LLMs
and few-shot prompting: (1) We evaluate a straight-
forward approach with manually designed fixed

2Results & task description at chateval.org/dstc11. Our
experimental code is available at github.com/oplatek/chateval-
llm.

https://chateval.org/dstc11
https://github.com/oplatek/chateval-llm
https://github.com/oplatek/chateval-llm
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Figure 4: The architecture of the vector store approach
with LLM. During training, we construct the vector store
from embedded annotated dialogues. At inference time,
the input dialogue is embedded, and most similar exam-
ples from the vector store are retrieved to be included in
the prompt.

prompts for off-the-shelf open LLMs checkpoints.
(2) We train a simple feed-forward regression neural
network (FNN) on top of frozen LLM embeddings
to predict the turn-level metrics scores. (3) We used
the ChatGPT API and few-shot examples retrieved
dynamically from the development set to improve
the prompting performance. As no data annotated
with the target metrics were available for the chal-
lenge, we heuristically mapped existing annotations
from the development set to the target metrics, and
we manually annotated a small rehearsal dataset for
hyperparameter search.

Based on the human annotations released after
the challenge finished, our team6 achieved sec-
ond place thanks to our third method. In an ab-
lation study conducted after the challenge, our
method 3 – dynamically prompted chatGPT with
few-shot examples achieved a Spearman Corre-
lation Coefficient (SCC) for ranking systems of
0.6136. The Llama 2 7B Chat Human-Feedback
trained model (Touvron et al., 2023) – the best open
model we experimented with – achieved system
SCC 0.3914. This approach showed that LLM
prompting is a viable option for prototyping chat
evaluation.

3.3 Lessons Learned from ReproHum Project
and our Experiments

We participated in ReproHum project (Belz et al.,
2023), which aimed at reproducing human eval-
uation in NLP papers. We quickly realized that
errors, misconceptions, and lack of best practices in
human evaluation are prevalent in the field. We see

it as a natural process when exploring new ideas
and methods since the best practices are not yet
established. However, we realize that to develop
a widely used tool for evaluation, one of its core
values should be reproducibility. We also realized
that the more any work is relied upon, the more it is
tested and studied, and the fewer errors and design
flaws it has.

4 Immediate Plans

During our work on chat evaluation, we saw that
hallucinations are a common problem even for chat
data. The second example of chat conversation
in Table 2 shows that the system contradicts even
itself so itors last reply is not well grounded in the
conversation history in this case its first response.
In Section 4.1, we will describe our plan for bench-
marking the factualness of D2T NLG and NLG
for ToD on MultiWOZ, where we have alignment
annotations for the mentioned facts.

4.1 Evaluating Factuality in D2T and in ToD
Responses

Our proposed experiments are straightforward but
stand on several critical observations. We propose
(1) to build a hallucination detection system based
on pretrained LLMs (Touvron et al., 2023; Ouyang
et al., 2022) and (2) benchmark the hallucination
detector on datasets using annotations - alignments
for each factual entity.

Regarding (1), we plan to build the datasets
from the Enriched WebNLG (Castro Ferreira et al.,
2018) and MultiWOZ (Budzianowski et al., 2018)
datasets. Both datasets contain alignments for the
structured input data and the generated text. The
datasets were designed to train factual systems
so they contain minimal factual errors. We will
introduce factual errors by perturbing the structured
input data. Adding facts to input creates omissions
assuming the gold natural language text is kept
intact. Similarly, carefully deleting facts from input
creates hallucinations.

Regarding (2), our first proposal for the halluci-
nation detection system is to use pretrained LLMs,
which are known to be effective in performing
(Ouyang et al., 2022) string operations. We simply
intend to prompt LLMs to do Natural Language
Inference and ask which RDF triples in WebNLG
or which triples representing dialogue state item are
used in corresponding the natural language text. We
would like to explore different adaptation strategies



Dialogue Turns Appr Rich. Gram. Rel

My boss gave me a 10 raise just last month And it was a nice surprise 5 5 5 -
It’s great and he might think you’re doing a great job 5 5 5 5
We have always been very nice He has always been very supportive of me 4 5 5 5
That’s a good thing 4 3 5 4

do you have any pets? 5 4 3 -
I am retired so I love to travel so pets would slow me down 4 4 3 4
I understand that my idea of traveling is a hot hot bubble bath 3 4 2 2
Yes I have dogs and cats I like to take them with me on trips 2 4 2 2

Table 2: Two examples of complete conversations from the DSTC 11 ChatEval challenge set are annotated with
turn-level metrics: appropriateness, content richness, grammatical correctness, and relevance. The context for each
turn are the previous turns (lines) in the conversation. The second conversation at the bottom of the table shows an
inappropriate response in the last turn because the last response contradicts previous responses of the system.

of LLMs for the task, including QLoRa (Dettmers
et al., 2023), or Chain-of-Though prompting (Wei
et al., 2023)

4.2 Comparison of Prosody in Dialogue
Context

We are interested in evaluating synthesized speech
for ToD. We hypothesize that the prosody of syn-
thesized speech is important for every user, and
the users notice the inconvenient use of prosody.
However, non-existing datasets are available for
benchmarking prosody convenience in ToD or read
speech for D2T NLG.

We intend to build a dataset for benchmarking
prosody in ToD. However, we need to verify that
untrained users can notice the difference in prosody.
We plan to use Prolific crowdsourcing service to
perform a human study to verify our hypothesis for
the English SpokenWoz dataset (Si et al., 2023).

Using crowdsource workers is important for sev-
eral reasons:

• We can target native or non-native speakers of
English.

• The knowledge of the task does not bias them.

• The annotation of the task has the potential to
scale for creating a larger dataset beyond this
initial experiment.

The high-level overview of the experiment is as
follows:

1. We manually select 100 conversations from
the SpokenWoz task-oriented dataset recorded
in Wizard-of-Oz style between agent and an
user. We will select them manually based on
our perceived importance of prosody in the
conversation.

2. We will synthesize the system replies from
the conversations using a state-of-the-art
TTS (Wang et al., 2023) system without access
to the dialogue context enforcing uninformed
reading style.

3. We will also convert the original human voice
to the same speaker using (Wang et al., 2023),
obtaining a pair of utterances different only in
prosody.

4. We will randomly replace one or more sys-
tem prompts in the original conversation with
the prepared synthesized speech, randomly
choosing the read or conversational prosody.

5. The annotators will be asked to rate inappro-
priate responses based on the audio.

6. Finally, we will evaluate the overall accuracy
and inter-annotator agreement of the annota-
tors.

5 Long-term Projects

In this section, we present research topics that
require substantial effort.

5.1 Uncertainty Estimates for Trainable
Metrics

During our work on MooseNet (Plátek and Dušek,
2023), we realized that for some utterances, the
model fails catastrophically, and the researcher
would not notice unless she started listening to
recordings. Following the work of (Lakshmi-
narayanan et al., 2017), we attempted to use an
ensemble of models of the same architecture and
use their variance for uncertainty predictions. We
measure the correlation of the uncertainty estimates
with the model’s error rate on utterance level. In our



informal experiments, we benchmarked the perfor-
mance using the Spearman correlation coefficient
and obtained a disappointing performance of 0.2.

We plan to similarly benchmark all our baselines
(plain & conversational TTS, factuality for ToD, and
appropriateness for chat) against several proposed
techniques for uncertainty estimates.

• Deep ensemble based method (Lakshmi-
narayanan et al., 2017).

• Methods based on dropout (Dawalatabad et al.,
2022; Rei et al., 2022b).

• Identifying weaknesses in the evaluation met-
ric model by using the task model influence
to follow the metric (Amrhein and Sennrich,
2022).

An obvious addition is implementing a toy uni-
variate regression and classification example to
study the techniques on well-understood and lim-
ited tasks. We welcome any suggestions for the
uncertainty estimation techniques since we are un-
aware of any silver bullet.

5.2 Time to return to User Simulator
Evaluation for ToD?

The widely used ToD dialogue policy corpus-based
evaluation on existing conversations suffers from
a mismatch between the actual model policy for
the current system actions and the other system’s
actions from the corpus. Such evaluation is also
able to cover a wide range of user behaviors. Fol-
lowing the work of (Lubis et al., 2022), we will call
the problem of evaluating the success of a dialogue
system using corpus-based methods a Context mis-
match.

The work of (Lubis et al., 2022) shows that stan-
dard corpus-based metrics (Nekvinda and Dušek,
2021; Budzianowski et al., 2018) correlate poorly
with human evaluation, but the evaluation using
the user simulator shows a strong correlation with
human judgment on MultiWOZ.3

The work of (Cheng et al., 2022) shows that the
user simulator (US) jointly optimized with dialogue
policy (DP) allowed the model to achieve almost
98% success rate on MultiWOZ 2.0, effectively
training the US to be a cooperative and adapted
user for given dialogue system. The US and dia-
logue model were finetuned using reinforcement

3The absolute value of Fless’ Kappa for the best corpus-
based method Success Match is 0.623 versus 0.991 for the
success measure obtained using ConvLab 2 user simulator.

learning to receive a positive reward when the US
and the dialogue policy model achieved the user’s
goal. The authors consequently concluded that
MultiWOZ 2.0 is too easy a dataset for dialogue
policy evaluation. We respectfully disagree with
this conclusion; human users can hardly optimize
their behavior to a newly deployed dialogue system,
and frequently the user is not cooperative at all.
Such US does not model large variability of hu-
man users, which in reality range from cooperative
to adversarial in one dimension, from talkative to
laser-focused to achieve their user goal, from native
English speakers to hard-to-understand foreigners,
etc. However, we agree that it is useful to show
that the goals in the MultiWOZ dataset are solvable
with current models with the US simulating a user
that cooperates and knows the deployed system.

In sharp contrast, the thorough work of (Liu
et al., 2022) shows that training and evaluating dia-
logue policy (and NLG) systems with multiple user
simulators is beneficial, and there is room for im-
provement even on the simplistic MultiWOZ dataset.
Their ablation study introduces ”Out-of-Domain”
(OOD) evaluation using US not used during train-
ing. The OOD US scored the DP trained with the
single US, and scored the DP with the US used
during training. The OOD evaluation suffers from
3% to 43% degradation, but if the dialogue policy
is trained using multiple simulators, the degrada-
tion is only from 1% to 8%.4 More importantly,
the authors show that multiple-user simulators
correlate well with human evaluation.5

We see the US evaluation as a principal way
how to evaluate ToD system. However, we see the
following problems with using the user simulator
to evaluate dialogue policy and NLG models.

• Up until recently, the user simulators were
time-consuming to develop.

• The currently available user simulators are
costly to train and run at inference.

• The user simulators are not controllable and
can not be used to evaluate the dialogue policy
on a specific user type or specific problems.

• The evaluation is not directly comparable for
any two dialogue policy models on individual
conversations. It is unclear how to compare

4For details, see Table 2.
5See the Avg. column in Table 2 and the human evaluation

of Table 3.



two dialogue histories turn by turn even for
the same user goal, except for the final success
rate metrics.

We propose to solve the following by

• Using pretrained decoder-only models simular
to (Cheng et al., 2022) to build a user simulator.

• Leveraging Parameter Efficient Training using
QLoRa (Dettmers et al., 2023) to train mul-
tiple diverse user simulators, which can run
in inference mode with minimal overhead to a
single model.

• Diversifying the user simulators by focusing
on a particular style, dataset, etc. We plan to
explore combining the properties using tech-
niques such as Elastic Weight Removal (Da-
heim et al., 2023).

Comparing multiple dialogue policies models
and always strictly compare the models on dis-
covered errors. On which conversations is the
model strictly better? Is the model A better
than the model B for the given goal? Which
conversations are hard for the dialogue policy
models? The questions were partially inspired by
the Chatbot Arena (Zheng et al., 2023) and (Liu
et al., 2022), which used multiple user simulators.
We propose to evaluate multiple dialogue policy
models 𝐷𝑃𝑖; 𝑖 ∈ 1, ..., 𝑀 using multiple user sim-
ulators 𝑈𝑆 𝑗 ∈ 1, ..., 𝑆. We assume that we will
evaluate the dialogue success rate 𝑆𝑅 on the Mul-
tiWOZ dataset for simplicity. We will have a set
of goals compatible with all the user simulators
𝐺𝑖 ∈ 1, ..., 𝐺. For each pair of (𝐷𝑃𝑖 ,𝑈𝑆 𝑗), we
will jointly finetune the user simulator for the given
dialogue policy model to optimize 𝑆𝑅 using rein-
forcement learning to have the cooperative user
simulator that has the highest chance to achieve the
perfect 𝑆𝑅 similarly too (Cheng et al., 2022). We
categorize the goals into the following categories
based on the 𝑆𝑅 scores:

• For the 𝐺𝑒𝑎𝑠𝑦 easy goals, every evalu-
ated model and user simulator combination
achieved a perfect success rate.

• For the 𝐺𝑟𝑒𝑎𝑐ℎ reachable goals, the 𝐷𝑃 mod-
els were able to achieve perfect 𝑆𝑅 only with
the cooperatively-finetuned user simulators.
We plan to finetune each user simulator ac-
cording to one interpretable property 𝐼𝑃. We

say the 𝐼𝑃 property helps to achieve the 𝑆𝑅

measure if cooperatively-finetuned user sim-
ulator was first finetuned to 𝐼𝑃 and then to
𝑆𝑅.

We suggest collecting the failure conversations
that do not achieve perfect 𝑆𝑅 as 𝐷𝑃𝑖 was convers-
ing with𝑈𝑆 𝑗 , and we introduce the task of dialogue
continuation. Our motivation is two-fold. First,
we want to focus on hard conversations; second,
we want to compare the dialogue policy models
on the same conversation histories. Assuming a
finished conversation 𝐶 of length 𝑙𝑒𝑛𝐶 we will
iteratively remove the last turns and run the same
𝑈𝑆 𝑗 simulator with different models. If the original
model 𝐷𝑃𝑖 cannot finish any conversation history
of length 𝑙𝑒𝑛𝐶 − 𝑘 for 𝑘 ∈ 1, ..., 𝐻𝑎𝑟𝑑 − 𝐿𝑎𝑠𝑡 over
multiple randomized runs with the𝑈𝑆 𝑗 , we say that
the model 𝐷𝑃𝑖 cannot solve the last 𝐻𝑎𝑟𝑑 − 𝐿𝑎𝑠𝑡

turns for given conversation 𝐶. Alternative model
𝐷𝑃𝑏𝑒𝑡𝑡𝑒𝑟 is considered strictly better if it achieves
perfect 𝑆𝑅 by continuing from a longer conversation
history of length 𝑙𝑒𝑛𝐶−𝑒𝑝𝑠; 𝑒𝑝𝑠 < 𝐻𝑎𝑟𝑑−𝐿𝑎𝑠𝑡.6

The proposed approach combines the corpus-
based approach and the user simulator approach.
We plan to evaluate if the proposed approach can
identify hard examples from existing validation
and tests on MultiWOZ and if it is able to pinpoint
problematic dialog histories or even user and system
actions. Finally, we will evaluate if it correlates
well with human judgment.

6 Conclusion

Our thesis proposal described current challenges
in the evaluation of NLG and Synthesized Speech
in task-oriented dialogue. We motivated and stated
our goals, presented our first experiments and pro-
posed future work. Our main focus lies in automatic
neural metrics for NLG and TTS systems that tend
to correlate much better with human judgment than
previous metrics. However, neural metrics bring
their own problems; e.g., the lack of interpretabil-
ity and the need to maintain the trained model in
addition to software may complicate reproducibil-
ity. We are especially interested in improving the
confidence estimation of the neural metrics and im-
proving the metrics performance on utterance/turn
level.

6Epsilon is
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