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Abstract

The explosion of textual data on the In-
ternet over the past few years turns open-
domain Question Answering into a scien-
tifically challenging and commercially ap-
pealing research area.

In this thesis proposal, I explain my both
completed and on-going experiments with
a hybrid deep neural system for answer-
ing open-domain questions. This system
supplements knowledge graphs with the
free-texts searching techniques to address
sparsity issues in knowledge graphs. It is
designed to answer both factoid and non-
factoid questions.

After an introduction and a review of the
subject matter, I explain the architecture
of the system and its components. Then
I explain the implemented parts, which
yielded state-of-the-art results on a factoid
Question Answering test dataset. Finally,
I elaborate on other components which are
planned to be implemented in the near fu-
ture.

Introduction

Question Answering (hereinafter, QA) as a com-
mercially appealing and scientifically challeng-
ing research area has fascinated many engineers
and scientists from the earliest days of artifi-
cial intelligence in the 60’s. QA has been
even suggested to replace Turing test as a mea-
sure of intelligence (Clark and Etzioni, 2016). It
has gained a worldwide fame since IBM Wat-
son (Ferrucci et al., 2010) beat two lifelong cham-
pions of Jeopardy quiz show in 2011 with a large
margin.

Although many big strides have been made in
recent years in this field, QA is still far from be-

ing solved. Until recently with some few excep-
tions (e.g. IBM Watson), QA was mainly limited
to some expert systems in limited domains such as
air traffic information systems.

Nowadays however, with current huge interest
in information access, open-domain QA systems
have attracted much more attention. The emer-
gence of huge data repositories, textual data bases,
knowledge graphs, various social networks, and
generally the Internet in addition to the introduc-
tion of some advanced learning techniques such as
Deep Neural Networks(DNN) have opened up an
excellent opportunity for developing open-domain
QA systems. These systems have posed a chal-
lenge and an opportunity in the field at the same
time.

They are challenging because inferring the an-
swer of a question among so much data is not a
trivial task. They also offer an opportunity, be-
cause they pave the way for developing a wide
array of useful applications such as dialogue sys-
tems, tutoring systems, scientist’s assistants, etc.

In recent years, open-domain QA sys-
tems succeeded to make use of knowl-
edge  graphs efficiently and  success-
fully (Aghaebrahimian and Jur¢icek, 2016b,

Berant et al., 2013b, Bordes et al., 2015).

Knowledge graphs (e.g. Freebase
(Bollacker et al., 2007)) are big ontologies of
concepts and their relations. They are clean,
efficient and scalable data structures for entity
detection and relation extraction. However, they
are sparse and they lack many entities and proper-
ties !. It is because new concepts and properties
are always being evolved and any newly compiled
knowledge graph today, irrespective of how much
comprehensive it is, will be obsolete after passing
some relatively short time.

! An entity is a well-known thing, place or person. A prop-
erty is an attribute which is defined over an entity.



Moreover, knowledge graphs are only able to
provide answer for factoid questions. Factoid
questions are those questions which asks about
an entity. In contrast, non-factoid questions are
mostly seeking for a non-entity answer such as a
definition or any span of consecutive words.

Free-texts or non-factoid QA
(Rajpurkar et al., 2016) is a rather new chal-
lenge in open-domain QA in which the questions
are mostly non-factoid. Compared to factoid QA
systems based on knowledge graphs, non-factoid
QA is much more computationally demanding.

In order to make up for missing facts in knowl-
edge graphs for answering factoid questions and
answering non-factoid questions at the same time,
I would like to develop a hybrid system which ex-
tracts answers from free texts and a knowledge
graph simultaneously.

The extracted answer from free-texts module
and the one from knowledge graph module both
are analyzed for their confidence levels and the
one with the highest confidence will be selected
as the final answer.

My already implemented factoid sys-
tems (Aghaebrahimian and Jur¢icek, 2016b,
Aghaebrahimian and Jurcicek, 2016a) are able to
produce state-of-the-art results and my work on a
non-factoid system is progressing. I am optimistic
that the integration of these two subsystems as a
unified system could partially solve the challenge
of open-domain QA.

In the rest of this text, in order to put my pro-
posal in a proper context, I give a review on other
similar systems in Section 1. Then, I elaborate on
the notion of open-domain QA, its challenges and
the way I try to address them in Section 2. Finally,
I explain my both completed and ongoing experi-
ments in Section 3 before I conclude in Section 4.

1 Related work

Natural Language Interface to Database (NLIDB)
and Machine Comprehension (MC) systems are
two main areas of research which have largely
contributed to the development of QA systems. In
an attempt to place my QA system detailed in Sec-
tion 2 in a proper context, I will explain 1) NLIDB
systems, 2) cloze-type QA, 3) non-factoid and, fi-
nally 4) factoid QA systems. >

There are other types of systems such as QA for solving
mathematical problems (Liguda and Pfeiffer, 2011) or QA

Then, I will have a review on some common
methods for QA in subsection 1.1 and finally, I
will elaborate on common architectures of QA
systems in subsection 1.2.

NLIDB was the earliest instance of
domain-dependent QA  systems. Base-
ball (Green et al., 1961) and Lunar (Woods, 1973)
were among the first NLIDB systems.

Baseball was designed to answer questions
about American baseball league and Lunar was
a scientist’s assistant which was able to answer
questions about geology. They were intended to
help people communicate with databases in a nat-
ural language. They used sophisticated language
knowledge to translate users’ questions into a stan-
dard database query. Although the syntactic pars-
ing capacity of these systems was very limited,
they were able to answer complex questions.

NLIDB systems did not flourish much in the
80s. One major reason for this decline was the
complexity of the natural language which was
used in these systems. Basically, their inter-
face language was not much simpler than the
database query language itself. According to
(Androutsopoulos et al., 1995), they even dimin-
ished almost entirely in the 90s 3. However, af-
ter the 90s, the advent of efficient semantic pars-
ing approaches and the possibility of using natural
language without any restriction helped to revive
QA in some limited-domain applications such as
geographical or public transportation QA systems.
ARPA-sponsored project, ATIS in air traffic do-
main and many other projects in restaurant domain
flourished in that time.

Compared to NLIDB systems, use of QA
as a measure of MC (Kadlec et al., 2016,
Hermann et al., 2015) is rather a new research
area. The main goal of these systems is to make
a machine read a text and then answer some
multiple-answer (cloze-type) questions.

The first study in statistical MC dates back
to (Hirschman et al., 1999) who devised the first
data-driven approach for QA on a small dataset.
The dataset included 600 elementary-school-level
reading comprehension questions. Long before
that, in the 60s, Philips A.V. developed Rou-
tine (Phillips, 1960) as the first rule-based open-

for answering questions which require complex reasoning
(Khashabi et al., 2016) as well. However, these systems are
not in the focus of this work.

3The reasons for the decline of NLIDB systems are elab-
orated in (Copestake and Sparck-Jones., 1989)



domain QA system for comprehension tests.

Routine is able to read a text and to answer sim-
ple reading comprehension questions. The system
categorizes the tokens in a text into subject, object,
verb, place and time expressions. Then, it analyzes
each question based on the training data to decide
what expression is the best match for it.

(Yang et al., 1999) used QA for MC in an open-
domain context as well. In his approach, in
the first step, the best sentence which possibly
contains the answer to a given question is de-
tected. Then, the actual answer can be ex-
tracted from this sentence using factor graph on
multiple sentence (Sun et al., 2013), dependency
trees (Shen and Klakow, 2006), or bootstrapping
surface patterns (Ravichandran and Hovy, 2002).

The level of understanding in cloze-type ques-
tions is variable depending on the type of missing
elements. The missing elements in these systems
can be a simple word or a phrase or even a whole
sentence. The possibility of using different types
of missing elements makes different levels of dif-
ficulty in these systems (Hill et al., 2015). For in-
stance, due to cohesion inherent in natural texts,
finding prepositions is usually easy, while looking
for named entities is more difficult.

Cloze-type QA provides a dependable measure
for MC. However, in QA systems for other pur-
poses like in dialogue systems or scientist’s as-
sistants, the answers are not known in advance.
It is assumed that they are available somewhere
on the Internet. Free-texts searching is a reason-
able approach for these systems. In contrast to
cloze-type questions, in free-texts or non-factoid
QA systems (Rajpurkar et al., 2016), the answers,
their boundaries and their types (e.g. proper noun,
adjective, noun phrase, etc.) are not known in ad-
vance which makes this type of QA more chal-
lenging.

The last group of QA systems in my review are
factoid or simple QA systems (Bordes et al., 2015,
Aghaebrahimian and Jurcicek, 2016b,
Aghaebrahimian and Jurcéicek, 2016a). Sim-
ple QA is a factual retrieval technique which
attempts to find an answer entity in a knowledge
graph. Simple in this context does not mean
that it is a simple task. It refers to the fact that
answering these questions requires knowing just
one property and one entity. Although the systems
in this category scale well to big knowledge
graphs (e.g. Freebase (Bollacker et al., 2007)),

they suffer from sparsity which makes them
unable to answer some questions.

1.1 Methods of Question Answering

All possible QA methods can be roughly catego-
rized into three broad categories; Semantic Pars-
ing (SP), Information Retrieval (IR)/Information
Extraction (IE) and most recently, end-to-end
Neural Networks(NN).

In QA systems based on SP
(Clarke et al., 2010, Kwiatkowski et al., 2010,
Wong and Mooney, 2007,

Zettlemoyer and Collins, 2005,

Zelle and Mooney, 1996) natural language
utterances are translated into a logical rep-
resentation of their meaning in a knowledge
representation language like lambda calculus ex-
pressions (Carpenter, 1997), lambda-Dependency
Compositional Semantics (Liang, 2013), robot
controller language (Matuszek et al., 2012), etc.
In this approach, a common procedure is to
over-generate possible meaning representation
candidates out of a limited number of predefined
entities and properties (i.e. the lexicon). Then,
these meaning representations are rated using
different possible machine learning methods *.
Eventually, the highest rated meaning representa-
tion is queried against a relevant database to fetch
the answer.

The domain of available entities and properties
in the lexicon of these systems is usually limited
and small. This limitation makes it difficult for
them to scale well to open-domain or even to a
large ontology. Using big knowledge graphs like
Freebase (Bollacker et al., 2007) or Wikipedia
has been shown beneficial (Berant et al., 2013a,
Cai and Yates, 2013,  Kwiatkowski et al., 2013,
Berant and Liang, 2014, Bordes et al., 2015,
Aghaebrahimian and Jurcicek, 2016b,
Aghaebrahimian and Jurcicek, 2016a) for ex-
panding the scope of language understanding in
such cases.

Like ontologies, knowledge graphs 3 are knowl-
edge bases of entities and their relationships. Big
knowledge graphs usually cover tens of domains
and contains millions of entities ©. The data in a

“Please see (Aghaebrahimian and Jurcicek, 2015) for a
review on machine learning approaches for semantic parsing

> Although the structure which is mentioned here is gen-
erally valid for all knowledge graphs, it is described in the
context of Freebase (Bollacker et al., 2007) which is used as

the knowledge graph in this project.
®Freebase has more than 80 domains and 50 million enti-
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Figure 1: Freebase graph structure

knowledge graph is arranged in a specific struc-
ture called assertion. An assertion ’ is a small
labeled, directed graph structure in which a sub-
ject entity is connected to an object entity. The
connection is made by an edge which is labeled
by an attribute about the subject. For instance, in
Figure 1, “m/02cft” as the subject is connected to
“m/5ghi” as the object. The connection is made by
“time_zones” property.

Subjects and objects in assertions have some at-
tributes among which “ID, MID, name, type”, and
“expected type” are the most important ones.

Each entity in the graph has one unique
“ID” which is a human-readable code and one
unique “MID” which is a machine readable code.
“name” is a surface form and is usually a literal in
form of raw text, date or a numerical value. Each
edge (a.k.a property) has zero or at most one ex-
pected type and each entity has a set of “rypes”.
For instance, “time_zone” is the expected type
of “/time_zones” while “/film/film/produced_by”
has no expected type.

The problem with QA systems based on knowl-
edge graph is that their data in the best case, is lim-
ited to their knowledge graph beyond which, they
are not able to recognize any new entity or prop-
erty. Besides, in the best case, they are only able
to answer factoid questions. Hence, in order to
be used in open-domain QA systems, knowledge
graphs should have the capacity of expansion in
some ways.

Vast amount of works are devoted to knowledge
graph expansion by adding new information which

ties

"Please see the dotted line in Figure 1

8Properties are in abbreviated form to save space.
For instance, the full form for this property is “loca-
tion/location/time_zones”

are extracted by parsing external textual cor-
pora (Suchanek et al., 2007, Socher et al., 2013,
Fader et al., 2011, Snow et al., 2005). However,
arbitrarily adding data to knowledge graphs does
not guarantee an effective data expansion proce-
dure and it does not scale well through time. A
more efficient and scalable way for knowledge
graph expansion is to resort to an unlimited source
of information like the Internet.

Use of knowledge graphs is common in
IR/IE based systems as well. In contrast
to SP-based QA systems, IR/IE-based sys-
tems (Yao and Durme, 2014, Bordes et al., 2015)
directly retrieve or extract the answer from
a database wusing different statistical meth-
ods. These methods range from simple
techniques like Point-wise Mutual Infor-
mation(PMI) (Church and Hanks, 1989) to
more complex ones like deep neural net-
works (Aghaebrahimian and Jurcicek, 2016a,
Dai et al., 2016).

Beside SP and IR/IE based systems, there are
some other less-popular varieties like entailment-
based systems (Bentivogli et al., 2008) or ensem-
ble models (Clark et al., 2016) which are mostly
proposed for domain-dependent QA systems.

In entailment approach, the system assumes that
the entailment “question+answer” is available in
the corpus and tries to detect the answer by finding
the corresponding entailment. In ensemble mod-
els, an array of solvers each with specific inference
algorithm is utilized to infer the answer. These al-
gorithms may range from statistical IR to rule-base
or constraint optimization solutions.

Constraint optimization is another active

research area in QA in both SP and IE
approaches. Constraint optimization us-
ing Integer Linear Programming (ILP) has
been demonstrated being useful and effec-
tive in several NLP tasks (Chang etal., 2012,
Srikumar and Roth, 2011,
Goldwasser and Roth, 2011, Chang et al., 2010,
Roth and Yih, 2004).  Especially, it has been
reported to obtain state-of-the-art results for
answering questions which require complex
scientific reasoning (Khashabi et al., 2016).

Constraints are essentially Boolean inequalities
which are defined based on some prior linguis-
tic information (e.g. types of entities or proper-
ties). Prior information about linguistic structures
plays a crucial role in structure prediction spe-



cially, where there is not enough annotated train-
ing data or when models are too simple to detect
long dependencies (Chang et al., 2012).

The last common method of QA is end-
to-end neural network (NN) systems. QA in
the context of NN is addressed mostly as a
sequences prediction or classification/ranking
problem. Different architectures in neural
networks showed state-of-the-art performance
in QA. They include but not limited to neu-
ral tensor networks (Socher etal., 2013), re-
cursive neural networks (Iyyer et al., 2014),
convolution neural networks (Yin et al., 2015,
Dong et al., 2015, Yihetal., 2014), attention
models (Hermann et al., 2015, Yin et al., 2015,
Santos et al., 2014) and memory net-
works (Graves et al., 2014, Weston et al., 2015,
Kumar et al., 2016, Sukhbaatar et al., 2015).

There are some reasons why use of DNNs at-
tracted so much attention these days. First, a long-
term goal of QA systems is to build general dia-
logue systems (Weston et al., 2016) and recently,
end-to-end DNNs have shown great performance
in dialogue systems. Second, the use of DNNs
in QA helps to get rid of many cumbersome in-
termediate processes such as feature engineering
at least in end-to-end systems. Finally, DNNs re-
duce the need for domain specific knowledge and
makes domain adaptation easier.

1.2 Architectures of QA systems

A typical QA system includes some core and some
peripheral subsystems. There are three core sub-
systems which can be recognized both in sequen-
tial pipelines (Turmo et al., 2009) and end-to-end
architectures. They are question processing, pas-
sage processing and answer ranker components.
Some QA systems may use other peripheral com-
ponents or may join these components into a sin-
gle one. In the following subsections, I explain
core and some peripheral components of a typical
QA system.

Question Processing. Each question entails an
explicit or implicit intention and contains possibly
one or more entities. Recognizing these intentions
and entities (i.e. question understanding) is the job
of question processing component.

In factoid QA systems, this component recog-
nizes one property and one entity. In non-factoid
QA systems, it extracts the intentions and their
binded phrases and entities. For instance, in the

question “what decision did NFL owners make on
May 21, 2013?77, a question processing compo-
nent realizes “decision_made” as the intention and
“NFL owners” and “May 21, 2013” as the entity
and the time phrase which are binded to this inten-
tion.

In SP approach, Question processing compo-
nent treats each question as a combination of argu-
ments and predicates (Berant et al., 2013b). These
combinations are trained using a machine learning
technique to assign the highest rank to the combi-
nation which returns the correct answer.

In IR/IE approach, each question is pro-
cessed either as a bag of words or as a
low dimensional vector which is used to train
a classifier to estimate a distribution over
some predefined intentions given each ques-
tion (Aghaebrahimian and Jurcicek, 2016a).

Passage Retrieval. Using the extracted key
words, syntactic structures (e.g. dependency or
constituency trees) or statistical models from a
question processing component, a passage re-
trieval component obtains a document or a short
passage like a paragraph which hopefully contains
the answer. These passages can be obtained from
a specific repository like Wikipedia articles or di-
rectly from the Internet. Passage retrieval is usu-
ally done using a local IR engine or a commercial
search engine.

Although an accurate passage retrieval compo-
nent reduces the computational complexity and
answer space for the next component (i.e. An-
swer ranker), sometimes finding a passage which
contains a desired answer is as hard as find-
ing the answer itself. So, some systems elimi-
nate the need for passage ranker component from
the QA pipeline by providing the correct pas-
sages (Rajpurkar et al., 2016).

Answer Ranker. An Answer ranker compo-
nent ranks the answers based on their relevance,
accuracy, etc. and returns the highest or n-highest
ones.

In factoid QA systems, the candidate answers
are usually a named entity, a noun or a verb
(Sun et al., 2005). In non-factoid QA, the con-
stituents (e.g. noun phrases, adjective phrases,
etc.) make majority of the answers. The rest of
the answers are non-constituents or any arbitrary
string of consecutive tokens and it makes the task
of answer ranking much more difficult.

Symbolic and statistical techniques are the



two broad approaches for Answer ranking mod-
ules. A symbolic (or linguistic) approach as-
sumes having access to rules, patters or other
possible linguistic measures like similarity to de-
termine whether a token or a series of tokens
is the answer of a question. Similarity can be
defined in terms of lexical (e.g. edit distance)
(Aghaebrahimian and Jurcicek, 2016b) or syntac-
tic measures (Moschitti and Quarteroni, 2010).

A statistical approach, in contrast, does not as-
sume having access to such patterns. Instead, it
has access to large quantities of data out of which
it tries to derive some useful patterns. A com-
mon approach in statistical approaches is to check
how probable is for an answer phrase to come
with a questions phrase (Dumais et al., 2002,
Lin and Katz, 2003).

Question processing and answer ranking
can be both benefited through typing infor-
mation. Typing systems may use named
entity types (Wuetal., 2005), typing sys-
tem of an ontology (Hovy et al., 2001),
or available types in a knowledge graph
(Aghaebrahimian and Jurcicek, 2016b,
Aghaebrahimian and Jurcicek, 2016a). Type
enforcement is done through hand-crafted
lexical rules (Prager et al., 2000), syntactic
rules (Magnini et al., 2002) or machine learning
classifiers (Punyakanok et al., 2004).

Question processing, Passage processing and
Answer ranker components are almost always de-
tectable in all QA systems. They constitute the
basic components of a QA system. In addition to
them, it is possible to see QA systems with some
extended capabilities like the ones which follow:

Question Analyzer. A Question analyzer
component comes before a Question process-
ing component. It extracts temporal and spa-
cial information and binds them to the answers
in the list of its Answer ranker component for
retrieving finer answers (Kalyanpur et al., 2011,
Hartrumpf et al., 2009). For instance, in the ques-
tion “what decision did NFL make on May 21,
20137, the answer analyzer extracts “May 21,
2013” and helps the Answer ranker component to
increase the score of the candidate answers which
are relevant to this date.

Answer Selector. Each QA system is only
able to answer a specific type of questions.
A system which performs perfectly for IE-
type questions performs treble for reasoning-

type ones due to the fact that the answers of
reasoning-type questions are not explicitly men-
tioned in a corpus. Therefore, ensemble mod-
els (Ko etal., 2007, Mendes and Coheur, 2011,
Clark et al., 2016) which include a stack of QA
systems with different architectures often outper-
form each of the included systems individually. In
these systems, each model generates an answer
and the final answer is chosen by an answer se-
lector module which may use different possible
approaches like ordering by likelihood, classifica-
tion, etc.

Answer Validator. Providing answers with
high precision is a critical task in some QA sys-
tems (Khani et al., 2016). In these systems, the
answer validation component plays a crucial role.
It is possible to validate answers using statistical
or linguistic measures. In entailment checking as
a statistical measure, an answer is validated by
comparing it with its question to see if the for-
mer entails the latter (Wang and Neumann, 2007).
Linguistic measures do the same job by reasoning
over sentences which are generated out of a ques-
tion and its answer using syntax rewriting rules
(Bouma et al., 2005)

2 Hybrid Open-domain QA

In a broad perspective, QA systems fall into
domain-dependent and domain-independent sys-
tems.

In domain-dependent systems, the questions are
limited to a specific domain like health care. In
these systems, the entities (e.g. different drugs,
diseases, products, etc.) and properties (e.g.
symptoms, side effects, etc.) are limited and al-
ready defined.

A domain-independent QA system in contrast,
recognizes non-deterministic number of entities
and properties. It requires having access to a big
source of information. Some knowledge graphs
are big enough to accommodate millions of enti-
ties and thousand of properties. However they are
not dynamic hence, can not recognize new enti-
ties and they can not answer non-factoid questions.
The web, on the other hand, is a dynamic source
of information. However, compared to knowledge
graph-based models, web-based QA models usu-
ally require much more computational power.

By hybrid open-domain system, I mean a uni-
fied system which is composed of a knowledge
graph and a web-based QA models. Integrating



these two technologies in a system makes up for
the deficiencies of each and makes the final per-
formance superior to the one of each.

Big knowledge graphs contain enormous
amounts of human knowledge. However, they
suffer from sparsity.  For instance, consider
“parenthood” as a typical property in a typical
knowledge graph like Freebase. One can query
“Barack Obama” for his parents, however query-
ing “Brad Pitt” for his parents returns no answer.
Because “Brad Pitt” node in Freebase graph has
no value for “parenthood” property.

In an open-domain system, new entities and
properties are evolved continuously. Therefore,
the system should be able to get new knowledge
steadily. This process should be done automati-
cally and without any human intervention. One
feasible solution for this problem is to use the web
and a big knowledge graph to support each other
in a hybrid system.

In the rest of this section, I enumerate three cat-
egories of the questions that my hybrid system is
designed to answer. Then, I explain the type of
reasoning required to answer each category. Fi-
nally, I explain the architecture of my proposed
system.

The following passage is used as a reference
passage for all the following questions.

"On May 21, 2013, NFL owners at their spring
meetings in Boston voted and awarded the game to
Levi’s Stadium. Troy Vincent, the NFL vice Presi-
dent then went to have a meeting with the author-
ities of the stadium.

My proposed system is designed to answer
these three categories of questions.

1. Factoid questions with available answers in a
knowledge graph:

Factoid questions are answered using one
property and one entity.

Question: Who is the vice president of NFL?

Entity: NFL

Property: Vice President

Answer: Troy Vincent

Reasoning: knowledge graph types

and lexical distance

2. Factoid questions with non-available answers
in a knowledge graph:

Like the questions in previous group, the an-
swers to these questions are an entity. How-

Answer Ranker

P

Answer

Knowledge
Graph Engine

Free-Texts
Engine

Answer

o= :

Question

Entity Recognition

Property Detection

Figure 2: General system architecture

ever, due to sparsity, their answers are not
available in a knowledge graph.

Question: Who did award
the  games to  Levi’s Stadium?
Property: game_awarded_by

Entity: Levi’s Stadium

Answer: NFL owners

Reasoning: constituency, dependency

and neural

3. Non-factoid questions with available answers
in free texts:

Unlike the questions in two previous groups,
the answers to these questions are a def-
inition, description or generally a span of
consecutive words. These questions are an-
swered using free-texts search techniques.

Question: What decision did NFL
owners make On May 21, 2013?
Answer: Awarded the game to
Levi’s Stadium
Reasoning: Neural
The components required for answer-
ing the first category of  questions
are already implemented and tested

in (Aghaebrahimian and Jurcicek, 2016b,
Aghaebrahimian and Jurcicek, 2016a). The
components required for answering other two
categories of questions are to be implemented in
the near future. All these components are depicted
in Figure 2.

The dotted-line components in Figure 2 are for
doing pre-processing tasks for which available off-
the-shelf toolkits are used. They include:



* Preprocessing component which contains a
syntactic parser and an embedding mod-
ule. The syntactic parser generates con-
stituency and dependency parse trees and rec-
ognizes named entities for the system. Stan-
ford Core NLP toolkit is used in this mod-
ule. It also uses NLTK toolkit to perform
some preprocessing and normalization tasks
like tokenization, removing stop words, re-
moving punctuation, etc. The embedding
module is implemented in three ways; as a
look up table which is trained using avail-
able training data, as a pre-trained model us-
ing Word2Vec (Mikolov et al., 2013) toolkit
and as a pre-trained model using Glove vec-
tors (Pennington et al., 2014).

* Free texts component which is a cor-
pus of Wikipedia articles included in
SQuAD (Rajpurkar et al., 2016) dataset.

* Knowledge graph which is a copy of Free-
base (Bollacker et al., 2007) loaded into Vir-
tuoso engine.

The right-angle rectangles in Figure 2 are com-
ponents of the knowledge graph engine in my sys-
tem. They are already implemented and yielded
state-of-the-art results on a QA dataset. They in-
clude:

* Property detection component which returns
a distribution over the system’s properties
given each question.

* Entity recognition component which selects
the best matching entity given each question.

The round rectangles in Figure 2 are compo-
nents of the free-texts engine in my system. They
are on-going projects and will be implemented in
the near future. They include:

* Sentence selection component which selects
the best possible answer sentence given a
question.

* Answer selection component which selects
the shortest best answer from the best se-
lected sentence.

* Answer ranker component which ranks the
answers of the knowledge graph and free-
texts engines.

In the rest of this section, I explain the knowl-
edge graph and the free-texts engines in detail.

2.1 Knowledge Graph Engine

The knowledge graph engine is optimized to an-
swer factoid questions (i.e. questions in the first
category). It makes use of two components; prop-
erty detection and entity recognition (Section 3.2).

The property detection component uses dif-
ferent models to estimate a distribution over its
knowledge graph properties given each question.
It generates a list of n-best properties for each
question.

Given a list of n-best property and a question,
the entity recognition component reasons over all
possible entities available in the question to se-
lect the best one. The reasoning process is two
folded; reasoning over the types of the entities °
and reasoning over the similarity between knowl-
edge graph entities and question entities. It com-
putes a score for each possible combination of n-
best properties and entities in the question and re-
turns the highest scored combination as the best
answer.

2.2 Free-Texts Engine

The free-texts engine is planned to be imple-
mented in the near future. It answers non-factoid
questions (category two and three of the questions
explained above). It includes two main compo-
nents; sentence selection and answer selection.

Sentence Selection. Since the search space in a
paragraph for searching for a span of words as an
answer is too huge, in the first step, the sentence
selection component selects a sentence which con-
tains the answer and limits the search space to the
spans available in it.

In some applications, we are interested not only
in the answer but also in the evidence based on
which the question is answered. The best sentence
selected by this component is also used as an evi-
dence to support the extracted answer.

Answer Selection. Given a question and its
best selected sentence by the sentence selection
component, the job of the answer selection com-
ponent is to extract the best shortest span of con-
secutive words as the final answer.

Answer Ranker. The answer extracted from
the free-texts engine in addition to the answer cho-
sen by the knowledge graph engine accompanied

For more about knowledge graph typing system please
refer to Fig.1 and the following description.



with their features (scores, types, etc) are fed into
a simple classifier which probabilistically decides
which one is the correct answer. This is done in an
overall system optimization phase when two sub-
systems perform successfully enough.

3 Experiments

In this section, I describe three standard datasets
that [ used in my experiments. Then, I explain my
completed experiments and their results. Finally,
I explain the settings of an on-going experiment.
The experiments on the first dataset deal with the
knowledge graph engine and the experiments on
the second and the third datasets deal with the free-
texts engine.

3.1 The Datasets

3.1.1 SimpleQuestions

SimpleQuestions(SQ) (Bordes et al., 2015) is a
collection of 108,442 questions composed in nat-
ural language. Each question in the dataset is
mapped to an assertion in Freebase. The dataset
is randomly shuffled and divided into train (70%),
development(10%) and test (20%) sets. The ex-
periments on SQ dataset are evaluated based on
path accuracy. In path accuracy measure, an an-
swer is considered correct if both the detected
property and the entity are correct.

3.1.2 TrecQA

TrecQA (Yao et al., 2013) is a standard and well-
studied benchmark for answer sentence selection
experiments. It is compiled from the data in
TREC 8-13 QA tracks. Each question in TrecQA
is mapped to more than one correct and a cou-
ple of wrong sentences. Since the questions in
TrecQA have more than one correct sentence, the
most suitable measures for evaluation purposes are
Mean Average Precision(MAP) and Mean Recip-
rocal Rank(MRR)

3.1.3 SQuAD

Stanford Question Answering Dataset
(SQuAD) (Rajpurkar et al., 2016) is a dataset
for QA in the context of MC. It includes 107,785
question-answer pairs posed by crowd workers on
536 Wikipedia articles. The answer can be any
span of words in a paragraph which comes with
each question.

The dataset is randomly shuffled and di-
vided into train (80%), development (10%)

Train Set | Dev. Set | Test Set | evaluation
SimpleQuestions | 75909 10844 21688 Path Acc.
TrecQA 1229 82 100 MRR/MAP
SQuAD 86228 10778 10778 F1/Exact match

Table 1: Datasets statistics

and test (10%) sets. Compared to ear-
lier datasets for MC (Hirschman et al., 1999,
Richardson et al., 2013), SQuAD is significantly
larger which makes it a good testbed for data-
intensive methods such as deep neural networks.

The two metrics used for SQuAD evaluation are
exact match and F1. Exact match measures the
percentage of predictions which exactly match the
gold answer. F1 measures the overlap between a
prediction and its golden answer given each ques-
tion. Table 1 shows the number of questions in
these three datasets with their appropriate evalua-
tion method.

3.2 Completed Experiments with SQ

The task in these series of experiments is to pre-
dict the best property and entity given each ques-
tion. We decompose the task into property detec-
tion and entity recognition.

Since the boundary of tokens in questions is
not given and we assume no access to any pre-
compiled lexicon, the task is quite challenging.
First, I explain property detection and then con-
tinue with entity recognition.

In property detection, we train a model to return
an n-best property list for each question. This is
formulated as a classification task. The questions
in this task can be represented using bag-of-words
technique in which the tokens in the questions are
represented as one-hot vectors. However, in or-
der to address sparsity problem inherent in one-
hot vectors, we used word embeddings in all our
models.

For property detection component, we defined
and implemented three models; logistic regres-
sion, multi-layer Neural Network and Convolution
Neural Network.

* Logistic Regression: In this experiment
(Aghaebrahimian and Jurcicek, 2016b), we
used concatenated embeddings of the words
in each question as the features of a logis-
tic regression model. The size of the con-
catenated array is fixed to the size of the
longest question. Although this representa-



Experiments ‘ Acc. ‘
State-of-the-art (Bordes et al., 2015) | 61.6
LR model 61.20
NN model 63.89
CNN model 65.16

Table 2: Experimental results on test set of Sim-
pleQuestions (SQ) dataset. LR stands for logis-
tic regression model, NN for neural network and
CNN for Convolution neural network models.

tion is not very efficient, the model obtained
competitive results to a state-of-the-art sys-
tem (Bordes et al., 2015).

* Multi-layer Neural Network: This model
(Aghaebrahimian and Jurcicek, 2016a) is the
extension of the logistic regression model
by adding two hidden layers each with
1024 neurons and a softmax layer with 50%
dropout rate at the end. It boosted the classi-
fication accuracy by almost 4 percent. With
this improvement, the whole system outper-
formed the state-of-the-art system.

¢ Convolution Neural Network (CNN): The
CNN model contains four consecutive layers;
embedding, convolution, max pool and soft
max layers. The first layer embeds words into
low dimensional vector representations. For
this layer, we adopted two approaches; one,
self-training from a uniform random distri-
bution and two, using pre-trained Word2vec
word embeddings. The second layer slides
a convolution window with different sizes
over the embeddings and the third layer max-
pools the result into a vector which is fed into
a softmax layer for classification in the last
layer. The CNN model yields the best results
among all other models.

Having an n-best property list generated by the
property detection component, the next step is
entity recognition which includes entity detection
and entity disambiguation.

A simple question with 10 tokens can have near
to a thousand entities in Freebase. For instance
a token like “dublin” has more than hundreds of
instances like the names of different locations,
bands, books, etc. In entity detection step, all these
instances (i.e. entities) in a question are extracted.
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Since the boundaries of the entities in questions
are not given, we have to consider all possible
spans as candidate entities. It sums up to all possi-
ble n-grams in the questions excluding those that
are not available in the knowledge graph. To ex-
tract these entities, we slide a flexible size window
over each question and query each span as a sur-
face form.

Surface forms are saved as values to “name” or
“alias” properties of entities. By detecting an exact
match between the span and “name” or “alias” of
an entity, we can get the “MID” identifier for that
specific entity.

Word spans with at least one entity MID are rec-
ognized as valid entities. The permutation of these
valid entities and the n-best property list returns
tuples of subject entity and one property. If we
query each tuple against the knowledge graph, we
receive either nothing or an object entity. In this
step, we retain entities which returns an object en-
tity.

The detected entities in the last step (a.k.a. en-
tity detection) in many cases are still ambiguous.
In entity disambiguation step, I heuristically used
lexical distance to obtain the entity which has the
highest similarity with a surface form in a given
question. I assumed that the lexical similarity ratio
between “ID" and “name" properties connected to
the correct entity is maximal among other false en-
tities. Finally, the tuple with the highest similarity
score is selected as the correct answer. Table 2 are
the results of all above experiments measured in
path accuracy.

3.3 Experiments with SQuAD and TrecQA

Given a question and a paragraph, the task in free-
texts QA is to extract the shortest possible span out
of the accompanying paragraph. Statistically, I am
interested in estimating

p(alq, p)

where a is an answer given question q and para-
graph p. Maximizing this probability returns the
most probable answer given each question.

p(alq,p)

As I explained in Section 2, the first step is sen-
tence selection. Therefore, the objective above is
decomposed into following objectives

Apest = ATGMATq

Sbest = argmazsep  p(s|q)



Apest = ATGMATgcsy, gt p<a’q)

For doing so, I am planning an experiment on
TrecQA and SQuAD using a new neural archi-
tecture. The overall idea is that we can train a
neural model using a loss function which learns
the questions and sentences vectors by maximiz-
ing the similarity between questions and their cor-
rect sentences and minimizing the similarity be-
tween questions and their wrong sentences. My
experiments on this system is progressing '°. I in-
tend to use a similar architecture for the answer se-
lection component and I am hopeful that it obtains
positive results as well. If it doesn’t, I will con-
sider a constraint optimization approach using an
ILP model constrained by the constituency types
of the questions and their passages.

4 Conclusion and Future Work

The final goal of my current research is to de-
velop a hybrid system which integrates knowledge
graphs and free texts together for answering open-
domain factoid and non-factoid questions. To the
best of my knowledge, the proposed system is
the first fully neural system integrating knowledge
graphs and free texts as a hybrid QA system.

In my work I use mainly DNNs, which is an ev-
ident decision because of the state-of-the-art per-
formance of these models not only in my com-
pleted experiments, but also in many other NLP
tasks. In my experiments, I showed that DNNs can
produce state-of-the-art results for factoid QA in
a knowledge-graph-based system. However, for a
robust open-domain QA system, knowledge-graph
based systems should be supplemented with free-
texts search techniques to make up for the missing
data in knowledge graphs and also to answer non-
factoid questions. I plan to pursue this objective by
fulfilling the following steps in my future work:

1. Completing and optimizing my algorithm for

the Sentence selection component

. Developing an algorithm based on deep
learning for the Answer selection component

. Doing more experiments with more datasets
to enhance both algorithms mentioned above

Optimizing the Answer ranker component af-
ter the completion the previous tasks

!0This experiment has already conducted successfully and
the results are submitted to a conference.
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