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Abstract

This technical document provides detailed documentation of the Prague Dependency Treebank, version
2.0 (PDT 2.0). It includes a detailed complex description of the rules that have been used so far for
the annotation of Czech sentences on the tectogrammatical layer both in linguistic and technical respect.
The annotated data do not always reflect the described state of the rules precisely, therefore the tech-
nical document includes also a detailed description of the tectogrammatical trees that are annotated in
PDT 2.0.
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Chapter 1. Introduction

The present manual describes how sentences are represented at the tectogrammatical level in the Prague
Dependecy Treebank. It is meant to be used by the PDT users, both by those who are interested in the
linguistic side of the representation and those who work on further processing of the data, using e.g.
statistical or other methods for automatic syntactic analysis or synthesis.

Preceding (lower) levels of PDT are concerned with:

* morphological annotation (i.e. the lemmas, tags, values of the morphological categories; where
the words are arranged in a linear way, without any structure).

The morphological annotation manual, see Prague Dependency Treebank 2.0, CDROM,
doc/manuals/cz/m-layer/.

» analytical annotation (i.e. the surface structure, dependencies, analytical functions).

The analytical level annotation manual, see Prague Dependency Treebank 2.0, CDROM,
doc/manuals/cz/a-layer/.

The tectogrammatical annotation is structural and dependency based; it captures the so called deep,
semantic structure of the sentence. At the tectogrammatical level, each (well-formed) sentence has at
least one representation unambiguously characterizing the meaning of the sentence (or one of its
meanings if the sentence is ambiguous). The tectogrammatical level representation contains all the
information encoded in the structure of the sentence and its lexical items - all the information necessary
for translating the tectogrammatical representation into the lower levels, as well as for its interpretation
in the sense of intensional semantics.

The tectogrammatical representation of a sentence contains all kinds of information: apart from the
actual deep structure of the sentence and the functions of its parts, it contains also other information,
such as various kinds of grammatemes, the information regarding the grammatical and textual corefer-
ence and the topic-focus articulation of the sentence (including the deep word order, i.e. the information
about the communicative dynamism).

The tectogrammatical level builds to a large extent on the analytical level. Since the same data were
analyzed, it was not necessary to start from scratch, when representing the data at the tectogrammatical
level; it was possible to take over basically the whole analytical structure (at least as far as the autose-
mantic lexical items are concerned) - the analytical and tectogrammatical levels are based on the same
conception of dependency. Certain parts of the data were processed automatically before the actual
manual annotation; other parts were, on the other hand, processed when the annotators had finished
their work. Various procedures were introduced and implemented for this purpose. These procedures
are not sufficient for determining the definitive representation even though they are able to translate
certain constructions into the tectogrammatical representation very precisely. The decisive definition
of the tectogrammatical level is in this manual; the output of the automatic procedures is further pro-
cessed (modified) by the annotators. (The present manual is not concerned with the description of these
automatic procedures.)

The data in PDT 2.0 do not necessarily reflect the most updated version of the tectogrammatical an-
notation rules. Therefore, the purpose of this manual is twofold: first, it summarizes our up-to-date
ideas as to the rules for the annotation of Czech sentences at the tectogrammatical level (i.e. how Czech
texts should be analyzed), second, it attempts to describe as precisely as possible the data as annotated
in PDT 2.0. The discrepancy between the described annotation rules and the real state of the annotation
is caused by the fact that only in the process of annotation it became clear whether the rules (as formu-
lated at the beginning) are adequate or whether they need to be made more precise or replaced by
other rules. In the annotation process, also certain problematic constructions emerged (not described
so far) for which it was necessary to introduce new rules. New rules were constituted during the whole
process of annotation and, even in the very end of the annotation, new modifications of the rules were
introduced. It was not possible (for reasons of time) to run a subsequent check on whether the data
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correspond to the latest version of the rules in all areas. Only certain selected phenomena were checked
(and corrected if necessary); mostly the important and frequent ones. In the manual, the reader is always
informed about such a discrepancy between the rules and real state of affairs.

The chapters of the manual are organized in the way that reflects the sentence representation at the
tectogrammatical level. The basic principles of the sentence representation at the tectogrammatical
level are described in Chapter 2, Basic principles of sentence representation at the tectogrammatical
level; this section also provides the reader with the most important notions used further in the manual.
The next chapter Chapter 3, Node types classifies the tectogrammatical tree nodes into different types.
The next two chapters Chapter 4, Tectogrammatical lemma (t-lemma) and Chapter 5, Complex nodes
and grammatemes are devoted to the description of the attributes further specifying individual lexical
units (represented by nodes). This is followed by the description of the sentence structure, with special
emphasis on the dependency relations between lexical units (Chapter 6, Sentence representation
structure). The annotation of some special kinds of syntactic structures is described in Chapter 8§,
Specific syntactic constructions. A separate chapter is devoted to functors and sub-functors (Chapter 7,
Functors and subfunctors). Coreference (Chapter 9, Coreference) and topic-focus articulation
(Chapter 10, Topic-focus articulation) are dealt with in a separate chapter each, too. The last chapter
(Chapter 11, Data format) contains the information concerning the format of the annotated data that
is relevant w.r.t. the manual annotation.

1.1. Typographical conventions

Examples. The manual contains a number of examples illustrating the phenomena in question. The
examples have a fixed form. They do not provide the structure; they only present the values of the at-
tributes of individual words present or absent in the surface structure of the example sentence.

The example sentences are artificial and usually presented without any context. The illustrated annotation
corresponds to the most common context the sentence could be used in.

NB! The example sentences necessarily contain only the part that is to be illustrated (i.e. elided expres-
sions - if present - do not have to be made visible if they are not the subject of the illustration).

Items represented by a single node in the sentence are underscored. The value of the relevant attribute
is given in square brackets in the following form: the name of the attribute=the value of the attribute
(if there are more possible values, they are all in the brackets, separated by a semicolon). If the example
sentence is supposed to illustrate the values of just one node, the values are presented in square
brackets after the example sentence. If there are more nodes the values of which are to be illustrated,
the values follow (in square brackets) immediately after the last underscored word represented by the
given node.

An exception to this are the functor values. If the functor values of individual nodes are to be illus-
trated, they always immediately follow the given word. Functors are not given in square brackets; they
are separated from the word by a period.

Examples:
Upadl do nesndzi.DIR3 na dlouhou dobu. [1s _state=1] (=He got into difficulties for a long time)

Spickova cena. DENOM [ 1 s_member=1] a.CONJ Spickovy vvkon.DENOM [is member=1] (=Top
price and top performance)

The words that are not expressed at the surface level (and are represented by newly established nodes)
are given in curly brackets. Curly brackets always contain the t-lemma of the newly established node,
which may but need not be followed by the values of selected attributes.

Examples:

{#PersPron.ACT} Prijde. (=She will come)
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{#PersPron.ACT [tfa=t]} Prijde. (=She will come)

If it is necessary to stress that certain words are not assigned a separate node in the tectogrammatical
tree, they are given in angle brackets <>.

Example:

Prijde jen RHEM <tehdy> , <kdyz> mu ustoupis. TWHEN (=He comes only in the case you give in to
him)

Example tectogrammatical trees. For a number of the example sentences, example trees are included
as well. Each example tree represents a complete analysis of the given sentence.

Tectogrammatical trees in PDT 2.0 make use of two different styles of representation (see Prague
Dependency Treebank 2.0, CDROM, doc/tools/tred/PML_ mak.html). The example trees in the
manual make use of the following (representation) settings (PML T Full template).

Nodes. Under a tree node, the attribute values are displayed (if assigned) in the following order:
* t_lemma.sentmod (t_lemma of the co-referred node)
tfa_functor.subfunctor.state M_P
nodetype or gram/sempos
gram
person_name
dsp_root.quot/type:quot/type

The attribute values are usually presented directly, without giving the name of the attribute first. Names
of the attributes are only provided if the values are not unambiguous. The value of the attribute
quot/type is always in the form: name of the attribute:its value.

As for complex nodes (nodetype=complex), the value of the node t ype attribute is not specified;
the value of the gram/sempos attribute is given directly instead.

The notation state is included in the list of the attribute values if the value of the is_state attribute
is 1.

The notation _M is included if the value of the is member attribute is 1.

The notation _P is included if the value of the is parenthesis attribute is 1.

The notation person_name is included if the value of the is person name attribute is 1.
The notation dsp_root is included if the value of the is_dsp root attribute is 1.

Nodes representing words present at the surface level are represented as little circles; newly established
nodes (1s_generated=1) are represented as little squares.

(The color of the nodes carries certain information as well: yellow means the node has the £ value in
the t fa attribute, green means c in the t fa attribute , white means t in the t fa attribute. Nodes with
no value assigned in the t fa attribute are grey.)

Edges. Edges are the connecting lines between nodes.

The edge between the technical root node of the tectogrammatical tree and the root node of the repres-
ented sentence and the edges between nodes with the PAR, PARTL, VOCAT, RHEM, CM, FPHR and
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PREC functors and their mother nodes (i.e. edges not representing dependencies; see Section 6.1.2,
“Non-dependency edges”) are represented as thin dotted lines.

The upper half of the edge between a paratactic structure root node and a terminal member of the
paratactic structure is represented as a thin grey line; the lower half is represented as a thick grey line.
The upper half of the edge between a paratactic structure root node (that is not a member of another
paratactic structure) and its mother node is represented as a thick grey line; the lower half is represented
as a thin grey line. The edge between a paratactic structure root node and the root of a shared modifier
is represented as a thin (blue) line. The edge between a paratactic structure root node and a direct
member of this structure that is a paratactic structure root node itself (in case of embedded paratactic
structures) is represented as a thin grey line. (For more on paratactic structures, see Section 6.6.1,
“Representing parataxis in a tectogrammatical tree”.)

References. Attributes of the type reference, marking especially co-referential relations, are represented
as arrows going from one node to another. Grammatical coreference is represented by an orange dotted
arrow pointing to the co-referred node (starting at the co-referring node). Textual coreference is rep-
resented by a blue dotted arrow pointing to the co-referred node (starting at the co-referring node). If
the co-referred node is not in the same tree as the co-referring node, the arrow is short and points either
to the left or to the right of the node, depending on whether the co-referred node is in the preceding or
following tree; next to the co-referring node, the t-lemma of the co-referred node is specified.

NB! Textual coreference relations crossing the boundaries of a single tectogrammatical tree are not
represented in the example trees at all.

Reference to a segment (coref special=segm) is represented as a short red arrow pointing to
the left of the node. Exophoric reference (coref special=exoph) is represented as a short blue
arrow pointing upwards.

The second dependency with predicative complements is represented by a green mixed (dash - period)
arrow going from the node with the COMPL functor to the node representing the governing noun.

NB! In the example tectogrammatical trees (just like in the PDT trees; see Section 6.2.4, “Representing
valency in the tectogrammatical trees”), the valency of nouns is not represented properly - with the
exception of verbal nouns!
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Figure 1.1. Example tectogrammatical tree
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Figure 1.2. Example tectogrammatical tree
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Figure 1.3. Example tectogrammatical tree
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Ozvalo se: ,,Nechod’ tam!* (=lit. Sounded REFL: Don't go there!)

Other typographical conventions. Minor titles at the beginning of the paragraphs are marked by
boldface. [talics are used for highlighting the terms that are used for the first time (i.e. when they are
defined); italics are also used in examples.
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Three exclamation marks !!! at the beginning of a paragraph are used for marking the paragraphs
containing notes on the differences between the rules and the actual analysis of the data. If no such
paragraph is included in a given section, it is assumed that the data conform to the rules as described.

1.2. Note on the translation

There were five translators translating this manual working in cooperation, nevertheless separately.
This led to certain differences in terminology and style. The final proofreading was aimed mainly at
the unification of the terminology but could not — for reasons of time — completely remove all differences
in style and conventions adopted by the individual translators. As for translating the example sentences,
for example, some translators used abbreviations like REFL (reflexive), AUX (auxiliary), EMPH
(emphasis), whereas others simply used the dash to signal that the given Czech word has no direct
translation in English. Hopefully, theses differences will cause no difficulties in using the manual.




Chapter 2. Basic principles of sentence
representation at the tectogrammatical

level

Natural language is an extraordinarily complex system; therefore, it is useful to decompose its description
into several layers. The highest level in the framework of the Functional Generative Description (FGD),
which serves as the theoretical basis for PDT, is called the tectogrammatical level and is supposed to
represent the semantic structure of the sentence. The tectogrammatical level in PDT is based on the
ideas developed in FGD; in a number of details, though, it is modified or supplemented.

The tectogrammatical level in PDT is governed by the following principles:

3

the basic unit of annotation at the tectogrammatical level is a sentence as a basic means of conveying
meaning.

for every well-formed (Czech) sentence, it is possible to provide its tectogrammatical representation:
a tectogrammatical tree structure (tectogrammatical tree in sequel).

in case of ambiguity, it is in theory possible to assign one sentence more tectogrammatical trees.
However, in PDT only one tree is assigned to each sentence, such that it corresponds to the given
reading of the sentence.

in case of synonymy, on the other hand, different sentences can be assigned an single tectogram-
matical tree (it has to be a case of strict synonymy, though, i.e. the truth conditions have to be ab-
solutely identical). An example of synonymous expressions with identical tectogrammatical rep-
resentation are expressions like ofcitv klobouk (=Father's hat) and klobouk otce (=lit. hat Fath-
er.GEN). Synonymy is in fact very rare in PDT (less frequent than originally thought in FGD).

Tectogrammatical trees have these basic properties:

tectogrammatical trees are data structures the basis of which is formed by a rooted tree (in the
sense of the theory of graphs): it consists of a set of nodes and a set of edges and one of the nodes
is marked as the root of the tree.

tectogrammatical tree nodes either represent expressions present at the surface level or they are
“artificial”, newly established nodes that have no counterparts at the surface structure. Functional
words (like subordinating conjunctions, auxiliary verbs) are not assigned separate nodes in the
trees (see Section 2.1, “Relation between the tectogrammatical level and the lower levels™).

Each node is itself a complex unit with certain inner structure. It is possible to conceive of it as a
set of attributes, more precisely as a set of ordered attribute - value pairs. Whether a given attribute
is or is not present in a given node follows from its nodetype (see Chapter 3, Node types).

Fig. 2.1: Examples of nodes representing expressions present at the surface structure of the sentence
are: stary (=old), sultan (=sultan), novy (=new), sultan (=sultan), vystridali se (=changed places).
The prepositional phrase na triinu (=on the throne) is represented by a single node (the preposition
na is not assigned a separate node). In order to represent the coordination stary sultan a novy sultan
(=the old and new sultan), the conjunction a (=and) is assigned a separate node. An example of
anewly established node is the node representing the Patient (functor=PAT) of the verb vystridat
se (=exchange, replace).

Node attributes can be divided into several groups. The basic attributes of a tectogrammatical tree
node are the tectogrammatical lemma, grammatemes and the functor. The tectogrammatical lemma
expresses the lexical meaning of the node (see Chapter 4, Tectogrammatical lemma (t-lemma)).
The grammatemes correspond to (the meanings of) certain lexical and morphological categories
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(see Chapter 5, Complex nodes and grammatemes). The functors capture the kind of syntactic
dependency between autosemantic expressions, i.e. they correspond to syntactic functions (see
Chapter 7, Functors and subfunctors). There are also attributes providing the information regarding
the coreference (see Chapter 9, Coreference), topic - focus articulation and deep word order (see
Chapter 10, Topic-focus articulation) of the sentence. The remaining attributes concern special
properties of the structure and certain syntactic and semantic properties impossible to capture in
any other way.

The attribute values are of different types (see Section 11.2, “A node and types of attribute values”).
Attribute values are mostly sequences of symbols; the set of sequences for a given attribute is
usually fixed. A special type of attributes are attributes of the type reference. These attributes are
used for representing relations (most often coreference relations) that go “across” the tree or even
cross tree boundaries.

Fig. 2.1: In the example tree, there is one attribute of the type reference, representing reciprocity
(i.e. a grammatical coreference relation) between the Patient and Actor of the predicate vystiidat
se. It is depicted as a red interrupted arrow.

For the list of all attributes, see Section 11.4, “Attributes of nodes in a tectogrammatical tree”.

* tectogrammatical tree edges capture the dependency relations between the nodes (more precisely
between the autosemantic expressions) of tectogrammatical trees. Not every edge, though, represents
a linguistic dependency (see Section 6.1, “Dependency”). Edges have no attributes of their own;
attributes that actually belong to edges (e.g. the type of dependency) are presented as attributes of
the corresponding nodes.

Fig. 2.1: The edges are represented as straight connecting lines between the nodes. The edges
representing dependency are marked by a thick grey line. For more details see Section 6.1, “De-
pendency”.

* tectogrammatical tree nodes are in a linear order; this linear order represents the deep word order
of the sentence (see Section 6.3, “Deep structure word order”).

Also the following terms are used when talking about tectogrammatical trees (here explained only in-
formally):

Technical root node of a tectogrammatical tree. The root node of a sentence is a node with no lin-
guistic interpretation; it only serves technical purposes (e.g. it bears the sentence indentifier). It has
always exactly one daughter node. The root of a sentence is called technical root node of a tectogram-
matical tree. When talking about tectogrammatical tree nodes (further in the text), the technical root
node is not taken into account (if not stated otherwise).

Fig. 2.1: The technical root node of the tectogrammatical tree is the highest node, its only daughter
node is connected to it by a thin dotted line (the value of the nodet ype attribute of the technical root
node is root; the technical root node also has the id attribute, which serves for identifying the sentence
in the corpus).

Mother node. Node X is the mother of node Y, if there is an edge between X and Y and if X is closer
to the technical root node of the tree (i.e. if it is higher in the tree).

Fig. 2.1: The mother of the node representing the expression (stary) sultdn is the node for a.
Immediate daughter node. Node X is an immediate daughter of node Y, if Y is the mother of X.

Since tectogrammatical trees make use of linear ordering, there are right and left daughter nodes. A
right (left) immediate daughter of node M is such an immediate daughter which occurs to the right
(left) of node M.
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Fig. 2.1: The immediate daughter nodes of the node representing the verb vystridat se are these three
nodes: the node for the conjunction a, the newly established node for the Patient and the node for the
prepositional phrase na triinu. All immediate daughter nodes of vys#iidat se are left daughters.

Governing/dependent node. If nodes X and Y (or: the expressions represented by them) are in a de-
pendency relation, X is the governing node (or dependent node) of node Y. The governing node does
not have to be the mother node of the dependent node (there can even be more governing nodes for a
single node) and the dependent node does not have to be an immediate daughter of its governing node
(see also Section 6.1, “Dependency”). (In the technical documentation for PDT, the terms “effective
mother node” and “effective daughter node” are used for this type of relation).

Fig. 2.1: The governing node of the node for stary is the node for sultan (which is also its mother
node). The governing node of the node for sultdn is the node representing the verb vystiidat se (which
is not its mother node).

Sister node. Node X is a sister node of node Y if they have the same mother.

Since tectogrammatical trees make use of linear ordering, there are right and left sisters. A right (left)
sister node of node M is such a sister that occurs to the right (left) of node M.

Fig. 2.1: The sister nodes of the node for a are the newly established node for the Patient of vystridat
se and the node representing the prepositional phrase na triinu. All the sisters of the node representing
the conjunction a are its right sisters.

Path from node M. For purposes of topic - focus articulation annotation, we also define the term right
(left) path from node M and the rightmost (leftmost) path from node M.

A right (left) path from node M is such a path in the tree that starts at node M, goes downwards (towards
the leaves) and ends in a node that has no right (left) immediate daughters. Node M is not part of the
path.

The rightmost (leftmost) path from node M is such a right (left) path in the tree for which it holds that
no node on the path has a right (left) sister.

Fig. 2.1: There is no right path leading from the node for vystridat se. As for the leftmost path from
the node representing vystiidat se, it consists of the nodes for a, sultan and stary.

Subtrees. A subtree of a tectogrammatical tree is a continuous subgraph of a tectogrammatical tree
(a subset of its nodes and edges with a marked root node).

Root of a subtree. The root of a subtree is the node of the subtree the mother node of which (if existent)
is not part of the subtree.

Expression. Linguistically relevant parts of a sentence are called expression. (Whole sentences are
also expressions.)

Root of an expression. The root of an expression is short for the root of the subtree representing a
given expression.

The root of a sentence is the root of the subtree corresponding to a whole sentence; i.e. it is the (only)
direct daughter of the technical root node of the tectogrammatical tree.

Effective root of an expression. The effective root of an expression is the node that either has no
governing node in the given tectogrammatical tree or the governing node of which is not part of the
subtree representing the expression. The effective root of an expression can be identical to the root of
the expression; however, sometimes it is not, e.g. in case of paratactic structures: the root node (there
is only one root) is not identical to the effective root nodes (which are usually more than one).

Fig. 2.1: The root of the example sentence is the node for vystiidat se. This node is also the effective
root of the sentence. The coordination stary sultan a novy sultan is represented by a subtree of the

10



Basic principles of sentence representation at the tectogrammatical level

tectogrammatical tree; the root of the subtree (the root of the coordination) is the node representing
the conjunction a, the effective root nodes are the two nodes representing the noun sultdn.

Figure 2.1. Tectogrammatical tree
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2.1. Relation between the tectogrammatical
level and the lower levels

While at the morphemic level, every word of the sentence is assigned a lemma and a tag and at the
analytical level, every word corresponds to a node in the analytical tree, with the appropriate analytical
function, the tectogrammatical level has no such close relation to the surface form of a sentence.

The relation between the nodes of the tectogrammatical and analytical level (which is generally of the
type M:N, the options 0:N and M:0 included) is captured by the atree . rf attribute of the technical
root of the tectogrammatical tree and by the a attribute (the value of which is a structure of the lex . rf
and a/aux. rf attributes) with other nodes.

The atree. rf attribute. The at ree. r f attribute refers trivially to the technical root of the analyt-
ical tree corresponding to the given tectogrammatical tree. It contains the identifier of the technical
root node of the corresponding analytical tree (see Table 2.1, “Values of the atree. rf attribute”).

Table 2.1. Values of the atree. rf attribute

PML reference |the identifier of the technical root node of the corresponding analytical tree|

11
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The a/lex.rf and a/aux. rf attributes. The a/lex. rf attribute contains the identifier of the
node at the analytical level from which the tectogrammatical node got its lexical meaning (or its biggest
part). The a/aux . rf attribute contains the list of the identifiers of all analytical nodes that influence
in some way or other the value of the functor, subfunctor or grammatemes of the tectogrammatical
node (these are mostly analytical nodes representing so called function words like prepositions, con-
junctions, auxiliaries and anaphoric words). See Table 2.2, “Values of the a/lex. rf attribute” and
Table 2.3, “Values of the a/aux. rf attribute”.

Table 2.2. Values of the a/lex. rf attribute

PML reference | the identifier of the node at the analytical level from which the tectogrammatical node

got its lexical meaning (or its biggest part)

Table 2.3. Values of the a/aux. rf attribute

a list every element of which is a  |identifiers of the analytical nodes that influence in some way or
PML reference other the value of the functor, subfunctor or grammatemes of the

tectogrammatical node

The values of these attributes conform to the following rules:

a.

If the tectogrammatical node has no analytical counterpart, both attributes are empty.
Example:
*  Dovolil mu odejit. {#Coxr.ACT} (=He let him go)

A new node is added to the tectogrammatical tree, a node with the #Cor t-lemma and the
ACT functor, which has no counterpart at the tectogrammatical structure. Boththe a/lex.rf
and a/aux. rf attributes are empty.

If a tectogrammatical node (other than a newly established one with one of the t-lemmas #Forn,
#Idph, #EmpVerb or #EmpNoun) corresponds to exactly one analytical node, than the
a/lex.rf attribute contains the reference to the (analytical) node and the a/aux . r £ is empty.

Example:
*  Premiér zahdjil schiizi. (=The Prime Minister opened the meeting)

Each of these words is represented by a single node in both the analytical and tectogrammat-
ical trees. The a/lex. rf attribute of each of the tectogrammatical nodes contains the iden-
tifier of the corresponding analytical node. The a/aux . rf attribute is empty with all of the
nodes.

If a tectogrammatical node (other than a newly established one with one of the t-lemmas: #Forn,
#Idph, #EmpVerb or #EmpNoun) corresponds to more analytical nodes, thenthe a/lex.rf
attribute contains the reference to the node from which the tectogrammatical node got its lexical
meaning (or its bigger part) and the a/aux. rf attribute contains the list of references to the
other analytical nodes, which mostly represent function words (prepositions, subordinating con-
junctions, auxiliaries etc.).

Example:

* Odesli s tim, Ze uz by nemuseli nikdy prijit. (=lit. (They) left with that that (they) already would
not_have_to never come)

In the tectogrammatical tree representing this sentence, the (single) node with the t-lemma
prijit corresponds to six analytical nodes, namely: s, tim, Ze, by, nemuseli, prijit. The
a/lex. rf attribute of the tectogrammatical node contains the identifier of the corresponding
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analytical node for prijit. The a/aux. rf attribute contains the list of the identifiers of the
remaining analytical nodes: the supporting expression (the prepositional phrase) and the sub-
ordinating conjunction have influence on the functor of the tectogrammatical node, the auxil-
iary (the conditional form of the verb byf) and the modal verb have influence on the values
of the grammatemes.

d.  With newly established nodes with the t-lemma #EmpVerb or #EmpNoun, the a/lex.rf at-
tribute is always empty since the full verb they represent is not expressed at the surface level. If
no function word is expressed at the surface level either, the a/aux . rf attribute is also empty;
otherwise it contains the list of references to the relevant function words (e.g. auxiliaries that are
part of a complex verb form where the full verb is not expressed).

Example:

* {#EmpVerb.COND} Pokud ano, dejte nam veédet. (=If yes, let us know)

A new node is added to the tectogrammatical tree, in the position of (the predicate of) the
dependent clause, a node with the #EmpVerb t-lemma and the COND functor, which corres-
ponds to no node (no full verb) in the analytical tree. The functor value is influenced by the
subordinating conjunction pokud. The a/lex . rf attribute is therefore empty, the a/aux.rf
contains the identifier of the analytical node representing pokud.

e.  With newly established nodes with the t-lemmas #Idph and #Forn, which serve for putting
parts of identifying and foreign-language expressions together, into a single list (node-
type=list), the a/lex.rf attribute is always empty. If a foreign-language or identifying
expression is syntactically combined with one or more function words at the analytical level, then
the references to these function words are contained in the a/aux. rf attribute.

Example:
* {#Forn.DIR3} Pojede na Pikes Peak. (=He is going to Pikes Peak)

A new node is added to the tectogrammatical tree, in order to represent the foreign-language
expression (as such), a node with the #Forn t-lemma and the DIR3 functor, which corresponds
to no node in the analytical tree. The functor value is influenced by the preposition na. The
a/lex.rf attribute is therefore empty, the a/aux. rf contains the identifier of the analyt-
ical node representing na.

NB! Units of the lower levels do not have to have counterparts at the tectogrammatical level. Thus,
various graphic symbols are ignored as well as the reflexive se when part of a reflexive passive and
constructions with dispositional modality.

Copied nodes. b) and c) also concern copied nodes. These are nodes representing lexical items present
at the tectogrammatical level several times, which are however expressed only once at the surface level
because their other occurrences were elided. The a/lex.rf and a/aux. rf attributes of the copied
nodes contain the identifiers of the analytical nodes for the words present at the surface level that are
relevant for the copied node, i.e. that influence its t-lemma, functor and other attributes. Cf.:

*  Reseni je rozdéleno na dvé édsti. Prvni {¢dst.PAT} se bude realizovat na nasem pracovisti. (=The
solution is divided into two parts. The first one will be carried out in our department.)

The prepositional phrase na cdsti (in the first sentence) is represented by a single node in the tecto-
grammatical tree: the a/lex. rf attribute contains the identifier of the analytical node for the
noun cast, the a/aux . rf attribute contains the identifier of the analytical node for the preposition
na. The tectogrammatical tree for the second sentence contains a node copied from the first sentence
(the one representing the prepositional phrase na ¢asti), in the position of the elided Patient. The
a/lex.rf attribute of this copied node will again contain the identifier of the analytical node for
the noun cdast; the a/aux . rf attribute will be empty, though; the preposition na has no influence
on the functor of the copied node.
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For more on ellipsis, see Section 6.12, “Ellipsis”.

Node with the #PersPron t-lemma. a), b) and c¢) also concern nodes with the # PersPron t-lemma.
Nodes with the # Per sPron t-lemma do not have to correspond to any analytical nodes; then the rules
in a) are followed. Cf.:

e {#PersPron.ACT} PriSel. (=He came)

The node with the #PersPron t-lemma corresponds to no analytical node. Boththe a/lex.rf
and a/aux. rf attributes are empty.

When a node with the # PersPron t-lemma represents a personal or reflexive pronoun present at the
surface level, the rules in b) or c) are followed. The a/lex. rf attribute contains the identifier of the
analytical node representing the pronoun. The a /aux . r £ attribute contains the identifiers of (possible)
function words. Cf.:

*  On prisel. (=He came)

The personal pronoun on, even when expressed, is represented by a node with the #PersPron
t-lemma. The a/lex. rf attribute of the this node contains the identifier of the analytical node
representing the pronoun on. The a/aux. rf attribute is empty.

»  Prisel pro néj. (=He came for him)

The prepositional phrase pro néj is represented by a node with the #PersPron t-lemma. The
a/lex.rf attribute of the this node contains the identifier of the analytical node representing the
pronoun néj. The a/aux. rf attribute contains the identifier of the analytical node for the prepos-
ition pro.

Node with the #Rcp t-lemma. a), b) and c) also concern nodes with the #Rcp t-lemma. Nodes with
the #Rcp t-lemma do not have to correspond to any analytical nodes; then, the rules in a) are followed.
Cf.:

* {#Rcp.ADDR} Staty spolu obchoduji. (=The states trade with each other)

The reciprocal relation in this sentence is captured by adding a new node into the structure, one
with the #Rcp t-lemma. A node with the #Rcp t-lemma corresponds to no analytical node. Both
thea/lex.rf and a/aux.rf attributes are empty.

The rules in b) or ¢) are applied in those cases when the surface form contains some formal indication
of reciprocity. The a/lex. rf attribute contains the identifier of the analytical node representing the
reciprocal pronoun se. The a/aux. rf attribute contains the identifier of the analytical node repres-
enting a preposition - if present. Cf.:

*  Pavel a Martin se potkali. {#Rcp.PAT} (=lit. Pavel and Martin REFL met)

The reciprocal relation in this sentence is captured by adding a new node to the structure, one with
the #Rcp t-lemma. The a/lex. rf attribute of the this node contains the identifier of the analyt-
ical node representing se. The a/aux. rf attribute is empty.

*  Martin a Radek se mezi sebou domluvili. {#Rcp.ADDR} (=Martin and Radek made an arrangement;
lit. between themselves)

The reciprocal relation in this sentence is captured by adding a new node into the structure, one
with the #Rcp t-lemma. The a/lex. rf attribute of the this node contains the identifier of the
analytical node representing se. The a/aux. rf attribute contains the identifier of the analytical
node for the preposition mezi.

For more on reciprocity, see Section 6.2.4.2, “Reciprocity”).
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1! References to prepositions, subordinating conjunctions and supporting expressions were checked
after the annotation was finished, so they can be considered reliable. The situation regarding references
to auxiliary and modal verbs is different: they were not checked. Also the a/aux. rf attribute values
with copied nodes were checked only partially. All attribute values remained without any change
(which we suppose is correct) with those copied nodes the governing node of which has the same t-
lemma as the copied node. It was also tested whether the copied nodes contain references to only one
conjunction or preposition in the a/aux . rf attribute.
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Chapter 3. Node types

Tectogrammatical tree nodes are divided into eight groups; these are called node types. The node types
are defined either on the basis of the tectogrammatical lemma (t-lemma, see Chapter 4, Tectogrammat-
ical lemma (t-lemma)) assigned to a node, or on the basis of its functor, or both.

For any node type, essentially the same rules regarding direct daughter nodes (of a given node) apply.
The following node types are recognized:

» technical root node (see Section 3.1, “The technical root node™),

e atomic nodes (see Section 3.2, “Atomic nodes”),

» paratactic structure root nodes (see Section 3.3, “Paratactic structure root nodes”),

e list structure root nodes (see Section 3.4, “List structure root nodes”),

* nodes representing foreign-language expressions (see Section 3.5, “Nodes representing foreign-
language expressions”),

* nodes representing the dependent parts of idiomatic expressions (see Section 3.6, “Nodes repres-
enting the dependent parts of idiomatic expressions”),

» complex nodes (see Section 3.7, “Complex nodes™),
» quasi-complex nodes (see Section 3.8, “Quasi-complex nodes”),

The node type information is encoded in the value of the node t ype attribute. The nodet ype attribute
has eight possible values and applies to every node in the tectogrammatical tree. The attribute values
are listed in Table 3.1, “Values of the nodetype attribute”.

Table 3.1. Values of the nodetype attribute

root technical root node

atom atomic node

coap paratactic structure root node

list list structure root node

fphr node representing a foreign-language expression

dphr node representing the dependent part of an idiomatic expression
complex |complex node

gcomplex |quasi-complex node

Node-type hierarchy. The node-type hierarchy is presented in Fig. 3.1. The abbreviations on the
second level are the values of the nodetype attribute. Complex nodes are further divided (as the
only node type): into four groups (semantic nouns, semantic adjectives, semantic adverbs and semantic
verbs). All these categories (semantic word categories/parts of speech), except for the semantic verbs,
are further classified. The inner structure of these semantic categories is described in Section 5.2.1,
“Relation between the semantic and traditional parts of speech”; see also Fig. 5.2, Fig. 5.3 and Fig.
5.4.
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Figure 3.1. Node-type hierarchy.

tectogrammatical nodes
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gcomplex
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ten (odesel), tenhle (nepfijde) #PersPron

3.1. The technical root node

nodetype =root

The technical root of a tectogrammatical tree is an artificial node with special attribute values, which
include the sentence identification in the corpus, in the first place; see Table 11.1, “Attributes of the
technical root node of a tectogrammatical tree”). The root of a tectogrammatical tree is called technical

root node. The value in its nodetype attribute is always root.

The technical root of a tectogrammatical tree is assigned neither the attribute functor nor the attribute

t lemma.

The technical root node has always exactly one daughter node, which is either the root node of a
paratactic structure (see Section 3.3, “Paratactic structure root nodes”), or the effective root node of
an independent clause (verbal, or non-verbal; see Section 6.4, “Verbal and non-verbal clauses™), i.e.
a node bearing one of the following functors: PRED, DENOM, VOCAT, PARTL, PAR; see Section 7.1,

“Functors for the effective roots of independent clauses”).

3.2. Atomic nodes

nodetype = atom

Atomic nodes are assigned one of the following functors: ATT, CM, INTF, MOD, PARTL, PREC or
RHEM (see Section 7.7, “Functors for rhematizers, sentence, linking and modal adverbial expres-

sions” and Section 7.12.4, “Functor for conjunction modifiers (CM)”).

The t-lemmas assigned to atomic nodes are speaker-oriented expressions, adverbs of attitude (ATT),
intensifying expressions (INTF) or modal expressions (MOD), also text connectives (PREC), themat-
izers/focalizers (RHEM), syntactic negation, represented by a node with the t-lemma substitute #Neg

(see Section 4.4, “T-lemma substitutes”) and conjunction modifiers (usually adverbial; CM).

Atomic nodes have a t-lemma, a functor and other attributes. They have no grammatemes.

Atomic nodes usually have no daughter nodes.
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3.3. Paratactic structure root nodes

nodetype = coap

Paratactic structure root nodes have one of the following functors: CONJ, ADVS, CSQ, DISJ, GRAD,
REAS, CONFR, CONTRA, OPER or APPS (viz Section 7.12, “Functors expressing the relations
between the members of paratactic structures™).

The t-lemmas assigned to these nodes may be conjunctions (used with coordination and apposition;
e.g.. a (=and), ale (=but), kdezto (=whereas/while)), t-lemma substitutes for (syntactically relevant)
punctuation marks (e.g.: #Comma, #Dash, #Colon, #Separ, see Section 4.4, “T-lemma substitutes™)
or symbols referring to mathematical operations and intervals (e.g.: +, krdt (=times), od_ do (=from-

t0)).

Nodes of this type have a t-lemma, one of the functors above and other attributes. Paratactic structure
root nodes have no grammatemes.

The following node types can be immediate daughters of paratactic structure root nodes:

* nodes representing terminal members of paratactic structures (i.e. the actual members of paratactic
expressions; the value assigned to the nodetype attribute is usually complex),

* root nodes of (embedded) paratactic structures (nodetype = coap),

* nodes that modify all members of the paratactic structure simultaneously (so called shared modifiers;
the value of the nodetype attribute is usually complex or gcomplex),

* nodes assigned to rhematizers taking scope over shared modifiers (functor =RHEM, nodetype
= atom),

* nodes modifying the paratactic structure root node itself (these are conjunction modifiers with the
functor CM; nodetype = atom).

For a discussion of paratactic structures (and their analysis), see Section 6.6, “Parataxis”.

3.4. List structure root nodes

nodetype =1list
List structure root nodes are nodes assigned the t-lemmas # Idph or #Forn.

The function of these nodes is to assemble separate nodes into a list (structure) . List structure root
nodes are nodes that have no counterpart in the surface structure of a sentence; such a node is added
into the structure at the tectogrammatical level and is assigned a functor expressing the function of the
dependent nodes (as a whole) in a given sentence.

Nodes with the # Idph t-lemma are the roots of structures that have the function of a title (of a book
etc.). For more details see Section 8.8.1.3, “Identification structure”.

Nodes with the #Forn t-lemma assemble (separate) members of a foreign-language expression into
a list structure. Individual nodes of a foreign-language expression are sisters with respect to each other,
they are assigned the FPHR functor (nodetype=fphr; see Section 3.5, “Nodes representing foreign-
language expressions”) and their order corresponds to the surface word order (for more details see
Section 8.9, “Foreign-language expressions”). In this respect, the nodes with the #Forn t-lemma
differ from the nodes with the # Idph t-lemma: the dependent nodes of the latter form a tree structure.

List structure root nodes have a t-lemma, functor and other attributes. List structure root nodes have
no grammatemes.
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There are two possible types of nodes dependent on list structure root nodes:
*  members of the list:
» (if the governing node has the #Forn t-lemma:)
* nodes with the FPHR functor (nodetype=fphr), which have no daughter nodes.
+ (if the dominating node has the # Idph lemma:)
» asubtree representing a title, whose effective root nodes have the ID functor.

» list modifiers: all other nodes, which are not members of the list (the value of the attribute node-
type is usually complex),

Unlike shared modifiers of paratactic structures, these do not modify each member of a list but
rather a list as a whole.

3.5. Nodes representing foreign-language ex-
pressions

nodetype = fphr

Nodes representing foreign-language expressions are nodes with the FPHR functor (see Section 7.8.3,
“FPHR”).

Each member of a foreign-language expression (including punctuation marks) is represented by a
separate node. These nodes (with the FPHR functor) have t-lemmas identical to the surface forms. All
members of a foreign-language expression have the FPHR functor and are sisters with respect to each
other; their mother node is a node with the # Forn t-lemma (nodetype=1ist; see Section 3.4, “List
structure root nodes”); their order corresponds to the surface word order. A foreign-language expression
functions as a single unit in the structure of a sentence; it has one functor as a whole, which is attached
to the node with the # Forn t-lemma.

Nodes of this type have a t-lemma, functor and other attributes. Nodes representing foreign-language
expressions have no grammatemes.

Nodes of this type have no daughter nodes.

For the analysis of foreign-language expressions see Section 8.9, “Foreign-language expressions”.

3.6. Nodes representing the dependent parts
of idiomatic expressions

nodetype = dphr

Nodes representing the dependent parts of idiomatic expressions are nodes with the FPHR functor (see
Section 7.8.2, “DPHR?”).

The t-lemma of a node with the DPHR functor is the dependent part of an idiomatic expression, i.e. an
expression that forms a lexical unit with the t-lemma of its mother node; the meaning of the whole is
usually not compositional. In case the idiomatic expression has more dependent parts, these are conjoined
into one large t-lemma with the DPHR functor and they are all connected by the underscore mark; the
order of the parts is identical to the surface word order (see Section 4.3.1, “Multi-word t-lemma”).
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Nodes of this type have a t-lemma, functor and other attributes. Nodes representing dependent parts
of idiomatic expressions have no grammatemes.

Nodes of this type have no daughter nodes; for exceptions see Section 6.8.2, “Verbal idioms”.
For the analysis of idiomatic expressions see Section 6.8, “Idioms (phrasemes)”.

Similar to the nodes with the DPHR functor are nodes that have the CPHR functor (see Section 7.8.1,
“CPHR”). Also these nodes form lexical units with their mother nodes; what is different is that most
of the lexical information is carried by the node with the CPHR functor, the t-lemma of its mother node
is poor in its semantic content. The connection between a node with the CPHR functor and its mother
node is usually looser than in the case of nodes with the DPHR functor; it is necessary that the morpho-
logical categories of the CPHR node be encoded in its grammatemes. This means that nodes with the
CPHR functor belong to the class of complex nodes (i.e. nodes which are assigned grammatemes).

3.7. Complex nodes

nodetype = complex

Complex nodes are nodes representing autosemantic lexical units (nouns, adjectives, verbs, adverbs,
numerals and pronouns). Autosemantic lexical units express morphological categories (in contrast to
synsemantics, which are represented by nodes of other types). To be represented properly, autosemantic
lexical units need (apart from a t-lemma and functor) grammatemes (the tectogrammatical correlates
of morphological categories, see Section 5.5, “Grammatemes”), and possibly other attributes. The fact
that complex nodes have grammatemes sets these nodes apart from all other types of nodes.

The t-lemma assigned to a complex node (representing a word present at the surface level) is usually
the basic form of the relevant lexical entry (i.e. a sequence of graphemes representing the basic form).
An exception to the rule are complex nodes representing personal and possessive pronouns: these make
use of the t-lemma substitute #PersPron (see Section 4.4, “T-lemma substitutes™).

Also (newly established) nodes that are copies of other nodes (their t-lemma is identical to the t-lemma
of the node that is being copied) and (newly established) nodes with the # PersPron t- lemma, as
well as those with the t-lemma substitute # EmpNoun belong to the class of complex nodes.

Newly established nodes with the #PersPron t-lemma (which is not different from the t-lemma
corresponding to a regular pronoun, present at the surface level) occupy the position of non-expressed
(deleted) personal pronouns (usually in the argument position). The information brought about by the
morphological categories (of the pronoun), some of which are reflected in the verb's form at the surface
level, has to be encoded in the value of the relevant grammatemes; this is mainly the information re-
garding the number and gender of the null pronoun.

Newly established nodes with the # EmpNoun t-lemma are inserted as the mothers of nodes correspond-
ing to adjectives that cannot have a nominal function themselves. Such a new node contains the inform-
ation concerning some of the morphological categories of the dependent adjective (the values of its
number and gender, see Section 5.6.1.2, “Definite pronominal semantic nouns: demonstratives”).
Newly established nodes with the t-lemma substitutes other than #PersPron or #EmpNoun belong
to the class of quasi-complex nodes (see Section 3.8, “Quasi-complex nodes”).

Complex nodes are divided into four basic groups, so called semantic parts of speech, which are further
classified (see Section 5.2, “Semantic parts of speech”). The information about the semantic category
of a complex node is encoded in the sempos attribute (see Section 5.3, “Attributes superior to gram-
matemes”). It follows from the membership in a semantic (part-of-speech) category which grammatemes
are relevant for a given node (i.e. by indicating the value of the sempos attribute the set of relevant
grammatemes is unequivocally determined).

Complex nodes can be modified by other complex nodes or by all other kinds of nodes with the excep-
tion of the technical root of a sentence (see Section 3.1, “The technical root node’’) and nodes with the
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FPHR functor (see Section 3.5, “Nodes representing foreign-language expressions”). The order of the
nodes dependent on a complex node is subject to the rules for the deep word order (see Section 10.3,
“Communicative dynamism”).

3.8. Quasi-complex nodes

nodetype = gqcomplex

Quasi-complex nodes are a special type of nodes that occupy the same position (have the same functor)
as complex nodes but they have no grammatemes, since lexical units corresponding to these nodes
have no morphological categories. They are either newly established nodes occupying positions of all
kinds of modifications, or they are nodes representing punctuation and other symbols present at the
surface level. Both newly established nodes and nodes representing symbols present at the surface
level have t-lemma substitutes, such as:

« some of the following t-lemmas (in the argument/adjunct positions): #AsMuch, #Cor, #EmpVerb,
#Equal, #Gen, #0blfm, #QCor, #Rcp, #Some, #Total, #Unsp (nodes with these t-lemmas
are always quasi-complex nodes),

» or some of the following t-lemmas (corresponding to non-alphabetical and non-numerical symbols):
#Amp, #Ast, or #Percnt (also these nodes are always quasi-complex),

» or some of the t-lemmas representing punctuation marks: #Bracket, #Comma, #Colon, #Dash,
#Period, #Period3 or #Slash. Nodes with these t-lemmas are quasi-complex only in the
case their functor is different from any functor usually assigned to paratactic structure root nodes
(e.g. if they are assigned the PRED functor; otherwise they are analysed as paratactic structure root
nodes, see Section 3.3, “Paratactic structure root nodes™).

For the description of the functors just mentioned, see Section 4.4, “T-lemma substitutes”.

Quasi-complex nodes are defined by a t-lemma, functor and other attributes; they have no grammatemes.
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Chapter 4. Tectogrammatical lemma
(t-lemma)

The tectogrammatical lemma of a node (further z-lemma) is one of the attributes of the node in a tecto-
grammatical tree (the t lemma attribute). The value of the t lemma attribute is either the node's
lexical value (i.e. its basic form, represented as a sequence of graphemes), or an “artificial” value (the
so called t-lemma substitute, see Section 4.4, “T-lemma substitutes™).

Essentially, it is possible to distinguish two kinds of nodes according to their t-lemmas:

* nodes representing lexical units present at the surface level of the sentence - the t-lemma of such
a node is the basic form of the given lexical unit - and newly established nodes, which are copies
of other nodes, present at the surface level (the t-lemmas of the copies are not different from the
t-lemmas of the copied nodes, so there is no need to treat them differently),

* newly established nodes with t-lemma substitutes

(Exceptions to this rough division are described below.)

4.1. Morphological lemma (m-lemma)

Sometimes, the notion of the morphological lemma is useful, although it has no direct relation to the
tectogrammatical level.

A node's morphological lemma (m-lemma) is the basic form of a word (e.g. the nominative singular,
the infinitive) that is assigned to words (word forms) at the morphological level.

The actual lemmas, which represent the output of the morphological parser, can contain other inform-
ation, too, apart from the specification of the basic/default form, e.g. technical suffixes characterizing
semantic or word-formation features of a given lexical unit: ( for example: “vazba-2_"(spojeni)”,
“protipravnost_"“(*3y)”. These suffixes can be ignored here; in the examples above, the m-lemmas are
“vazba” and “protipravnost” respectively.

4.2. The relation between a node's t-lemma and
m-lemma and between its t-lemma and word
form

As for the nodes representing words that are present at the surface level, their t-lemma is usually
identical to their m-lemma.

However, some words have a special t-lemma, which has no counterpart among morphological lemmas,
(the so called t-lemma substitute, see Section 4.4, “T-lemma substitutes”; cf. a), b) and j) in the list),
or they have a t-lemma that corresponds to the m-lemma of a different word (cf. ¢) through i) in the
list), or a multi-word t-lemma that corresponds to two (or more) m-lemmas (cf. k) in the list). In still
other cases, the t-lemma corresponds to the surface form of a given word (cf. 1) in the list). Paratactic
structure root nodes have so called representative (i.e. typical) t-lemmas (cf. m) in the list).

The relevant cases are the following:

a. personal pronouns (including the reflexive si and se) have the t-lemma substitute # PersPron
(see Section 4.4, “T-lemma substitutes”).

Examples:
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* tobé (=you.DAT/LOC) is represented by the #PersPron t-lemma;
* oni (=they) — #PersPron;
*  sobé (=self DAT/LOC) — #PersPron.

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.1.3, “Definite pronominal se-
mantic nouns: personal pronouns”.

possessive pronouns (including the reflexive sviij) are also represented by the t-lemma substitute
#PersPron (see Section 4.4, “T-lemma substitutes”).

Examples:

* nds (=our) is assigned the #PersPron t-lemma;
* jeji (=her) — #PersPron;

*  svoje (=self's) > #PersPron.

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.1.3, “Definite pronominal se-
mantic nouns: personal pronouns”.

possessive adjectives are represented by the t-lemmas of the corresponding nouns.
Examples:

* matcin (=mother’s) is represented by the t-lemma matka (=mother);

*  Paviova (=Pavel's) — Pavel.

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.1.1, “Denominating semantic
nouns”.

the short form of an adjective is represented by its basic form (the long one)
Examples:

* zklaman (=disappointed) is represented by the t-lemma zklamany,

» spokojena (=satisfied fem., short form) — spokojeny (=satisfied.masc., long form);
* ochoten (=willing) — ochotny.

NB! Passive participles are represented by the infinitive; for example pozvdn (=invited) is repres-
ented by a node with the t-lemma pozvat (=invite).

deadjectival adverbs are represented by nodes with the t-lemma of the corresponding adjective.
Example:
» pékné (=nicely) is represented by a node with the t-lemma pékny (=nice).

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.2.1, “Denominating semantic
adjectives”.

directional adverbs have locative adverbs as their t-lemmas.
Examples:

* tudy (=this_way) is represented by a node with the t-lemma fady (=here);
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» sem (=here.directional) — tady (=here.locative).
See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.3, “Semantic adverbs”.

various temporal adverbs have as their t-lemmas adverbs with the (corresponding) basic temporal
meaning (i.e. the one answering the question “kdy” (=when).

Examples:

* doted (=until_now) has the t-lemma ted’ (=now);

* doposud (=until_now) — ted (=now).

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.3, “Semantic adverbs”.
different types of numerals have t-lemmas identical to the corresponding cardinal numerals.
Examples:

* troji (=three_kinds_of) is represented by a node with the t-lemma #7i (=three);

* tretina (=one_third) — tii (=three);

* kolikaty (=how_many.ordinal) — kolik (=how_many.cardinal);,

» pétkrat (=five_times) — pét (=five).

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.1.5, “Definite quantificational
semantic nouns”, Section 5.6.2.4, “Definite quantificational semantic adjectives” a Section 5.6.2.5,
“Indefinite quantificational semantic adjectives”.

different types of pronouns, pronominal adverbs and numerals are represented by nodes with the
t-lemma of the corresponding relative pronoun (pronominal adverb or numeral).

Examples:

* nékdo (=someone) has the t-lemma kdo (=who);
* nic (=nothing) — co (=what);

* vSechen (=all) — co (=what);

* Zadny (=none) — ktery (=which).

See Section 5.1, “Syntactic and lexical derivation” and Section 5.6.1.4, “Indefinite pronominal
semantic nouns”, Section 5.6.2.3, “Indefinite pronominal semantic adjectives”, Section 5.6.3.5,
“Definite pronominal semantic adverbs” a Section 5.6.3.6, “Indefinite pronominal semantic ad-
verbs”.

punctuation marks and other symbols are assigned t-lemma substitutes (similarly to personal and
possessive pronouns). See Section 4.4, “T-lemma substitutes”.

Examples:
» the comma has the t-lemma #Comma;
* dash — #Colon.

expressions that are built out of more parts (words) but have a single meaning are in some cases
represented by a single node with a single t-lemma in which the parts are put together. Such a t-
lemma is called multi-word t-lemma; for more details see Section 4.3, “T-lemmas of multi-word
(complex) lexical units”.
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Examples:

» smadt se (=laugh; lit. laugh REFL) is represented by a single node whose t-lemma is smdt_se;
* anebo (=or, literally and_or) — a_nebo.

* van Beethoven — van_Beethoven.

1. frozen verbal forms (finite forms, as well as transgressives (gerunds) and infinitives, i.e. forms
having adverbial functions), are represented by nodes the t-lemmas of which are identical to the
surface form of such an expression, e.g. myslim, soudé (=I_think, judging). Similarly, foreign-
language expressions (with the FPHR functor) are assigned t-lemmas that are not different from
the corresponding surface forms.

See also Section 6.5.1, “Dependent verbal clauses without a finite verb form” and Section 8.9,
“Foreign-language expressions”.

m. different variants of conjunctions and other connectives and operators are represented by a node
(nodetype=coap) the t-lemma of which corresponds to the m-lemma of one of the variants
(this is the so called representative t-lemma). The representative t-lemma may also be complex;
cf. k) in the list and Section 4.3.1, “Multi-word t-lemma”.

Examples:

* both bud’ (=either) - nebo (=or) and budto - nebo are represented by a single node with the
representative t-lemma bud’ nebo;

* od (=from) - pres (=via) - do (=to), as well as od - pres - po (=to) and od - pres - k (=to) —
od_pres_do.

See also Section 8.16, “Co-ordinating connectives and operators”.

The choice of the t-lemma described in b), c¢) and e) through i) is a result of taking the derivational
processes into account. In principle, derived expressions have the same t-lemma as the base expressions.
For the information regarding the relevant derivation types, see Section 5.1, “Syntactic and lexical
derivation”.

Newly established nodes may be assigned one of the t-lemma substitutes, which do not correspond to
any m-lemma; see Section 4.4, “T-lemma substitutes”. As for determining the appropriate t-lemma,
copied nodes are subject to the same rules as the nodes present at the surface level.

4.3. T-lemmas of multi-word (complex) lexical
units

Some words are not independent lexical units - they form complex units with other words; such a
complex unit has a single meaning, then. Such collocations of two (or more) words that have a single
lexical meaning are called multi-word lexical units.

There are several possibilities of representing multi-word lexical units in the tectogrammatical trees:

» the multi-word unit is represented by a single node and all its components are part of a multi-word
t-lemma (see Section 4.3.1, “Multi-word t-lemma”),

* the multi-word lexical unit is represented by a single node whose t-lemma corresponds to one of
the components of the unit. The information regarding other components of the unit is encoded in
the values of various grammatemes (Section 4.3.2, “Multi-word lexical units analysed as such by
means of certain grammatemes”),
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43.1.

* the multi-word lexical unit is represented by several nodes and the fact that these form a single
unit is captured by using special functors (Section 4.3.3, “Multi-word lexical units analysed as
such by means of special functors™),

» the multi-word lexical unit is represented by several nodes and the fact that they form a unit is ex-
pressed by assigning them a special structure (Section 4.3.4, “Multi-word lexical units analysed
as such by means of assigning them a special structure”).

!!! Multi-word lexical units that are not captured as such so far. Some types of multi-word lexical
units are not captured as such so far (although the relation between their components eventually is to
be differentiated from that of syntactic dependency). Those are mainly:

» certain types of modal predicates (modal verb + infinitive).

For example: nemiiZe neprijit (=cannot.3sg not_come); see Section 6.9.1.1, “Modal predicates”.
» phase predicates (phase verb + full verb)

For example: zacne plakat (=starts crying). See Section 6.9.1.2, “Phase predicates”.
» quasi-modal predicates (quasi-modal/quasi-phase verb + full verb)

For example: ma plan odejit (=plans to leave). See Section 6.9.2, “Quasi-modal and quasi-phase
predicates”.

» inflected titles (i.c. those that change their form; in contrast to those that do not - see Section 4.3.4,
“Multi-word lexical units analysed as such by means of assigning them a special structure”).

For example: Univerzita Karlova (=Charles University), Evropska unie (=European Union).

» other kinds of collocations, complex (multi-word) lexemes (names of various objects, institutions
etc.)

For example: gramofonova deska, vysoka skola (=(gramophone) record; university/college - lit.
high school).

Multi-word t-lemma

Multi-word t-lemmas are, in some cases, assigned to nodes representing multi-word (complex) lexical
units. Multi-word t-lemmas contain all components of a given lexical unit (relevant at the tectogram-
matical level); the components are connected by the underscore mark.

The following cases are represented by a single node with a multi-word t-lemma:

* verbs the inherent part of which is the reflexive “se” or “si”.

T-lemmas assigned to verbs containing the reflexive se or si as their inherent part (for more details
see Section 8.14, “The expressions “se” and “si””), are of the form: infinitive + se or si.

Examples:
» smat se (=laugh REFL) is represented by a single node with the t-lemma smdt_se;
*  setkat se (=meet) — setkat se.
* complex conjunctions and conjunction pairs.
Examples:

*  bud’ (=either) - nebo (=or) is represented by a single node with the t-lemma bud" nebo;
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* jak (=as) - tak (=so) — jak_tak (=both...and);

* anebo (=or, literally and _or) — a_nebo .

For more details see Section 8.16.1, “Co-ordinating connectives”.

complex operators.

Examples:

* od (=from) - do (=to) is represented by a single node with the t-lemma od_do;
* od (=from) - pres (=via) - do (=to) — od_pres_do.

For more details see Section 8.16.2, “Operators”.

numbers with the function of a “label”.

Examples of numbers with the function of a “label” (often having more parts) are telephone numbers,
post codes etc. (see Section 8.10.1.3, “Numerals with the function of a “label””).

Examples:

o 420987 596 281 is represented by a single node with the t-lemma 420 987 596 281,
o 27811 — 278 Il.

expressions of the form 'number+adjective'.

Examples:

» 4] lety (=forty-one_years_old) is represented by a single node with the t-lemma 4/ [ety;
* 12 procentni (=12 per_cent.adj) — 12_procentni,

* 35 stupnoveé (=35 degree.adj) — 35_stupiiovy;

* 90 kilometrova (=90 kilometer.adj) — 90 _kilometrovy;

o 28 ¢lennd (=28 member.adj) — 28 _clenny;

* 200 hektarovy (=200 hectare.adj) — 200_hektarovy.

surnames containing “van”, “von”, “de” etc.

Examples:

* van Gogh is represented by a single node with the t-lemma van_Gogh;

* de Vito — de_Vito;

* von Ryanitv (=von Ryan's) — von_Ryan.

dependent parts of idiomatic expressions.

A special case of complex expressions are dependent parts of idiomatic expressions consisting of
more than one component (the functor is DPHR; see Section 6.8, “Idioms (phrasemes)”): the t-
lemma of such a complex expression consists of all the dependent parts (incl. prepositions), linked
by the underscore mark, the order being identical to the surface word order.

Examples:
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* nohy na ramena (=lit. legs on shoulders), as the dependent part of the idiom vzit nohy na ramena
(= lit. take legs on shoulders, meaning: to escape quickly), is represented by a single node with
the t-lemma nohy _na_ramena;

*  (béhad) mraz po zadech (= lit. (run) frost on (sb's) back, béha mi z toho mraz po zadech meaning:
it gives me the creeps) — mrdz_po_zadech;

* (mit) hluboko do kapsy (=lit. (have) deep into (one's) pocket, meaning: to be poor) —
hluboko _do_kapsy.

For more details see Section 6.8, “Idioms (phrasemes)”.

4.3.2. Multi-word lexical units analysed as such by means
of certain grammatemes

The following cases are analysed as multi-word lexical units by means of certain grammatemes:

3

modal predicates.

Modal predicates (modal verb + infinitive, see Section 6.9.1.1, “Modal predicates™), are represented
by a single node; however, their t-lemmas are not multi-word (in contrast to cases described in
Section 4.3.1, “Multi-word t-lemma”). The t-lemma assigned to a modal predicate is the infinitive
alone; the information regarding the predicate's modality is encoded in the value of the deontmod
grammateme (see Section 5.5.10, “The deontmod grammateme (deontic modality)”).

Examples:
* muset odejit (=must leave) is represented by a single node with the t-lemma odejit (=leave);
* chci pracovat (=(I) want to work) — pracovat (=work).

NB! An exception to the rule are the cases when both the modal verb and the infinitive are negated
(e.g. nemiizes neprijit (=(vou) cannot not_to_come), and several other cases (see Section 6.9.1.1,
“Modal predicates”).

4.3.3. Multi-word lexical units analysed as such by means
of special functors

Some multi-word lexical units can be divided into two parts (the governing part and the dependent
part), each of which has its own node. The fact that those form a unit is expressed by using a special
functor for the dependent part. This applies to the following cases:

complex predicates.
The dependent part has the CPHR functor.
Example:

* mit dojem (=have the impression) is represented by two nodes with the t-lemmas mit (=have)
and dojem (=impression). The node with the t-lemma dojem has the CPHR functor.

For the analysis of complex predicates see Section 6.9.3, “Complex predicates”.
idiomatic expressions.
The dependent part has the DPHR functor.

Example:
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* vzit nohy na ramena (=lit. take (one's) legs on (one's) shoulders) is represented by two nodes
with the t-lemmas vzit and nohy na ramena. The node with the t-lemma nohy na ramena has
the DPHR functor. For a discussion concerning the appropriate form of the t-lemma assigned
to the dependent part of an idiomatic expression, see Section 4.3.1, “Multi-word t-lemma”.

For the analysis of idiomatic expressions Section 6.8, “Idioms (phrasemes)”.
complex (coordinating) connectives.

A node representing a conjunction modifier (i.e. the dependent part of a complex connective) has
the CM functor.

Example:

* adokonce (=lit. and even) is represented by two nodes with the t-lemmas a and dokonce. The
node with the t-lemma dokonce has the CM functor.

For the analysis of coordinating connectives, see Section 8.16, “Co-ordinating connectives and
operators’.

4.3.4. Multi-word lexical units analysed as such by means
of assigning them a special structure

Some multi-word lexical units are represented as consisting of several separate nodes and their complex
character is captured by assigning them a special structure. This applies mainly to:

non-inflected titles.

Individual parts of a title are represented by individual nodes. The complex character of the whole
expression is indicated by assigning the effective root node of the relevant subtree the ID functor.
In some cases, this analysis is supported also by adding a node with the t-lemma substitute # Idph
to the structure. This node is on top of the whole subtree representing the title (for the analysis of
titles, see Section 8.8, “Identifying expressions”).

4.4. T-lemma substitutes

The term t-lemma substitutes is used for artificial t-lemmas beginning with #. T-lemma substitutes are
assigned to:

newly established nodes that are not copies of other nodes.
(Copied nodes have the t-lemmas of the original nodes.)
nodes representing selected types of words/symbols present at the surface structure. These are:
* personal and possessive pronouns.
Nodes representing personal and possessive pronouns have the # PersPron t-lemma.
* punctuation marks and other symbols.

Nodes representing punctuation marks and other (non-alphabetical/non-numerical) symbols
have the following t-lemma substitutes:

* & is represented by a node with the #Amp t-lemma;
e % — #Percnt;

* ¥ §#Ast;
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* period — #Period;

e three dots — #Period3;

e comma — #Comma;

e colon — #Colon;

* dash and hyphen — #Dash;
* slash — #Slash;

e semicolon —»#Semicolon;
* Dbracket »#Bracket.

NB! Not every punctuation mark is represented by a node at the tectogrammatical level. For
more details see Section 8.18, “Punctuation”.

!!! The punctuation marks with the corresponding t-lemma substitutes #Colon, #Dash or
#Slash are represented only in the case they are relevant for the semantic interpretation. For
example, a colon (node) representing division, proportion, introducing direct speech etc. has
always the #Colon t-lemma.

* syntactic negation.

A node representing syntactic negation (expressed by attaching the prefix ne- to a verb) has
the #Neg t-lemma. For more details see Section 8.13, “Expressions of negation and affirm-
ation”.

List of all t-lemma substitutes (in alphabetical order). The following list comprises all t-lemma
substitutes occurring in tectogrammatical trees. The t-lemmas are in alphabetical order and it is always
indicated whether they represent a word/symbol present at the surface structure or whether they corres-
pond to a newly established node (with no counterpart at the surface level). Furthermore, it is specified
which node type is usually connected with a particular t-lemma.

*  #Amp
= the t-lemma assigned to the “ & ” symbol (present at the surface level).
nodetype = coap

e #AsMuch

= the t-lemma assigned to a newly established node used for introducing consecutive clauses. Fore
more details see Section 8.7, “Constructions with a dependent consecutive clause”.

nodetype = gcomplex
* #Ast

ok 9

= the t-lemma assigned to a node representing the symbol (present at the surface level).
nodetype = gcomplex
* #Benef

= the t-lemma assigned to a newly established node representing the beneficiary (not present at the
surface level) in control constructions. For more details see Section 9.2.4, “Control”.

nodetype = gcomplex
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#Bracket

= the t-lemma assigned to a node representing a bracket (“ (”” or “) ) (present at the surface level).
For more details see Section 8.19.2, “Text in brackets and within dashes”.

nodetype = coap
#Colon

[73%3]

= the t-lemma assigned to a node representing the “:” symbol (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap, or nodetype = gcomplex
#Comma

(T3]

= the t-lemma assigned to a node representing the comma (““,”) (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap, or nodetype = gqcomplex
#Cor

= the t-lemma assigned to a newly established node representing the (usually inexpressible) con-
trollee in control constructions. For more details see Section 9.2.4, “Control”.

nodetype = gcomplex
#Dash

= the t-lemma assigned to a node representing a dash or hyphen (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap, or nodetype = gcomplex
#EmpNoun

= the t-lemma assigned to newly established nodes representing non-expressed nouns (i.e. absent
at the surface level) governing syntactic adjectives. For more details see Section 6.12.1.2.2,
“Grammatical ellipsis of the governing noun”.

nodetype = complex
#EmpVerb

= the t-lemma assigned to newly established nodes representing verbal predicates absent at the
surface structure. For more details see Section 6.12.1.1.2, “Grammatical ellipsis of the governing
verb”.

nodetype = gcomplex
#Equal

= the t-lemma assigned to newly established nodes used in comparative constructions. For more
details see Section 8.4, “Constructions with the meaning of “comparison™”.

nodetype = gcomplex

#Forn
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= the t-lemma assigned to newly established nodes representing the governing node of a foreign-
language expression. For more details see Section 8.9, “Foreign-language expressions”.

nodetype = list
#Gen

= the t-lemma assigned to a newly established node representing a general participant absent at the
surface level. For more details see Section 6.2.4.1, “General arguments and unspecified Actors”.

nodetype = gcomplex
#Idph

= the t-lemma assigned to a newly established node serving as an auxiliary node in so called
identifying expressions. For more details see Section 8.8, “Identifying expressions”.

nodetype =1list
#Neg

= the t-lemma used for the syntactic negation (expressed by the ne- prefix) For more details see
Section 8.13, “Expressions of negation and affirmation”.

nodetype =atom
#0blfm

= the t-lemma assigned to a newly established node representing an obligatory adjunct absent at
the surface level. For more details see Section 6.12.2.1.3, “Ellipsis of an obligatory free modification
(t-lemma substitutes #Ob1 fm and #Rcp)”.

nodetype = gcomplex

#Percnt

= the t-lemma assigned to the “ % ” symbol (present at the surface level).
nodetype = gcomplex

#Period

(T3NRE)

= the t-lemma assigned to a node representing a period (“ .”) (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap

#Period3

[T3EE)

= the t-lemma assigned to nodes representing three dots (““...”) (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap,nodetype =qgcomplex
#PersPron

= the t-lemma assigned to a node representing personal or possessive pronouns (incl. the reflexives);
this applies both to newly established nodes and to those present at the surface level. If a node with
the #PersPron t-lemma is newly established, deletion is involved. For more details see Sec-
tion 6.12.2.1.1, “Textual ellipsis of an obligatory argument (the t-lemma substitutes # PersPron,
#Cor, #QCor a #Rcp)”.
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nodetype = complex
#QCor

= the t-lemma assigned to newly established nodes representing a (usually inexpressible) valency
modification in quasi-control constructions. For more details see Section 9.2.5, “Quasi-control”.

nodetype = gcomplex
#Rcp

= the t-lemma assigned to newly established nodes representing participants that are left out as a
result of reciprocation. For more details see Section 6.2.4.2, “Reciprocity”.

nodetype = gcomplex
#Semicolon

[ 3]

= the t-lemma assigned to a node representing the “ ;” symbol (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap
#Separ

= the t-lemma assigned to an auxiliary node occasionally used in coordination constructions (with
no counterpart at the surface level). For more details see Section 6.6.1, “Representing parataxis in
a tectogrammatical tree”.

nodetype = coap
#Slash

= the t-lemma assigned to a node representing the * /” symbol (present at the surface level). For
more details see Section 8.18, “Punctuation”.

nodetype = coap
#Some

= the t-lemma assigned to newly established nodes representing the nominal part of verbonominal
predicates (not present at the surface level), used mainly in comparative constructions. For more
details see Section 8.4, “Constructions with the meaning of “comparison™”.

nodetype = gcomplex
#Total

= the t-lemma assigned to a newly established node, needed in a special kind of constructions that
are used for describing an exception to something. For more details see Section 8.6, “Constructions
signifying “restriction” and “exceptional conjoining””.

nodetype = gcomplex
#Unsp

= the t-lemma assigned to newly established nodes representing valency modifications not present
at the surface level the semantic content of which is very vague (non-specific). For more details
see Section 6.2.4.1, “General arguments and unspecified Actors”.

nodetype = gcomplex
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4.5. T-lemmas and node types

For every node type we can specify the following:

nodetype = root (see Section 3.1, “The technical root node”).
The technical root node of a tectogrammatical tree has no t lemma attribute.
nodetype = atom (see Section 3.2, “Atomic nodes”).

The t-lemmas assigned to this kind of nodes usually correspond to their m-lemmas. An exception
to the rule are nodes representing syntactic negation; these are assigned the t-lemma substitute
#Neg.

nodetype = coap (see Section 3.3, “Paratactic structure root nodes”).

Paratactic structure root nodes have so called representative t-lemmas, which usually correspond
to their m-lemmas (e.g.: a (=and), nebo (=or), krat (=times); sometimes, also non-alphabetical/non-
numerical symbols are used, e.g.: +). Nodes representing complex conjunctions and conjunction
pairs have multi-word t-lemmas (e.g.: bud’ nebo (=either or); see Section 4.3.1, “Multi-word t-
lemma”); this is the case of some operators, too (e.g.: od_ do (=from_to)).

Punctuation marks are represented by nodes with t-lemma substitutes (e.g.: # Comma, #Dash etc.;
see Section 4.4, “T-lemma substitutes™).

For the analysis of coordinating connectives and operators, see Section 8.16, “Co-ordinating
connectives and operators”.

nodetype = 1ist (see Section 3.4, “List structure root nodes™).
List structure root nodes have the following t-lemma substitutes: # Idph and #Forn.
nodetype = fphr (see Section 3.5, “Nodes representing foreign-language expressions”).

The t-lemmas assigned to nodes representing foreign-language expressions correspond to their
surface forms.

nodetype =dphr (see Section 3.6, “Nodes representing the dependent parts of idiomatic expres-
sions”).

The t-lemmas assigned to nodes representing the dependent parts of idiomatic expressions are the
actual word forms present at the surface level. If the dependent part of an idiomatic expression
contains more components, its t-lemma is complex, which means that the node with the DPHR
functor has a t-lemma containing all the components of the expression in question, in their surface
form and order, connected by the underscore mark.

nodetype = complex (see Section 3.7, “Complex nodes”).

The t-lemmas assigned to complex nodes are nouns, adjectives, numerals, verbs and adverbs (oc-
casionally also words of other parts of speech). Often, the t-lemma and m-lemma are the same (like
in the following sentence: Otec cte noviny. (=Father is reading a newspaper) - the m-lemmas / t-
lemmas are: otec, cist, noviny (=Father, read, newspaper).

The t-lemmas are different from their respective m-lemmas in the following cases (cf. also Sec-
tion 4.2, “The relation between a node's t-lemma and m-lemma and between its t-lemma and word
form™):

» personal and possessive pronouns are represented by nodes with the #PersPron t-lemma,
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+ short forms of adjectives are represented by their respective long forms (e.g. zklaman (= disap-
pointed) is represented by a node with the t-lemma zklamany),

+ the t-lemma assigned to a reflexive verb is formed by the infinitive of the relevant verb plus
the reflexive se, which is connected to the verb by the underscore mark (e.g. smat_se),

+ the t-lemma assigned to an expression of the form number+adjective contains both its parts,
connected by the underscore mark (e.g.: 45 _lety (=45 years old),

+ foreign surnames containing van, von, de etc. have multi-word t-lemmas (e.g.: van_Gogh,
de_Vito),

* numbers with the function of a “label”, like telephone numbers, post codes etc. have multi-
word t-lemmas, too (see Section 8.10.1.3, “Numerals with the function of a “label””; e.g.:
420 987 596 281; 278 11).

+ differences between t-lemmas and their respective m-lemmas also result from the attempt to
capture derivational processes; the derived forms are represented by the t-lemmas of the base
forms. For the analysis of the individual types, see Section 4.2, “The relation between a node's
t-lemma and m-lemma and between its t-lemma and word form”, in more detail also Section 5.1,
“Syntactic and lexical derivation”.

nodetype = gcomplex (see Section 3.8, “Quasi-complex nodes”).

Quasi-complex nodes are newly established nodes which are assigned t-lemma substitutes (see
Section 4.4, “T-lemma substitutes”).
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Chapter 5. Complex nodes and
grammatemes

Autosemantic lexical units are represented by complex nodes in the tectogrammatical trees (the value
of their nodetype attribute is complex; see Section 3.7, “Complex nodes”). Complex nodes have
a t-lemma, grammatemes and other attributes. (Other nodes types have no grammatemes.)

For a great number of complex nodes, their t-lemma is identical to their m-lemma (see Section 4.1,
“Morphological lemma (m-lemma)”, Section 4.2, “The relation between a node's t-lemma and m-
lemma and between its t-lemma and word form”). However, in some cases, the t-lemmas differ from
their respective m-lemmas. This is mostly caused by the fact that some of the processes of syntactic
and lexical derivation are reflected at the tectogrammatical level (see Section 5.1, “Syntactic and lex-
ical derivation”).

5.1. Syntactic and lexical derivation

Syntactic derivation and lexical derivation are processes as a result of which new words are derived
(from their base words). The derived words are represented by nodes with the t-lemmas of their base
words.

5.1.1. Types of the syntactic derivation

Syntactic derivation concerns the cases in which the base word is to be used in a different syntactic
environment (function) while the core of its meaning stays preserved.

The following types of syntactic derivation can be distinguished:

A. Possessive adjectives are taken to be derived from nouns and are represented by their t-lemmas
(i.e. by the t-lemmas of the base nouns).

Examples:

* matcin (=mother’s) is represented by matka (=mother);
*  Paviova (=Pavel's) — Pavel,

» prezidentitv (=president's) — prezident,

»  kamaradovych (=friend's. LOC.pl) — kamarad.

See Section 5.6.1.1, “Denominating semantic nouns”.

B. Similarly, possessive pronouns use the t-lemmas of their base words, which are personal pronouns.
Personal and possessive pronouns (including the reflexives) are represented by a single t-lemma
(#PersPron; see Section 4.4, “T-lemma substitutes”).

Examples:

* tobe (=you.DAT/LOC.sg) is represented by a node with the #PersPron t-lemma;
» mé (=1.GEN/ACC) — #PersPron;

* vdam (you.DATpl) — #PersPron;

* oni (=they) — #PersPron;
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»  sobé(=self DAT/LOC) — #PersPron.

* nas (=our) — #PersPron;

* jeji (=her) — #PersPron;

*  svoje (=self's) —» #PersPron.

See Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns”.
C. Deadjectival adverbs are represented by nodes with the t-lemmas of the corresponding adjectives.

Examples:

» pékné (=nicely) is represented by pekny (=nice);

* rychle (=quickly) — rychly (=quick);

* poradné (=thoroughly) — poradny (=thorough).

See Section 5.6.2.1, “Denominating semantic adjectives”.

D. Certain pronominal directional adverbs are taken to be derived from locative adverbs; hence, they
are represented by nodes with the t-lemmas of the corresponding locative adverbs.

Ptiklady:

* tudy (=this_way) is represented by tady (=here),

* odtud (=from_here) — tady (=here);

» sem (=here.directional) — tady (=here.locative);

* odtamtud (=from_there) — tam (=there).

See Section 5.6.3.5, “Definite pronominal semantic adverbs”.

E. Similarly, certain pronominal temporal adverbs (answering the questions “od kdy (=from when)”,
“do kdy (=until when)” etc.) are understood as derived from adverbs carrying the simplest tem-
poral meaning (i.e. the one answering the question “kdy? (=when)”) and are represented by their
t-lemmas.

Examples:

* doted (=until_now) is represented by ted’ (=now);

* doposud (=until_now) — ted (=now).

See Section 5.6.3.5, “Definite pronominal semantic adverbs”.

The m-lemmas of words that are taken to be derived by means of syntactic derivation can be deduced
from the used t-lemma together with the assigned functor. For example, the m-lemma matcin
(=mother's) corresponds to the combination of the t-lemma matka (=mother) and the functor APP
(type A, similarly type B); the m-lemma tudy (=this_way) corresponds to the combination of the t-
lemma tady (=here) and the functor DIR2 (type D) etc.

!!! Types of syntactic derivation not represented at the tectogrammatical level as such. Other
types of syntactic derivatives are not represented as such at the tectogrammatical level so far; their m-
lemmas are used instead. These are:

* deadverbial adjectives.
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For example dnesni (=today's) is represented by the t-lemma dnesni and not by the t-lemma dnes
(=today).

verbal and event nouns (if they are cases of syntactic derivation).

For example vyrabéni, seti (=producing, sowing) and vyroba, setba (=production, sowing) are
represented by the t-lemmas vyrdbéni, seti and vyroba, setba and not by the t-lemmas of the corres-
ponding base verbs.

deadjectival nouns of the type mladost (=youth) and naivita (=naivety).

In the current version of PDT, neither these are represented by the t-lemmas of their base adjectives.

deverbal adjectives of the type vyrdbéjici (=producing) and vyrobeny (=produced).

In the current version of PDT, these are not represented by the t-lemmas of their base verbs.

5.1.2. Types of lexical derivation

Lexical derivation involves change in meaning; the semantics of the lexical derivatives differs from
that of their base words.

There are two types of lexical derivation that are captured as such at the tectogrammatical level:

A.

Individual kinds of definite numerals (ordinal, sort, set and fraction numerals) are taken to be
derived from the corresponding cardinal numerals and are represented by their t-lemmas.

Examples:

* troji (=three_kinds_of) is represented by 7 (=three);

* tretina (=(one) third) — tri,

* treti (=the_third) — tri.

See Section 5.6.2.4, “Definite quantificational semantic adjectives”.

Relative, indefinite, interrogative, negative and totalizing pronouns and pronominal numerals and
adverbs of a similar type (e.g. nékdo / nikdo (=somebody/nobody), nekolik (=several), nékdy /
nikdy (=sometimes/never)) are represented by the t-lemma of the corresponding interrogative or
relative pronoun, numeral or adverb.

Examples:

* nékdo (=somebody) is represented by kdo (=who);
* nikdo (=nobody) — kdo;

* nic (=nothing) — co (=what);

» nekolik (=several) — kolik (=how_many);

*  vSechen (=all) — co (=what);

*  Zadny (=no) — ktery (=which).

See Section 5.6.1.4, “Indefinite pronominal semantic nouns”, Section 5.6.2.3, “Indefinite pronom-
inal semantic adjectives”.

The semantic feature distinguishing individual types of numerals from their cardinal counterparts is
encoded in the value of their numertype grammateme (see Section 5.5.5, “The numertype gram-
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5.1.3.

mateme”). The semantic feature distinguishing different types of pronominal numerals and adverbs
from each other is encoded in the value of their indeftype grammateme (see Section 5.5.6, “The
indeftype grammateme”).

As for type A, the form of the m-lemma follows from the combination of the used t-lemma and the
value of the numertype grammateme (e.g. t/eti (=the third) has the t-lemma #7 (=three) and the
value ord is specified in the numertype attribute). As for type B, the form of the m-lemma follows
from the combination of the used t-lemma and the value of the indeftype grammateme (e.g. the
m-lemma nékdo (=somebody) is represented by a node with the t-lemma kdo (=who) and the indef1
value in the indeftype grammateme).

11! Only those types of lexical derivation are represented as such at the tectogrammatical level which
are grammaticalized to a sufficiently large extent. Hence, we only represent those cases of lexical de-
rivation as such that belong to a closed class of words (these are pronouns, numerals and pronominal
adverbs). So far, productive types of lexical derivation (derivation of feminine forms from masculine
forms, derivation of diminutives or agent nouns) are not represented as such in PDT.

Mixed type

There are also other types of derivatives - those resulting from both syntactic and lexical derivation.

These are:

A. Possessive counterparts of relative, indefinite, interrogative, negative and totalizing pronouns
(e.g. ¢i, néci, cisi, nici (=whose, someone's, noone's)) are represented by a node with the t-lemma
of the corresponding relative/interrogative pronoun.

Examples:

* (i (=whose) is represented by kdo (=who);

*  néci (=someone's) — kdo;

* nici (=noone's) — kdo.

See Section 5.6.1.4, “Indefinite pronominal semantic nouns”.

The value of the m-lemma of these possessives follows from the combination of their t-lemma,
functor and the value of the indeftype grammateme (see Section 5.5.6, “The indeftype
grammateme”).

For example, a node with the t-lemma kdo (=who), the APP functor and the negat value in the
indeftype grammateme has the m-lemma nici (=noone's).

B. Relative, indefinite, interrogative, negative and totalizing pronominal adverbs expressing direc-
tional meanings (e.g.: odkud, kudy, kam, odnékud, nikudy (=from_where, which_way, where_to,
from_some_place, ...)) are represented by the t-lemma of their locative counterparts.

Examples:

*  odkud (=from_where) is represented by a node with the t-lemma kde (=where);
* nékudy (=some_way) — kde (=where);

* nikam (=nowhere) — kde.

See Section 5.6.3.6, “Indefinite pronominal semantic adverbs”.
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The value of the m-lemma of these adverbs follows from the combination of their t-lemma,
functor and the value of their indeftype grammateme (see Section 5.5.6, “The indeftype
grammateme”).

For example, a node with the t-lemma kde, the DIR2 functor and the negat grammateme cor-
responds to the m-lemma nikudy (=lit. no_way).

Relative, indefinite, interrogative, negative and totalizing pronominal adverbs with various tem-
poral meanings (answering the questions “od kdy (=from_when)”, “do kdy (=until_when)” etc.;
e.g.: odkdy, dokdy, navzdy (=from_when, until when, forever)) are represented by the correspond-
ing adverbs with the simplest (basic) temporal meaning.

Examples:

* odkdy (=from_when) is represented by kdy (=when);

* dokdy (=until when) — kdy;

* navzdy (=forever) — kdy.

See Section 5.6.3.6, “Indefinite pronominal semantic adverbs”.

The value of the m-lemma of these adverbs follows from the combination of their t-lemma,
functor and the value of their indeftype grammateme (see Section 5.5.6, “The indeftype
grammateme”).

For example, a node with the t-lemma kdy (=when), the TFHL functor and the totall value in
the indeftype grammateme corresponds to the m-lemma navzdy (=forever).

Individual types of indefinite numerals, i.e. ordinal, sort, set and fraction numerals, are represented
by a node with the t-lemma of the corresponding (adjectival) cardinal numeral.

For example, kolikaty (=how_many.adjectival; ordinal) as well as kolikery
(=how_many_types.adjectival; set numeral) are represented by the t-lemma kolik (=how_many).

Examples:

* kolikaty (=how_many.adjectival, ordinal) is represented by kolik (=how_many);
*  kolikery (=how_many_types.adjectival, set numeral) — kolik.

See Section 5.6.2.5, “Indefinite quantificational semantic adjectives”.

The value of the m-lemma of these numerals follows from the combination of their t-lemma,
functor, the value of the indeftype grammateme (see Section 5.5.6, “The indeftype
grammateme”) and the value of the nume rtype grammateme (see Section 5.5.5, “The numer-
type grammateme”).

For example, a node with the t-lemma kolik (=how_many), the indef1 value inthe indeftype
grammateme and the ord value in the numertype grammateme corresponds to the m-lemma
nekolikaty (=n-th, several.ordinal).

Adverbs with a numerical meaning like potieti (=for_the_third time) / pokolikaté / ponékolikaté
(=for_the n-th _time) and trikrat (=three_times) | mnohokrat (=many times) /| kolikrat
(=how_many _times) | nékolikrat (=a_couple_of times) are represented by a node with the t-
lemma of the corresponding (deadjectival) cardinal numeral.

Examples:

* potreti (=for_the_third_time) is represented by t7i (=three);
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> trikrat (=three_times) — t7i;

» mnohokrat (=many_times) — mnoho (=many);

* pokolikaté (how_many_times.ordinal) — kolik (=how_many);
* ponekolikaté (for_the n-th_time) — kolik;

* nekolikrat (=several_times) — kolik.

Cf. Section 5.6.2.4, “Definite quantificational semantic adjectives”, Section 5.6.2.5, “Indefinite
quantificational semantic adjectives” and Section 5.6.2.6, “Gradable quantificational semantic
adjectives”.

The value of the m-lemma of these adverbs follows from the combination of their t-lemma,
functor, the value of their numertype grammateme (see Section 5.5.5, “The numertype
grammateme”), with indefinite adverbs also from the value of the indeftype grammateme
(see Section 5.5.6, “The indeftype grammateme”).

For example, a node with the t-lemma #7 (=three), the TWHEN functor and the ord value in the
numertype grammateme corresponds to the m-lemma potrieti (=for_the_ third time); a node
with the t-lemma kolik (=how_many), the THO functor, the value basic in the numertype
grammateme and the indefl value in the indeftype grammateme corresponds to the m-
lemma nékolikrat (=several_times).

5.2. Semantic parts of speech

Due to the way syntactic and lexical derivatives are represented, it often happens that a node's t-lemma
differs from its m-lemma.

Complex nodes are divided into four basic groups (according to their t-lemmas) which are further
subdivided. These four basic groups are called semantic parts of speech. Semantic parts of speech are
categories of the tectogrammatical level and correspond to the basic onomasiological categories: sub-
stances, properties, circumstances.and events. They are:

* semantic nouns (see also Section 5.6.1, “Semantic nouns”),

* semantic adjectives (see also Section 5.6.2, “Semantic adjectives”),
» semantic adverbs (see also Section 5.6.3, “Semantic adverbs”),

* semantic verbs (see also Section 5.6.4, “Semantic verbs”),

The information regarding the semantic part-of-speech character of a complex node is encoded in its
sempos attribute. See also Section 5.3.1, “The sempos attribute”.

Semantic parts of speech do not quite correspond to the “traditional” parts of speech (see Section 5.2.1,
“Relation between the semantic and traditional parts of speech”).

Traditional parts of speech. In Czech, ten traditional parts of speech are distinguished: nouns, adject-
ives, pronouns, numerals, verbs, adverbs, prepositions, conjunctions, particles and interjections. To
which traditional part of speech a word belongs is determined by its morphological, syntactic and se-
mantic characteristics (by the characteristics of its m-lemma). The information regarding the (traditional)
part-of-speech characteristics of a word (its m-lemma) is carried by its morphological tag. To explain
the relation between the semantic parts of speech and the traditional parts of speech (see Section 5.2.1,
“Relation between the semantic and traditional parts of speech”) the term syntactic parts of speech
will be used as well.
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Syntactic parts of speech. The term syntactic part of speech refers to the role of a word in the sentence.
The fact that a word belongs to a syntactic part-of-speech is not encoded in any attribute of the word,
the term is used exclusively to make the explanation of the difference between the semantic and tradi-
tional parts of speech easier. Four syntactic parts of speech are distinguished:

e syntactic nouns.

Syntactic nouns are words that modify verbs and usually express such morphological categories
as gender, number and case. They mostly play the role of the subject or an object. Moreover, syn-
tactic nouns involve words with the function of a predicative complement or the nominal part of
a (verbonominal) predicate (if they are not dependent on another noun w.r.t. the value of their
morphological categories) and words in the position of a non-agreeing attribute.

* syntactic adjectives.

Syntactic adjectives are words that modify nouns and are dependent on them w.r.t. the value of
their morphological categories (mostly they play the role of an agreeing attribute). Further, syntactic
adjectives involve words in the position of the nominal part of a predicate or in the position of a
predicative complement - if the value of their morphological categories depends on the morpholo-
gical categories of another noun in the sentence (which is usually either the subject or an object).

* syntactic adverbs.

Syntactic adverbs modify verbs or adjectives and usually have no morphological categories
(sometimes they have the category of degree). Their function in sentences is adverbial.

* syntactic verbs.
Syntactic verbs are words with the function of a predicate (of an independent or dependent clause).

Note on terminology: when referring to the semantic parts of speech, the attribute “semantic” will

LR I3

always be used (i.e.: “semantic nouns”, “semantic adjectives”), when referring to the traditional parts

ERINT3

of speech, the attribute “traditional” will not always be used (i.e.: “nouns”, “traditional nouns” etc.).

5.2.1. Relation between the semantic and traditional parts
of speech

Only complex nodes are differentiated as to their semantic part-of-speech characteristics.

Autosemantic parts of speech. Lexical units that belong to one of the autosemantic parts of speech
usually also belong to the corresponding semantic part of speech, i.e. nouns belong to semantic nouns,
adjectives to semantic adjectives, adverbs to semantic adverbs and verbs to semantic verbs. This means
that the part-of-speech status of the m-lemma usually corresponds to the semantic part-of-speech status
of the t-lemma.

However, there is a difference between the part-of-speech status of the m-lemma and the semantic
part-of-speech status of the t-lemma with some types of derivation; this involves the following cases:

* A:possessive adjectives correspond to semantic nouns (at the tectogrammatical level).
* C: deadjectival adverbs correspond to semantic adjectives.

* E: adverbs with a numerical meaning have the t-lemma of the corresponding adjectival cardinal
numerals.

Pronouns and numerals. Pronouns and numerals are also represented by complex nodes and are
treated as either semantic nouns or semantic adjectives (according to their syntactic behavior). For
example, ktery is taken to be a (syntactic and therefore) semantic noun in sentences like Diim, ktery
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koupil,... (=The house, that he bought...) and a (syntactic and) semantic adjective in sentences like
Ktery dum koupil? (=Which house did he buy?).

Differences between the values of the m-lemma and t-lemma of pronouns and numerals follow from
the fact that all personal and corresponding possessive pronouns (including the reflexives) are assigned
a single t-lemma (namely # PersPron) and also from the way some types of derivation are represented
at the tectogrammatical level. This concerns the following derivational types:

* B:the m-lemmas of relative, indefinite, interrogative, negative and totalizing pronouns correspond
to nodes with the t-lemmas of the corresponding relative/interrogative pronouns.

* A:similarly, also possessive counterparts of relative, indefinite, interrogative, negative and totalizing
pronouns are represented by nodes with the t-lemmas of the corresponding relative/interrogative
pronouns.

* A and E: the m-lemmas of all types of definite numerals and adverbs with a numerical meaning
correspond (at the tectogrammatical level) to the t-lemmas of the corresponding cardinal numerals.

* D and E: similarly, the m-lemmas of all types of indefinite numerals and adverbs with a numerical
meaning correspond to the t-lemmas of the corresponding cardinal numerals.

Other traditional parts of speech. Other parts of speech are represented by other than complex nodes,
therefore, no reference to semantic parts of speech is made. These are nodes for particles and interjections
(i.e. mostly atomic nodes: nodetype=atom) and nodes for coordinating conjunctions (these form
a separate node type, so called paratactic structure root nodes: nodetype=coap).

Prepositions and subordinating conjunctions are not represented by independent nodes at the tectogram-
matical level at all (see Section 8.17, “Prepositions and subordinating conjunctions”), therefore, it
makes no sense to refer to the semantic parts of speech with respect to them.

The relations between the semantic and traditional parts of speech are represented in Fig. 5.1. Arrows
in boldface indicate that the relation is “prototypical” (nouns prototypically belong to the class of se-
mantic nouns, adjectives to the class of semantic adjectives etc.), simple (thin) arrows indicate the
distribution of pronouns and numerals between the semantic nouns and adjectives and interrupted arrows
follow the classification based on derivational relations.

Figure 5.1. The relations between the semantic and traditional parts of speech

I nouns | adjectives | pronouns | numerals | adverbs | verbs |prep. | conj. | part. |interj.|
semantic nouns semantic adjectives semantic adverbs semantic verbs

5.2.2. Inner structure of the semantic parts of speech

Semantic nouns, adjectives and adverbs are further classified.
!!! Semantic verbs are not further classified so far.

The information regarding the semantic part-of-speech character of a complex node is encoded in its
sempos attribute; also the information as to which subgroup the particular semantic noun, adjective
or adverb belongs to is included. The possible values of the sempos attribute are to be found in
Table 5.1, “Values of the sempos attribute”.

The inner structure of semantic nouns, adjectives and adverbs is to some extent parallel, however, not
identical.
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The inner structure of the semantic parts of speech is represented with the help of a tree structure
(graph) the root of which is the label of the given semantic part of speech. The first level below the
label lists the basic subgroups of the class in question (i.e. the denominating, pronominal and quanti-
ficational subgroups); further classification follows on the lower levels. Below the label of a subgroup,
the value of its sempos attribute is given (in boldface). Below the value of the sempos attribute,
there is a set of grammatemes that are associated with the given subgroup (if there are no grammatemes
associated with the given subgroup, it is indicated by the [sylnbol); below the grammatemes, there
are examples of possible t-lemmas.

5.2.2.1. Inner structure of semantic nouns

The inner structure of semantic nouns is presented in Fig. 5.2.

Figure 5.2. Inner structure of semantic nouns

| semanticnouns |

/

denotative | pronominal | | quantificative |

n.denot
(number,gender)

pes, pokora, dvefe

negation definite indefinite definite
n.denot.neg n.pron.indef n.quant.def
(number,gender,negation) (number,gender,person,indeftype)| |(number,gender,numertype)
dokonalost, byti kdo, co sto, (vybrali) tfi
demonstrative personal
n.pron.def.demon n.pron.def.pers
(number,gender) (number,gender,person,politeness)
ten (odesel), tenhie (nepfijde) #PersPron

The subgroup of denominating semantic nouns (sempos=n.denot; see Section 5.6.1.1, “Denomin-
ating semantic nouns”) includes - apart from the traditional nouns - also possessive adjectives repres-
ented by the t-lemmas of the corresponding semantic nouns.

Within the denominating semantic nouns, there is a subgroup of nouns (namely nouns ending with -n/
/-ti and -osf) for which it is possible to separate the negation from the rest of the lexical content of the
word (sempos=n.denot.neg; see Section 5.6.1.1.1, “Denominating semantic nouns with which
the negation is represented separately”).

!!! This is only a temporary solution: in fact, all denominating semantic nouns should be divided into
two groups depending on whether they can be negated or not. This would lead to distinguishing two
subgroups of denominating semantic nouns, the situation which can be found with denominating se-
mantic adverbs.

Definite pronominal semantic nouns are divided into demonstrative pronouns (sem-
pos=n.pron.def.demon;see Section 5.6.1.2, “Definite pronominal semantic nouns: demonstrat-
ives”); these are demonstrative pronouns in the position of syntactic nouns (e.g.: ten neprijde (=lit.
this not_comes)); and personal pronouns (sempos=n.pron.def.pers; see Section 5.6.1.3,
“Definite pronominal semantic nouns: personal pronouns”), these are personal and possessive pronouns
including the reflexives (they are all represented by a single t-lemma: #PersPron).

The subgroup of indefinite pronominal semantic nouns (sempos=n.pron. indef; see Section 5.6.1.4,
“Indefinite pronominal semantic nouns™) consists of relative, indefinite, interrogative, negative and
totalizing pronouns and their possessive counterparts. The subgroup of definite quantificational semantic
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nouns (sempos=n.quant.def; see Section 5.6.1.5, “Definite quantificational semantic nouns”)
consists of numerals in the positions of syntactic nouns, i.e. cardinal numerals (e.g.: Prisli ti / Vybrali
i z péti nabizenych knih (=lit. Came three / Chose three from (the) five offered books)), as well as
fraction numerals (e.g.: tFetina (=one_third) represented by t7i (=three)).

5.2.2.2. Inner structure of semantic adjectives

The inner structure of semantic adjectives is presented in Fig. 5.3.

Figure 5.3. Inner structure of semantic adjectives

| semantic adjectives |

denotative | pronominal | | quantificative |

adj.denot
(degcmp,negation)

hezky, psi, Cokofadovy

|__definite | indefinite definite indefinite gradable
adj.pron.indef adj.quant.def adj.quant indef adj.quant.grad
(indeftype) (numertype) (numertype,indeftype) (numertype,degcmp)
jaky, ktery t (déti), tolik kolik hodng, malo
demonstrative
adj.pron.def.demon
]

ten (ucitel), takovy

The subgroup of denominating semantic adjectives (sempos=adj.denot; see Section 5.6.2.1,
“Denominating semantic adjectives”) includes traditional adjectives (except for the possessive adjectives
which belong to the class of semantic nouns), as well as deadjectival adverbs which are represented
by the t-lemmas of their adjectival counterparts.

The subgroup of demonstrative definite pronominal semantic adjectives (sem-
pos=adj.pron.def.demon; see Section 5.6.2.2, “Definite pronominal semantic adjectives:
demonstratives”) consists of (definite) demonstratives with the function of syntactic adjectives (e.g.:
takovy, ten (=such, this)).

Then, there is a subgroup of indefinite pronominal semantic adjectives - indefinite pronouns with the
function of syntactic adjectives (sempos=adj.pron. indef; see Section 5.6.2.3, “Indefinite pro-
nominal semantic adjectives”).

The subgroup of quantificational semantic adjectives (sempos=adj . quant . def; see Section 5.6.2.4,
“Definite quantificational semantic adjectives”) consists of numerals with the adjectival function; i.e.
these are cardinal numerals (e.g.: Prisli t7i muzi, Tolik prdace! (=Three men came, So much work!)),
as well as other types of numerals represented by the t-lemmas of the corresponding cardinal numerals
(e.g.: treti (=the_third) represented by t7i (=three)) and adverbs, which are also represented by the t-
lemmas of the corresponding cardinal numerals (e.g. potieti (=for_the third time) or trikrat
(=three_times) represented by t7i, potolikaté (=for_the_x-th_time) or tolikrat (=so_many_times) rep-
resented by tolik (=so_much)).

The subgroup of indefinite quantificational semantic adjectives (sempos=adj .quant. indef;see
Section 5.6.2.5, “Indefinite quantificational semantic adjectives”) includes the numeral kolik
(=how_much/many) and its derivatives (e.g. kolikaty, nekolik, kolikrat, ponéekolikaté
(=how_much.ordinal, several, how_many _times, for_the n-th_time)).

The last quantificational subgroup, namely the subgroup of gradable quantificational semantic adjectives
(sempos=adj.quant.grad;see Section 5.6.2.6, “Gradable quantificational semantic adjectives™),
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consists of indefinite gradable numerals, e.g.: mnoho, malo (=many/much, few/little), nad their deriv-
atives (e.g.: mnohokrat (=many_times)).

5.2.2.3. Inner structure of semantic adverbs

The inner structure of semantic adverbs is presented in Fig. 5.4.

Figure 5.4. Inner structure of semantic adverbs
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The subgroup of denominating semantic adverbs consists of those traditional adverbs that are not
deadjectival (i.e. are not represented by an adjectival t-lemma). Denominating semantic adverbs are
divided into gradable and non-gradable adverbs. Both subgroups are further classified w.r.t. whether
they can or cannot be negated (sempos = adv.denot.grad.nneg and sempos =adv.de-
not.ngrad.nneg; see Section 5.6.3.1, “Non-gradable denominating semantic adverbs that cannot
be negated” and Section 5.6.3.3, “Gradable denominating semantic adverbs that cannot be negated”;
sempos =adv.denot.grad.negand sempos =adv.denot.ngrad.neg;see Section 5.6.3.2,
“Non-gradable denominating semantic adverbs that can be negated” and Section 5.6.3.4, “Gradable
denominating semantic adverbs that can be negated”).

The subgroup of definite pronominal semantic adverbs (sempos = adv.pron.def; see Sec-
tion 5.6.3.5, “Definite pronominal semantic adverbs™) consists of adverbs like tady, potom (=here,
then) and their derivatives (e.g. tudy (=this_way) is represented by tady (=here)).

The subgroup od indefinite pronominal semantic adverbs (sempos = adv.pron.indef; see Sec-
tion 5.6.3.6, “Indefinite pronominal semantic adverbs™) contains adverbs like kdy, jak (=when, how)
or pro¢ (=why) and all types of their derivatives (e.g. odkdy / dokdy (=since_when / until when) as
well as nekdy (=sometimes) represented by kdy (=when), néjak / jaksi (=some_way / somehow) repres-
ented by jak (=how)).

5.3. Attributes superior to grammatemes

At the tectogrammatical level, 15 grammatemes are being used and there are other two attributes su-
perior to these, namely the sempos and nodetype attributes.

The nodetype attribute is assigned to every node in the tectogrammatical tree and has eight possible
values. This attribute expresses which node type a given node belongs to (see Chapter 3, Node types).
Grammatemes are only assigned to one node type, namely to complex nodes (nodetype=complex).

Individual grammatemes are gathered in the gram attribute, which is in fact a structure of the individual
attributes-grammatemes. The sempos attribute is obligatorily present in this structure of grammatemes
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5.3.1.

(see Section 5.3.1, “The sempos attribute”). The value of the sempos attribute unequivocally defines
the set of grammatemes that are relevant for a given node.

There is also a specific attribute: sentmod (see Section 5.7, “The sentmod attribute”). It captures
similar meanings as the grammatemes do but it is assigned to a node on the basis of its position in the
tree, not on the basis of its values of the nodetype and sempos attributes.

The sempos attribute

The sempos attribute (semantic part of speech) contains the information regarding the membership
of a complex node in a semantic part of speech.

The sempos attribute has 19 possible values (symbols assigned to individual values are ordered in
such a way that the first one is the one referring to the given semantic part of speech, other symbols
(referring to individual characteristics) follow, separated by a period. The characteristics are organized
from the more general ones to the more specific ones). The possible values of the sempos attribute
are to be found in Table 5.1, “Values of the sempos attribute”.

Table 5.1. Values of the sempos attribute

n.denot denominating semantic noun

n.denot.neg denominating semantic noun with which the negation is represented
separately

n.pron.def.demon definite pronominal semantic noun: demonstrative pronoun

n.pron.def.pers definite pronominal semantic noun: personal pronoun

n.pron.indef indefinite pronominal semantic noun

n.quant.def definite quantificational semantic noun

adj.denot denominating semantic adjective

adj.pron.def.demon |definite pronominal semantic adjective: demonstrative pronoun

adj.pron.indef indefinite pronominal semantic adjective
adj.quant.def definite quantificational semantic adjective
adj.quant.indef indefinite quantificational semantic adjective
adj.quant.grad gradable quantificational semantic adjective

adv.denot.ngrad.nneg |non-gradable denominating semantic adverb, impossible to negate

adv.denot.ngrad.neg |non-gradable denominating semantic adverb, possible to negate

adv.denot.grad.nneg |gradable denominating semantic adverb, impossible to negate

adv.denot.grad.neg |gradable denominating semantic adverb, possible to negate

adv.pron.def definite pronominal semantic adverb
adv.pron.indef indefinite pronominal semantic adverb
v semantic verb

The value of the sempos attribute defines the set of grammatemes that are relevant for a given node.

Individual subgroups of semantic parts of speech are discussed in detail in Section 5.6, “Individual
subgroups of semantic parts of speech and their grammatemes”.

5.4. Values of the grammatemes

Two kinds of grammateme values are distinguished: the basic and special ones.
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« Basic values. Every grammateme has at least two basic values.

For example, sg and pl are basic values for the number grammateme.

The basic values of individual grammatemes are listed in Section 5.5, “Grammatemes”.
» Special values. Apart from the basic values, there are three special values. These are:

o nr

All grammatemes may be assigned the nr value. The value nr is assigned when it is not possible
to exclude any of the basic values (i.e. all basic values are possible in the given case).

An example of such a situation (the number grammateme cannot be specified):

Vypral si kalhoty. [number=nr] (=He washed his pants)

In case it is possible to exclude at least one of the basic values, all the other values are listed.
Consider the gender grammateme in:

Videl jen dva. [gender=inan|anim] (=He only saw two.m.anim/inanim)

* nil

The nil value only occurs with certain verbal grammatemes (see Section 5.5.9, “The verbmod
grammateme (verbal modality)” through Section 5.5.15, “The i terativeness grammateme”)
- namely in case none of the basic values is suitable.

For example: the tense grammateme for imperatives.
* inher

The inher value is assigned to all grammatemes of (coreferring) nodes for the reflexives (se
/ se, sviij (=self, self’s)) or relative pronouns (7i, kdo p7isli...Muzi, kteri prisli... (=Those who
came, The men who came)). The inher value is assigned in those cases when the grammateme
value follows from the value of the given grammateme assigned to the coreferred node (the
grammateme values are inherited from the coreferred nodes in the cases of grammatical core-
ference; see Section 9.2.1, “Coreference with reflexive pronouns” and Section 9.2.2, “Corefer-
ence with relative elements”).

The inher value is what distinguishes the reflexives from personal and possessive pronouns
(the reflexives are represented by the same t-lemma as the personal and possessive pronouns,
namely #PersPron) and relative pronouns from the interrogative ones (their m-lemmas are
usually identical; the relatives are moreover differentiated from the interrogatives by means of
different values of their indeftype grammateme - see Section 5.5.6, “The indeftype
grammateme”).

For example, while sviij (=self’s) is represented by the #PersPron t-lemma and its gram-
matemes have the inher value, miij has the same t-lemma but its grammatemes are assigned
the basic values; kdo (=who) in the sentence 7i, kdo prisli... (=Those who came...) is represented
by the t-lemma kdo and the grammatemes have the i nher value, while the interrogative kdo
in the sentence Kdo prisel? (=Who came?) is represented by the same t-lemma kdo, but its
grammatemes are assigned the basic values.

5.5. Grammatemes

Grammatemes are tectogrammatical correlates of the morphological categories.
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Individual grammatemes are gathered in the gram attribute, which is in fact a structure of the individual
attributes-grammatemes.

The sempos attribute is obligatorily present in this structure of grammatemes (see Section 5.3.1, “The
sempos attribute”).

The numertype (see Section 5.5.5, “The numertype grammateme”) and indeftype (see Sec-
tion 5.5.6, “The indeftype grammateme”) attributes reflect the derivational relations, which makes
them different from other grammatemes, which are usually tectogrammatical counterparts of morpho-
logical categories.

11! In principle, it should be possible to separate a set of “derivational” grammatemes; this would make
sense once the derivational relations were represented more extensively. So far, however, both the
numertype and indeftype grammatemes are not distinguished from other grammatemes.

The number grammateme

The basic values of the number attribute are to be found in Table 5.2, “Values of the number
grammateme”.

Table 5.2. Values of the number grammateme

sg |singular

pl|plural

The number grammateme is a tectogrammatical correlate of the morphological category of number.
It is assigned to:

* nodes of all (subgroups of) semantic nouns (see Section 5.6.1, “Semantic nouns”).

With most semantic nouns, the value of the number grammateme corresponds to the value of the
morphological number category; e.g.:

pes [number=sqg] (=dog)

psi [number=pl] (=dogs)

Ti uz neprijdou. [number=pl] (=Those will not come any more)
The values are different in the cases of:

e pluralia tantum.

The value of the number grammateme corresponds to the “quantity” of the denoted objects. For
example:

jedny dvere [number=sqg] (=one door)

dvoje dvere [number=pl] (=two doors)

For more details, see Section 5.6.1.1, “Denominating semantic nouns”.
* using the polite form.

A node with the #PersPron t-lemma representing a second person pronoun has the sg value in
its number grammateme if it refers to one person. For example:

W jste se neprihlasil? [number=sqg] (=lit. You.pl AUX not_registered.sg?)
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For more details, see Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns”.

* indefinite pronominal semantic nouns.

In case the indefinite pronominal semantic noun is the subject of a predicate in plural, the assigned
value of its number grammateme is pl. For example:

Reknéte, kdo prisli. [number=p1l] (=Tell us who came.pl)

These pronouns have a single set of forms, usually taken to be singular, which, however, often
refer to more individuals (when the predicate is in plural).

For more details, see Section 5.6.1.4, “Indefinite pronominal semantic nouns”.

The number grammateme of definite quantificational semantic nouns. The number grammateme
of definite quantificational semantic nouns constitutes a specific issue. As for the cardinal numerals
Jjeden (=one) through devétadevadesat (=ninety-nine), the value of their number grammateme follows
from the lexical meaning of the semantic noun. For example:

Prisla jen jedna. [number=sqg] (=lit. Came.sg.f only one)

Prisli dva. [number=pl] (=lit. Came.pl.m.anim two)

As for the numerals with the “container” meaning, i.e. the numerals sto, tisic, milion (=hundred,
thousand, million) etc., and fraction numerals, the number grammateme corresponds to the value of
the morphological category. For example:

Prislo sto studentit. [number=sqg] (=One hundred students came)

Prislo dvé sté studentii. [number=pl] (=Two hundred students came)

For more details, see Section 5.6.1.5, “Definite quantificational semantic nouns”.

The gender grammateme

The basic values of the gender grammateme are presented in Table 5.3, “Values of the gender
grammateme”.

Table 5.3. Values of the gender grammateme

anim|masculine animate

inan|masculine inanimate

fem |feminine

neut [neuter

The gender grammateme is a tectogrammatical correlate of the morphological category of gender.
The gender grammateme - just like the number grammateme - is assigned to:

» all nodes for semantic nouns (see Section 5.6.1, “Semantic nouns”).

The value of the gender grammateme correspond to that of morphological gender. For example:
dévce [gender=neut] (=girl)

dvere [gender=fem] (=door)

tenhle [gender=anim|inan] (=this)
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Videél jen dva. [gender=anim| inan] (=lit. (He) saw only two)
Oni neprisli.[gender=anim] (=They didn't come)
!!! This is only a temporary solution.

The gender grammateme of personal and possessive first and second person pronouns. The value
of the gender grammateme of the first and second person personal and possessive pronouns (these are
so called gender-less pronouns) follows from the morphological gender of the node the given pronoun
refers to. For example:

Bratr prohlasil: Ja tam nejdu. [gender=anim] (=My brother said: I am not going there) (the value
of the gender grammateme of the pronoun follows from the gender of bratr)

For more details, see Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns”.

The person grammateme

The basic values of the person grammateme are presented in Table 5.4, “Values of the person
grammateme”.

Table 5.4. Values of the person grammateme

=

first person (speaker)

2 |second person (hearer)

3 |third person (what is talked about)

This grammateme is relevant for pronouns that may refer to an object of communication (third person)
as well as to the speaker or hearer (first and second person); these are the following pronouns:

a. definite pronominal semantic nouns: personal pronouns (sempos =n.pron.def.pers; see
Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns”),

b. indefinite pronominal nouns (sempos =n.pron.indef; see Section 5.6.1.4, “Indefinite pro-
nominal semantic nouns”).

The person grammateme of definite personal pronominal semantic nouns. The first subgroup of
pronominal nouns (a) consists of the items with a single t-lemma: #PersPron (this t-lemma represents
all personal and possessive pronouns, including the reflexives, e.g.: jd, oni, tvij, se, sviij (=1, they,
your, self, self’s)).

For example: a node with the #PersPron t-lemma representing the pronoun ja (=) has the value 1
in its person grammateme; if the node represents the pronoun tviij (=your), the value of its person
grammateme is 2 (just like with a node representing the pronoun vy (=you)); nodes representing the
pronouns on (=he) or oni (=they) have the value 3.

Examples:

Ja uz jdu. [person=1] (=I am coming)

Tviij nazor nesdilim. [person=2] (=I don't share your view)

W jste se uz prihlasili. [person=2] (=You have already registered.pl)
W jste se uz prihlasil. [person=2] (=You have already registered.sg)

Oni se jesté neprihlasili. [person=3] (=They haven't registered yet)
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5.5.5.

Those nodes with the #PersPron t-lemma that represent the reflexives (se, si, sviij) have the inher
value in their person attribute (the value of the grammateme is inherited from the coreferred node).

For more details, see Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns”.

The person grammateme of indefinite pronominal semantic nouns. Nodes of the other subgroup
of pronominal nouns (b) have usually the value 3 in their person grammateme. The values 1 and 2
are assigned in those cases when the semantic noun is the subject of a predicate with the first or second
person agreement morphology. For example:

Zachran se, kdo miizes. [person=2] (=lit. Save yourself who can.2.sg)

Verse, které kdekdo zname. [person=1] (=Poems which everybody/whoever know.l1.pl)

For more details, see Section 5.6.1.4, “Indefinite pronominal semantic nouns”.

The politeness grammateme

The basic values of the politeness grammateme are presented in Table 5.5, “Values of the po-
liteness grammateme”.

Table 5.5. Values of the politeness grammateme

basic |common use

polite|polite form

This grammateme is only relevant for:

+ the personal subgroup of definite pronominal semantic nouns (sempos =n.pron.def.pers;
see Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns’).

For most nodes the grammateme has the value basic. This signals the default use of the pronoun. A
node with the # PersPron t-lemma and the value basic inthe politeness grammateme represents
pronouns like the ones in the following sentences:

Ja dnes neprijdu. [politeness=basic] (=I am not coming today)
Ty tam urcité nechod. [politeness=basic] (=You don't go there)

The value polite is filled in when the personal or possessive pronouns are used in the polite form
sentences. For example: a node with the #PersPron t-lemma and the value polite inthe polite-
ness grammateme represents pronouns like the one in the following sentence:

Wy jste se jeste neprihlasil. [politeness=polite] (=You.pl haven't registered.sg yet)

As for the nodes representing personal and possessive reflexive pronouns, the value of the politeness
grammateme is inher (the grammateme value is inherited from the coreferred node).

For more details, see Section 5.6.1.3, “Definite pronominal semantic nouns: personal pronouns”.

The numertype grammateme

The basic values of the numertype grammateme are presented in Table 5.6, “Values of the numer-
type grammateme”.
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Table 5.6. Values of the numertype grammateme

basic|cardinal numeral (¢ (=three), Sest, kolik (=six, how_many))

frac |fraction numeral (¢Fetina (=one_third), Sestina (=one_sixth))

kind |[sort numeral (troji (=three_kinds of), Sestery (=six_kinds_of), kolikery

(=how_many kinds_of))

ord

ordinal numeral (t7eti (=the_third), Sesty (=the_sixth), kolikaty (=how_many.ord))

set

set numeral (troje (=three_sets_of), Sestery, kolikery (=six_sets_of, how_many_sets_of))

The grammateme is relevant for:

a.

definite quantificational semantic nouns (sempos = n.quant.def; see Section 5.6.1.5,
“Definite quantificational semantic nouns”),

definite quantificational semantic adjectives (sempos =adj . quant . def; see Section 5.6.2.4,
“Definite quantificational semantic adjectives”),

indefinite quantificational semantic adjectives (sempos = adj.quant.indef; see Sec-
tion 5.6.2.5, “Indefinite quantificational semantic adjectives”),

gradable quantificational semantic adjectives (sempos =ad]j . quant . grad; see Section 5.6.2.6,
“Gradable quantificational semantic adjectives”),

Nominal and adjectival numerals (fraction, set, sort and ordinal numerals) are all taken to be derived
from the corresponding cardinal numerals (see Section 5.1.2, “Types of lexical derivation”, Section 5.1.3,
“Mixed type”). The value of the numertype grammateme expresses the semantic feature in which
the given numeral is distinct from the corresponding cardinal numeral (by the t-lemma of which it si
represented at the tectogrammatical level).

Examples of definite quantificational semantic nouns:

Prisli jen tri. [numertype=basic] (=lit. Came only three)

Snédl jen polovinu koldce. [numertype=frac]| (=He only ate half of the cake)

For more details, see Section 5.6.1.5, “Definite quantificational semantic nouns”.

Examples of definite quantificational semantic adjectives:

Nasel ti klice. [numertype=basic] (=He found three keys)

Prosel uz troje dvere. [numertype=basic] (=He has gone through three doors already)

Ztratil uz troje klice. [numertype=set] (=He has lost three bunches/sets of keys already)

Ma dvoji tvar. [numertype=kind] (=He is two-faced; he has got two faces)

Cekal na druhy pokus. [numertype=ord] (=He waited for the second try)

For more details, see Section 5.6.2.4, “Definite quantificational semantic adjectives”.

Examples of indefinite quantificational semantic adjectives:

Zeptej se, kolik akcii koupil. [numertype=basic] (=Ask him how many shares he bought)

Kolikery dvere potrebuje? [numertype=basic] (=How many doors does he need?)

Kolikery klice potiebuje? [numertype=set] (=How many bunches/sets of keys does he need?)
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Kolikeré ma obcanstvi? [numertype=kind] (=How many citizenships does he have?)

Kolikaty priklad resi? [numertype=ord] (=Which (lit. how_many.ord) example is he solving?)

For more details, see Section 5.6.2.5, “Indefinite quantificational semantic adjectives”.

Examples of gradable quantificational semantic adjectives:

Ma hodné problémii. [numertype=basic] (=He's got lots of problems)

For more details, see Section 5.6.2.6, “Gradable quantificational semantic adjectives”.

The indeftype grammateme

The basic values of the inde ft ype grammateme are presented in Table 5.7, “Values of the indef-
type grammateme”.

Table 5.7. Values of the indeftype grammateme

relat |relative pronoun / adverb / numeral (kdo, jaky; kdy, jak; kolik (=who, what, when, how;
how_many)

indef1 |indefinite pronoun / adverb / numeral of the type nékdo, néjaky / nekde, néjak | nékolik
(=someone, some / somewhere, somehow / several)

indef?2 |indefinite pronoun / pronominal adverb of the type kdosi, jakysi / kdesi, jaksi (=someone,
some / somewhere, somehow)

indef 3|indefinite pronoun / pronominal adverb of the type kdokoli, jakykoli / kdekoli, jakkoli
(=anyone, any / anywhere, however/no_matter_how)

indef4|indefinite pronoun / pronominal adverb of the type ledakdo, ledajaky / ledakde, ledajak
(=apprx. various_people, all_sorts _of /in_various_places, in_various ways)

indef5|indefinite pronoun/ pronominal adverb of the type mdlokdo | mdlokde, kdovikdo / kdovikde
(=not_many people /not_in_many places, who_knows_who / who_knows_where)

indef 6|indefinite pronoun of the type kdekdo, kdejaky (=apprx. almost_everybody/many people,
almost_every);,

inter |interrogative pronoun / pronominal adverb/ numeral

negat |negative pronoun/pronominal adverb (nikdo, nijaky; nikde, nijak (=no_one, no; nowhere,
in_no_way))

totall |totalizing pronoun / pronominal adverb (referring to the whole of something) (vsichni,
v§ude (=everybody, everywhere))

total?2 |totalizing pronoun (referring to individuals) (kazdy (=each/every))

The grammateme is relevant for:

a.  indefinite pronominal semantic nouns (sempos =n.pron. indef; see Section 5.6.1.4, “Indef-
inite pronominal semantic nouns”),

b. indefinite pronominal semantic adjectives (sempos =adj .pron. indef; see Section 5.6.2.3,
“Indefinite pronominal semantic adjectives”),

c. indefinite quantificational semantic adjectives (sempos = adj.quant.indef; see Sec-
tion 5.6.2.5, “Indefinite quantificational semantic adjectives”),

d. indefinite pronominal semantic adverbs (sempos = adj.pron.indef; see Section 5.6.3.6,
“Indefinite pronominal semantic adverbs”).
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Relative, indefinite, interrogative, negative and totalizing nominal and adjectival pronouns are considered
to be derived from the corresponding relative/interrogative pronouns; the same holds for pronominal
adverbs and numerals (see Section 5.1.2, “Types of lexical derivation”).

The inde ftype grammateme expresses the semantic feature in which the pronoun / adverb / numeral
in question differs from the t-lemma it is represented by.

Relatives and interrogatives. Relatives and interrogatives are represented by a single t-lemma; also
their m-lemmas are usually identical. Relatives are those pronouns that are in a grammatical coreference
relation with another item in the sentence structure (see Section 9.2.2, “Coreference with relative ele-
ments”); they usually occur in dependent relative clauses. Interrogatives are those pronouns that do
not corefer with anything; they are used in questions and content clauses. Relatives have the indef-
type grammateme specified as relat, interrogatives have the inde ft ype grammateme filled with
the value inter.

Examples:
Ten, kdo prisel. [indeftype=relat] (=The one who came) ( kdo corefers with ten)

Muz, kterého jsme dnes potkali... [indeftype=relat] (=The man that we met today) ( ktery
corefers with the noun muz)

Kdo prisel? [indeftype=inter] (=Who came?)
Reknéte, ktery diim jste si koupili? [indeftype=inter] (=Tell me, which house did you buy?)

Indefinites. There are several types of indefinites in Czech. Individual types differ from each other
by the derivational means they make use of (ne- / -si / -koli etc.), which also cause subtle meaning
differences. Individual derivational types of indefinites are assigned one of the values: inde £1 through
indefo.

!!! The value indef6 covers more types at the moment (mdlo-, kdovi, bithvi etc.). In the future, each
of these types should be assigned a separate value of the inde ftype grammateme.

Totalizers. Totalizers are assigned one of the two values: totall or total2. The value totall
is assigned to a node for a totalizer referring to the whole of something; the value total?2 is assigned
to a totalizer referring individually to every single item (in the domain).

Negatives. Negatives are represented by the value negat.

For more details see Section 5.6.1.4, “Indefinite pronominal semantic nouns”, Section 5.6.2.3, “Indef-
inite pronominal semantic adjectives”, Section 5.6.2.5, “Indefinite quantificational semantic adjectives”
a Section 5.6.3.6, “Indefinite pronominal semantic adverbs”.

The negation grammateme

The basic values of the negation grammateme are represented in Table 5.8, “Values of the nega-
tion grammateme”.

Table 5.8. Values of the negation grammateme

neg0 |affirmative

negl [negative

The grammateme is relevant for:

a. certain denominating semantic nouns (sempos = n.denot .neg; see Section 5.6.1.1.1, “De-
nominating semantic nouns with which the negation is represented separately”),
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5.5.8.

b. denominating semantic adjectives (sempos =adj . denot; see Section 5.6.2.1, “Denominating
semantic adjectives”),

c. gradable denominating semantic adverbs that can be negated (sempos = adv.de-
not.grad.neg; see Section 5.6.3.4, “Gradable denominating semantic adverbs that can be
negated”),

d. non-gradable denominating semantic adverbs that can be negated (sempos = adv.de-
not.ngrad.neg; see Section 5.6.3.2, “Non-gradable denominating semantic adverbs that can
be negated”).

The negation grammateme is used to express whether a given semantic noun / adjective / adverb
occured in its negated or non-negated form in the surface structure of the sentence. Both forms are
represented by a non-negated t-lemma at the tectogrammatical level. A node representing a positive
(non-negated) item has the neg0 value in its negation grammateme; a node for a negative item is
specified as negl.

Examples:
hlasovani o statnim rozpoctu [negation=neg0] (=lit. voting about state budget)

otazka byti [negation=neg0] a nebyti [negation=neqgl] vysokych skol (=lit. question (of)
being and non-being (of) universities)

nezralost ditéte [negation=neql] (=lit. immaturity (of) child)
nepekny zazitek [negation=neqgl]] (=lit. not nice experience)

neprilis vydareny vylet [negation=neqgl] (=lit. not_very successful trip)

The degcmp grammateme (degree)

The basic values of the degcmp grammateme are represented in Table 5.9, “Values of the degcmp
grammateme”.

Table 5.9. Values of the degcmp grammateme

pos  |positive

comp |comparative

sup |superlative

acomp |elative (absolute comparative)

The degcmp grammateme is a tectogrammatical correlate of the (adjectival/adverbial) category of
degree.

The grammateme is relevant for:

a. denominating semantic adjectives (sempos = adj .denot;see Section 5.6.2.1, “Denominating
semantic adjectives”),

b. gradable denominating semantic adverbs that cannot be negated (sempos = adv.de-

not.grad.nneg; see Section 5.6.3.3, “Gradable denominating semantic adverbs that cannot
be negated”),

c. gradable denominating semantic adverbs that can be negated (sempos = adv.de-
not.grad.neg; see Section 5.6.3.4, “Gradable denominating semantic adverbs that can be
negated”).
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5.5.9.

All non-comparative/non-superlative forms of semantic adjectives have the pos value in the gram-
mateme. The values comp and sup usually correspond to morphological comparatives and superlatives.

As for the adverbs (the subgroups b and c), the grammateme value also usually corresponds to the
value of the morphological category.

Examples:
prijemnéjsi hudba[degcmp=comp] (=nicer music)
nejlépe straveny vecer[degcmp=sup] (=an evening spent in the best way)

The acomp value. A special value of the degree grammateme, which does not have a correlate in the
morphological degree, is the value acomp. It is assigned to nodes representing the so called absolute
comparative (elative), i.e. a frozen comparative form not expressing comparison. The acomp value
was assigned to nodes representing adjectives e.g. in the following cases:

muz tmavsi pleti [degcmp=acomp] (=a man of darker skin)
starsi Zena [degcmp=acomp] (=an elder(ly) woman)

When it is not possible to decide whether the comparative is the absolute or the common one, both
values are assigned.

The verbmod grammateme (verbal modality)

The basic values of the ve rbmod grammateme are represented in Table 5.10, “Values of the ve rbmod
grammateme”.

Table 5.10. Values of the verbmod grammateme

ind|indicative

imp |imperative

cdn |conditional

The verbmod grammateme is a tectogrammatical correlate of the morphological category of (verbal)
mood. It is relevant for:

* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).

The values of the grammateme usually correspond to the value of the morphological category of mood.
Example:

Prisli véas? [verbmod=ind] (=Did they come in time?)
Prijdte na schiizi véas! [verbmod=imp] (=Come to the meeting in time!)

My bychom prisli urcité véas. [verbmod=cdn] (=We would definitely come in time)

For more details, see Section 5.6.4.1, “Values of the verbal modality grammateme”.

5.5.10. The deontmod grammateme (deontic modality)

The basic values of the deontmod grammateme are represented in Table 5.11, “Values of the deont -
mod grammateme”.
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Table 5.11. Values of the deontmod grammateme

deb [the event is understood as “necessary”

hrt [the event is understood as “obligatory (an obligation)”

vol [the event is understood as “wanted/intended”

poss |the event is understood as “possible”

perm|the event is understood as “permitted”

fac |the event is understood as “an ability (to do sth)”

dec]l |basic (unmarked) modality

The grammateme is used to express the fact that the event is understood as necessary, possible, permitted
etc. It is relevant for:

* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).

The value of the grammateme follows from the used modal verb. Examples:

Musime zaplatit fakturu véas. [deontmod=deb] (=We must/have to settle the invoice in time)
Chtél na sebe upozornit. [deontmod=vol] (=He wanted to turn the attention to himself)

Petr ti mél podklady poslat uz véera. [deontmod=hrt] (=Petr was supposed to send you the docu-
ments already yesterday)

Miuizete odejit. [deontmod=poss] (=You can go)
Nesmis kourit. [deontmod=perm] (=You are not allowed to smoke)
Prisel na schiize véas. [deontmod=decl] (=He came to the meetings in time)

For more details, see Section 5.6.4.2, “Values of the deontic modality grammateme”.

5.5.11. The dispmod grammateme (dispositional modal-

ity)

The basic values of the di spmod grammateme are represented in Table 5.12, “Values of the di spmod
grammateme”.

Table 5.12. Values of the dispmod grammateme

dispO |no dispositional modality

displ |the predicate expresses dispositional modality

The dispmod grammateme is relevant for:
* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).

This grammateme is assigned to the node representing the verbal predicate (of a clause) the verbal
modality of which is either ind or cdn (non-imperative forms), and expresses whether the clause
expresses the so called dispositional modality.

Dispositional modality is a special type of modality capturing the relation (attitude) of the agent to the
event. In Czech, this type of modality is carried by a special type of construction - its surface form has
usually the following form: the reflexive passive, the manner adverbial of the type dobre, lehce, Spatné
(=well,easily, badly) and the dative agent, not necessarily present at the surface level. The modal
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(manner) adverbial may be omitted as well in exclamatory (expressive) clauses, since it can be inferred
(e.g. Jemu se pracuje! (=apprx. For him it is so easy to work!).

The value displ is assigned to nodes representing verbal predicates of the following type:

Tato studie se studentim cetla dobve. [dispmod=displ] (=lit. This article REFL student. DAT read
well; apprx. It was easy for the students to read the article)

Spalo se nam tu vyborné. [dispmod=displ] (=lit. Slept REFL us.DAT here excellently; apprx. We
slept very well here)

Otherwise, the value of this grammateme is disp0.

NB! As for the nodes representing imperatives, infinitives or transgressives (gerunds), the value of the
dispositional modality grammateme is nil.

For more details, see Section 5.6.4.3, “Values of the dispositional modality grammateme”.

5.5.12. The aspect grammateme

The basic values of the aspect grammateme are represented in Table 5.13, “Values of the aspect
grammateme”.

Table 5.13. Values of the aspect grammateme

proc |progressive, imperfective aspect

cpl |complex, perfective aspect

The aspect grammateme is a tectogrammatical correlate of the morpho-lexical category of aspect and
is relevant for:

* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).

The value of the grammateme usually corresponds to the value of the morpho-lexical category of aspect.
Examples:

Nejradeji kupuje / nakupuje nabytek. [aspect=proc] (=He likes to buy furniture best)
Koupil / nakoupil uz vse potrebné. [aspect=cpl] (=He already bought everything he needed)

One of the values is assigned also to the so called double-aspect verbs. In those cases, when it is im-
possible to choose one of the values, the assigned value is nr.

For more details, see Section 5.6.4.4, “Values of the aspect grammateme”.

5.5.13. The tense grammateme

The basic values of the tense grammateme are represented in Table 5.14, “Values of the tense
grammateme”.

Table 5.14. Values of the tense grammateme

sim |simultaneous event

ant |preceding (anterior) event

post [subsequent (posterior) event

The tense grammateme is relevant for:
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* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).

The tense grammateme is a tectogrammatical correlate of the morphological category of tense. One
of the listed values is assigned to every node representing a finite non-imperative form of a verb or
transgressive (gerund).

The difference between the absolute and relative tenses is not captured by the value of the tense
grammateme - it follows from the position of the given node in the tree, whether the tense is absolute
or relative. Nodes representing a verb form referring to an event that takes place at the moment of ut-
terance (absolute tense) or at the moment (time span) simultaneous with another event (relative tense)
are assigned the sim value; nodes representing a verb form referring to an event that took place before
the moment of utterance (absolute) or before another event (relative) are assigned the ant value; nodes
representing a verb form referring to an event that is going take place after the moment of utterance
(absolute) or after another event (relative) are assigned the post value.

Examples:

Pise dopis. [tense=sim] (=He is writting a letter)

Psal dopis. [tense=ant] (=He was writting a letter)

Bude psat dopis. [tense=post] (=He will write/be writting a letter)

Napise dopis. [tense=post] (=He will write/will have written a letter)

Napsal dopis. [tense=ant] (=He wrote a letter)

Nodes representing imperatives and infinitives are assigned the ni 1 value (in the tense grammateme).

For more details, see Section 5.6.4.5, “Values of the tense grammateme”.

5.5.14. The resultative grammateme (resultative as-

pect)

The basic values of the resultative grammateme are presented in Table 5.15, “Values of the
resultative grammateme”.

Table 5.15. Values of the resultative grammateme

res0 |no resultative meaning

resl |resultative meaning (aspect)

The resultative grammateme is relevant for:
* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).
In resultative constructions, the event is presented as the resulting state.

The res1 value is only assigned to nodes representing the so called possessive passive, i.e. a form
consisting of the verb mit and a passive participle, e.g.: mél uvareno (=lit. (he) had cooked).

In all the other cases, the value of the grammateme is res0.
Examples:

Uvaril [resultative=res0] a uklidil. [resultative=resQ] (=He cooked (the dinner) and
cleaned (the house))
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Mel uvareno [resultative=resl] a dokonce i uklidil. [resultative=res0] (=lit. (He) had
cooked and even cleaned)

For more details, see Section 5.6.4.6, “Values of the resultative grammateme”.

5.5.15. The iterativeness grammateme

The basic values of the iterativeness grammateme are presented in Table 5.16, “Values of the
iterativeness grammateme”.

Table 5.16. Values of the i terativeness grammateme

1t0 |no iterative meaning present

it1 |iterated, multiple event

The iterativeness grammateme is relevant for:
* semantic verbs (sempos=v; see Section 5.6.4, “Semantic verbs”).

The 1t1 is assigned to nodes representing multiple/iterated events; so far, it seems to concern only
the cases when a verb has one of the iterative suffixes: -ivat / -avat, -avavat / -ivavat. In all other cases
the value 1t 0 is assigned.

Examples:
Chodival k nam casto. [iterativeness=it1l] (=He used to come to us quite often)

Chodi plavat pravidelné / kazdé pondéli. [iterativeness=it0] (=She goes swimming regularly
/ every morning)

For more details, see Section 5.6.4.7, “Values of the iterativeness grammateme”.

5.6. Individual subgroups of semantic parts of
speech and their grammatemes

5.6.1. Semantic nouns

Semantic nouns can be divided into the following subgroups:
* denominating semantic nouns (see Section 5.6.1.1, “Denominating semantic nouns”);

* denominating semantic nouns with which the negation is represented separately (see Sec-
tion 5.6.1.1.1, “Denominating semantic nouns with which the negation is represented separately”);

* definite pronominal semantic nouns: demonstratives (see Section 5.6.1.2, “Definite pronominal
semantic nouns: demonstratives”);

» definite pronominal semantic nouns: personal pronouns (see Section 5.6.1.3, “Definite pronominal
semantic nouns: personal pronouns”);

* indefinite pronominal semantic nouns (see Section 5.6.1.4, “Indefinite pronominal semantic nouns”);

» definite quantificational semantic nouns (see Section 5.6.1.5, “Definite quantificational semantic
nouns”);
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5.6.1.1. Denominating semantic nouns

sempos =n.denot
The subgroup of denominating semantic nouns consists of:
» traditional nouns.
For example: otec, Marta, pokora, dveie (=father, Marta, meekness, door).

» possessive adjectives represented by the t-lemma of the corresponding nouns (see Section 5.1.1,
“Types of the syntactic derivation”).

Example: ofcova zdliba [t 1emma=otec] (=father's hobby), Martin pokoj [t lemma=Marta]
(=Marta's room).

Denominating semantic nouns have the following grammatemes:
* number (see Section 5.5.1, “The number grammateme”),
* gender (see Section 5.5.2, “The gender grammateme”).

The number grammateme. The value of the number grammateme usually corresponds to the value
of the morphological category of number. For example:

pes [number=sqg] (=dog)
psi [number=pl] (=dogs)

An exception is pluralia tantum where the grammateme value follows from the “quantity” of referents,
e.g.

Jjedny dvere [number=sqg] (=one door)

dvoje dvere [number=pl] (=two doors)

Jel do Prachatic. [number=sqg] (=He went to Prachatice)

In some cases it is not clear whether a given form is singular or plural; then, the assigned value is nr,
e.g.

Vypral si kalhoty. [number=nr] (=He washed his pants)

!!! Similarly, also singularia tantum (e.g.: ptactvo, mladez (=birds.sg, youth)) and mass nouns (e.g.:
mouka, kava (=flour, coffee)) do not regularly express the opposition singular vs. plural. Due to the
difficulties posed by the problematic delimitation of these nouns, the rule so far is that the value of the
number grammateme follows from the value of the morphological number category:

dvoji mladez [number=sq] (=two kinds of youth)
Nejradéji pije kavu. [number=sqg] (=He prefers to drink coffee)

Mayji tu dvoji kavu. [number=sg] (=They have two kinds of coffee here)

Nodes representing possessive adjectives have the sg value (the possessive forms are not derived from
plural nouns).

The gender grammateme. The value of the gender grammateme corresponds to the value of the
morphological gender of the given noun; in the case of possessive adjectives it is the value of the
morphological gender of the corresponding noun. For example:
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dévce [gender=neut] (=girl)

dvere [gender=fem] (=door)
otcova zaliba [gender=anim] (=father's hobby)

Martin pokoj [gender=fem] (=Marta's room)

5.6.1.1.1. Denominating semantic nouns with which the negation is represented
separately

sempos =n.denot.neg

The subgroup of denominating semantic nouns with which the negation is represented separately
consists of:

* denominating semantic deverbal nouns ending with -ni / -1i;
* denominating semantic deadjectival nouns ending with -ost.

Both the positive and negative forms of these nouns are represented by the t-lemma corresponding to
the positive form. These semantic nouns have the following grammatemes:

* number (see Section 5.5.1, “The number grammateme”),
* gender (see Section 5.5.2, “The gender grammateme”).
* negation (see Section 5.5.7, “The negation grammateme™).

The number grammateme. The value of the number grammateme usually corresponds to the value
of the morphological category of number.

The gender grammateme. The value of the gender grammateme corresponds to the morphological
gender: deverbal nouns are assigned the neut value, deadjectival nouns ending with -ost have the
fem value.

The negation grammateme. The negation grammateme has the neg0 value with nodes representing
positive (non-negated) words, nodes representing negative forms of the word are assigned the negl
value. For example:

nezralost ditéte [negation=negl; t lemma= zralost] (=lit. immaturity (of) child)
hlasovani o statnim rozpoctu [negation=neg0] (=lit. voting about state budget)

nedodrzeni smluvnich podminek [negation=negl; t lemma= dodrZeni] (=lit. not_keeping of
conditions_of a_contract)

otazka byti [negation=neg0] a nebyti [negation=negl;t lemma= byti] vysokych skol (=lit.
question (of) being and not-being (of) universities)

The group of semantic nouns for which the negation grammateme is relevant was delimited on the
basis of the derivational characteristics of these nouns: they are deverbal nouns ending with -ni / -t/
and deadjectival nouns ending with -osz. As for other semantic nouns, the negation grammateme is
not used; the possible negation is part of their t-lemma: one can find both souflas and nesouhlas as t-
lemmas, for example.

!!! This is only a temporary solution: in fact, all denominating semantic nouns should be divided into
two groups depending on whether they can be negated or not. This would lead to distinguishing two
subgroups of denominating semantic nouns, the situation which can be found with denominating se-
mantic adverbs.
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!!! Dividing denominating semantic nouns into those that can and those that cannot be negated (as
with the denominating semantic adverbs) is complicated by the fact that some nouns, which are usually
found in their positive forms, can occassionaly be negated, too; for example: Cech (=Czech) - byli tam
Cesi i Necesi (=there were both Czechs and Non-Czechs there) etc. For similar reasons, also denomin-
ating semantic adjectives have not been divided into those that can and those that cannot be negated -
the negation grammateme is relevant for all denominating semantic adjectives.

5.6.1.2. Definite pronominal semantic nouns: demonstratives

sempos =n.pron.def.demon
The subgroup of definite pronominal - demonstrative - semantic nouns consists of:
* demonstrative pronouns in the positions of syntactic nouns.

These are mainly demonstratives present at the surface structure (e.g.: Ii uz neprijdou, O tohle mi nejde
(=These will not come again, this is not the point), also tamten, onen, tenhleten (=that, this etc.) and
newly established nodes with the #EmpNoun t-lemma (which represent the governing nodes of adject-
ives the real governing nodes of which were impossible to copy; see Section 6.12.1.2.2, “Grammatical
ellipsis of the governing noun”).

Nodes of this subgroup have the following grammatemes:
* number (see Section 5.5.1, “The number grammateme”),
* gender (see Section 5.5.2, “The gender grammateme”).

The number grammateme. The value of the number grammateme (of the overt demonstratives)
usually corresponds to the value of the morphological category of number. For example:

O tohle mi nejde. [number=sqg]| (=This is not the point)
Ten uz neprijde. [number=sqg] (=This (one) will not come again)
Ti uz neprijdou. [number=pl] (=These will not come again)

Newly established nodes with the # EmpNoun t-lemma have the number grammateme value identical
to the one of the dependent adjective. For example:

Miluvil take o anglickém. {#EmpNoun [number=sqg]} (=He also talked about the English (one))

Nasel jen zelené. {#EmpNoun [number=pl]} (=He only found the green (ones))

The gender grammateme. As for the demonstratives present at the surface structure, the value of the
gender grammateme corresponds to the value of the morphological category of gender. For example:

Ti uz neprijdou. [gender=anim] (=These will not come again)
O tohle mi nejde. [gender=neut] (=This is not the point)

Newly established nodes with the #EmpNoun t-lemma have the gender grammateme value identical
to that of the dependent adjective. For example:

Miluvil také o anglickém. {#EmpNoun [gender=anim|inan|neut]} (=He also talked about the
English (one))

5.6.1.3. Definite pronominal semantic nouns: personal pronouns

sempos =n.pron.def.pers
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The subgroup of definite pronominal - personal - semantic nouns consists of:

» all personal pronouns and their possessive counterparts (e.g.: jd, miij (=1, my)), including the re-
flexives (se / si, sviij).

All pronouns are represented by a single t-lemma: #PersPron (see Section 4.4, “T-lemma substi-
tutes”). They are either pronouns present at the surface level (both reflexive and non-reflexive), or
newly established nodes (in place of non-reflexive pronouns only; see Section 6.12.2.1.1, “Textual
ellipsis of an obligatory argument (the t-lemma substitutes #PersPron, #Cor, #0Cor a #Rcp)”).

Nodes of this subgroup have the following grammatemes:

* number (see Section 5.5.1, “The number grammateme”),

* gender (see Section 5.5.2, “The gender grammateme”).

* person (see Section 5.5.3, “The person grammateme”),

* politeness (see Section 5.5.4, “The politeness grammateme”).

The following can be said about individual nodes of this subgroup:

* nodes representing (non-reflexive) pronouns present at the surface level.

The number grammateme. The value of the number grammateme usually corresponds to the
value of the morphological category of number. For example:

jd [number=sg] (=I)
my [number=pl] (=we)
oni [number=pl] (=they)

Nodes representing possessive pronouns are assigned the number grammateme value in accordance
with the value of the morphological number category of the corresponding personal pronoun. For
example:

mij [number=sg] (=my)
nds [number=pl] (=our)
jejich [number=pl] (=their)

The grammateme value differs from the value of the morphological category in those cases when
the polite form is used. A node with the # Per sPron t-lemma representing a second person pronoun
has the sg value in its number grammateme if it refers to one person. Srov.:

W jste se neprihlasil? [number=sg] (=You.pl have not registered.sg yet?)
Wy jste se jesté neprihlasili? [number=pl] (=You.pl have not registered.pl yet?)

Jste zvan vy [number=sqg] is vasim [number=sqg] synem. (=Both you.pl and yourpl son are
invited)

NB! However, many cases cannot be decided; then the nr value is assigned. For example:
W se prihlaste se co nejdiive. [number=nr] (=You.pl register as soon as possible)

11! Other cases of asymmetries are plural modestiae and plural majestaticus. These uses have not
been identified yet and the value of the number grammateme corresponds to the surface form.
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The gender grammateme. As for the third person personal and possessive pronouns, the value
of the gender grammateme corresponds to the morphological gender. For example:

Ona sem neprijde. [gender=fem] (=She is not coming)
Oni o tom védi. [gender=anim]| (=They.m.anim know about it)

As for the first and second person pronouns and newly established nodes, the grammateme value
follows from the value of the morphological gender of the node the pronoun refers to. For example:

Bratr prohlasil: Ja tam nejdu. [gender=anim] (= My brother said: I am not going there) (the
grammateme value is given by the gender of bratr)

It is impossible to assign a single value in cases where there are more coreferred nodes of different
genders or in cases there is no coreferred node. For example:

Podle Bendy neni sice mozné hodit pres palubu samozivitelky nebo osamélé otce, ale to neznamend,

Ze je treba davat jim prednost pred rodinami sporadanymi. (=According to Benda, it is impossible
to ignore single parents but it does not mean they should be preferred over decent families)

Podivejte se jim do oci v Podhorackém muzeu (ke 40. vyroci otevieni Zoo Brno) (=Look into their
eyes in Podhordcké muzeum (on the occasion of the 40th anniversary of the Brno Zoo))

!!! Neither textual nor grammatical coreference (see Chapter 9, Coreference) is represented with
the first and second person pronouns.

The person grammateme. The person grammateme has the value 1 with nodes representing
pronouns jd, miij, my (=1, my, we) and nas (=our); the value 2 with nodes representing 2y, tviij, vy
(=you, your, you.pl) and vas (=your.pl); the value 3 with nodes representing on / ona / ono (=he,
she, it), jeho / jeji (=his/its, her), oni / ony / ona (=they) and jejich (=their). For example:

Ja uz jdu. [person=1] (=I am coming)

Tviij nazor nesdilim. [person=2] (=I don't share your view)

W jste se uz prihlasili. [person=2] (=You.pl have already registered.pl)

Wy jste se uz prihlasil. [person=2] (=You.pl have already registered.sg)

Oni se jeste neprihlasili. [person=3] (=They haven't registered yet)

The politeness grammateme. For most nodes the grammateme has the value basic. This signals
the default use of the pronoun. A node with the # PersPron t-lemma and the value basic in the
politeness grammateme represents pronouns like the ones in the following sentences:

Ja dnes neprijdu. [politeness=basic] (=I am not coming today)
Ty tam urcite nechod’. [politeness=basic] (=You don't go there)

On tvého psa jesté nevidel. [politeness=basicla[politeness=basic] (=He hasn't seen
your dog yet)

W jste se uz prihlasili?[politeness=basic] (=Have you.pl registered.pl yet?)

The value of the politeness grammateme has the value polite with nodes representing
personal and possessive pronouns used in the polite form. For example:

Wy jste se jeste neprihlasil. [politeness=polite] (=You.pl haven't registered.sg yet)

Rozdil byste byl (vv) nucen uhradit sam. [politeness=polite] (=You.pl would have to pay
the difference yourself)
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The value polite is filled in when the personal or possessive pronouns are used in the polite
form. For example: a node with the # PersPron t-lemma and the value polite inthe polite-
ness grammateme represents pronouns like the one in the following sentence:

Wy jste se jeste neprihlasil. [politeness=polite] (=You.pl haven't registered.sg yet)

The polite value of the politeness grammateme is usually accompanied by the sg value
of the number grammateme and the value 2 of the person grammateme. The combination of
the values polite and 2 with the value p1 is less usual - it is the situation when the speaker ad-
dresses more people in the polite form; e.g.:

Vazeni ctenari, je tomu prave rok, kdy jsme vam oznamili nepopuldrni informaci, Ze se cena nasich
novin zvysuje. [politeness=polite; person=2;number=pl] (=Dear readers, it has been
exactly one year since we informed you...)

Often it is impossible to distinguish the cases when the polite form is used from the cases of the
default use of the second person pronoun in plural. Therefore, the politeness grammateme is
often filled with the nr value. For example:

W tam nepiijdete? [politeness=nr] (=You.pl are not going.pl there?)

nodes representing reflexives.

The number, gender, person and politeness grammatemes. All the four grammatemes are filled
with the inher value, i.e. the values are inherited from the coreferred node.

NB! This only concerns the reflexives corresponding to complex nodes; if the reflexive corresponds
to a different node type (e.g.: jit si po svwch.DPHR, nodetype = dphr (=lit. go REFL on self’s;
i.e. go about one's business)), it belongs to no semantic part of speech and no grammatemes are
assigned to it.

newly established nodes with the #PersPron t-lemma.

The number and gender grammatemes. The values of the number and gender grammatemes
follow from the corresponding morphological categories of the coreferred node. In cases such a
node represents the subject of a clause, the values of these grammatemes follow from the values
of the morphological number and gender expressed on the verb (if they can be determined for a
given form). For example:

Vcera ani dnes nezavolala (ona). [number=sg; gender=fem] (=(She) called.f.sg neither yes-
terday nor today)

Déti slibovaly: Uz nebudeme (my) zlobit. [number=pl; gender=fem] (=The children promised:
(We) are going to be good; the value of the gender grammateme follows from the morphological
gender of the noun deéti)

The person grammateme. The value of the person grammateme follows from what is the coreferred
node (the value 1 is assigned if the coreferred node has the t-lemma ja / my (=1, we); the value 2
is assigned if the t-lemma is of the coreferred node is #y / vy (=you.sg, you.pl); the value 3 if it is
on/ona... (=he, she,..) or it follows from the person of the verb if a non-expressed pronoun occupies
the subject position. For example:

Vcera nezavolala (ona). [person=3] (=(She) didn't call yesterday)

!!! Neither textual nor grammatical coreference (see Chapter 9, Coreference) is represented with
the first and second person pronouns.

The politeness grammateme. The politeness grammateme has the polite value in the polite
form uses. If a newly established node is the subject of the clause, it is possible to identify the cases
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of the polite form use on the basis of the verb's form - or sometimes with the help of the context.
For example:

Uz jste navstévoval kurzy anglictiny (vv)? [politeness=polite] (=Have you.pl attended.sg
any English courses?)

Vazeny pane, dovolite (vy), abych vam predstavil svou pani? [politeness=polite] ( =Sir
(vou.pl) let.pl me introduce my wife to you)

Rozdil byste byl (vv) nucen uhradit sam. [politeness=polite] (=You.p! would.sg have to
pay the difference yourself)

In other cases than polite form uses, the value basic is filled in.

Often it is impossible to distinguish the cases when the polite form is used from the cases of the
default use of the second person pronoun in plural. Therefore, the politeness grammateme is
often assigned the nr value. For example:

Mate se (vy) prihlasit co nejdrive. [politeness=nr] (=You.pl should.pl register as soon as
possible)

Rozdil uhrad'te (vy) nejpozdéji do deseti dnii. [politeness=nr] (=Pay.pl the difference within
ten days)

5.6.1.4. Indefinite pronominal semantic nouns

sempos =n.pron.indef
The subgroup of indefinite pronominal semantic nouns consists of:

» relative pronouns kdo, co, ktery / jenz (=who, which) jaky (=which) that are in the position of a
syntactic noun,

» their derivatives (also in the positions of syntactic nouns), i.e. indefinite pronouns (e.g.: nékdo,
nektery (=somebody, some)), interrogative pronouns (kdo, ktery (=who, which)), negative pronouns
(nikdo (=noone)) and totalizers (kazdy, vsechen (=each, all)),

* possessive counterparts of the pronoun kdo (=who) (i.e. ¢i (=whose)) and its derivatives (e.g.: neci,
nici (=someone's, noone's)).

The following pronouns can only be semantic nouns: kdo, co (=who, what) and jenz (=which); this
holds also for the derivatives of the pronouns kdo and co. Also the possessives derived from the pronoun
kdo and its derivatives are always semantic nouns.

The pronouns ktery (=which) and jaky (=what) and their derivatives are either semantic nouns or se-
mantic adjectives depending on whether they are in a position of a syntactic noun or adjective. Cf.:

*  Nevédéla, jaké Saty se by se na ples hodily. (=She didn't know what (kind of) dress would be good
for the ball)

Kterou knihu si pral? (=Which book did he wish to have?)
Kup mu néjakou knihu (=Buy him a book/some book or other).
Ta barva je nijakd. (=The color is insipid (lit. no))

- these are syntactic, hence semantic adjectives (see Section 5.6.2.3, “Indefinite pronominal semantic
adjectives”).
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Saty, jaké by se hodily na ples, tu neméli. (=They didn't have the kind of dress which would be
good for a ball)

Knihu, kterou si pral, nemohla sehnat. (=She couldn't get the book which he wished to have)
- these are syntactic, hence semantic nouns.

The pronoun jenz which is considered a variant of ktery at the tectogrammatical level is represented
by its t-lemma: ktery.

Indefinite pronominal semantic nouns have the following grammatemes:

* number (see Section 5.5.1, “The number grammateme”),

* gender (see Section 5.5.2, “The gender grammateme”).

* person (see Section 5.5.3, “The person grammateme”),

* type of indefiniteness: indeftype (see Section 5.5.6, “The inde ftype grammateme”).

The number grammateme. The value of the number grammateme usually corresponds to the value
of the morphological category of number. For example:

Nékdo to udélat musi. [number=sg; t lemma= kdo] (=Somebody has to do it)

Koho jsi potkal? [number=sqg; t lemma= kdo] (=Who did you meet?)

Co potrebujes? [number=sqg; t lemma= co] (=What do you need?)

Only in the cases when such a pronoun is the subject of a predicate in plural, the value of the number
grammateme is pl: it is clear that the pronoun does not refer to a single person/thing. For example:

Reknéte, kdo prisli. [number=pl; t lemma= kdo] (=Tell me who came.pl)
Reknéte, kdo prisel. [number=sg; t lemma= kdo] (=Tell me who came.sg)

Verse, které kdekdo zname. [number=pl; t lemma= kdo] (=Poems that we all/almost everybody
know.pl)

Nodes representing possessives have the number grammateme filled with the sg value.

Relatives (indeftype = relat) inherit the value of the grammateme from the coreferred node (i.e.
number = inher). For example:

Domy, které koupili, byly postaveny ve 30. letech. [number=1inher] (=The houses which they bought
were built in the 30's) ( které inherits the value from domy)

The value inher is also assigned to the relative co - whether it is in its common use (i.e. when it
refers to a thing) or whether it is used instead of ktery / jenz. For example:

To, co potrebujes, tu nemaji. [number=inher] (=They don't have the thing that (lit. what) you need)
Muz, co prisel.. [number=inher]]| (=The man that (lit. what) came)

Muzi, co prisli... [number=inher] (=The men that (lit. what) came)

Muzi, co jsem potkal na ulici... [number=inher] (=The men that I met on the street...)

The gender grammateme. The value of the gender grammateme also usually corresponds to the value
of the morphological gender, i.e.kdo (=who) and its derivatives are assigned the value anim, co (=what)
and its derivatives are assigned the value neut. For example:
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Nékdo to udélat musi. [gender=anim] (=Somebody has to do it)
Koho jsi potkal? [gender=anim] (=Who did you meet?)

Co potirebujes? [gender=neut] (=What do you need?)

Nodes representing possessive pronouns have the value anim.

Relatives (indeftype = relat) inherit the value of the grammateme from the coreferred node (i.e.
gender = inher). For example:

Diim, ktery koupili... [gender=inher]| (=The house which they bought)

To, co potiebujes, tu nemaji. [gender=inher] (=They don't have the thing (that, lit. what) you
need)

Muzi, co jsem potkal na ulici... [gender=inher] (=The men that we met on the street..)
Zeny, co pFisly... [gender=inher] (=The women that came..)

The person grammateme. The person grammateme has mostly the value 3. Other values are possible
for the pronoun kdo (and its derivatives) in case it is the subject of a predicate in the first or second
person. For example:

Zachran se, kdo miizes. [person=2] (=lit. Save yourself who can.2.sg)

Verse, které kdekdo zname. [person=1; t lemma= kdo] (=Poems which everybody/whoever
know. 1.pl)

Relatives (indeftype = relat) inherit the value of the person grammateme from the coreferred
node. For example:

Vy, kteri jste prisli pozdeji... [person=inher] (=You.2.pl who came.2.pl later...)

In those cases when the coreferred node does not have the person grammateme, the inher value
of the relative is understood as 3. For example:

Diim, ktery jsme koupili...[person=inher] (=The house that we bought...)

The indeftype grammateme. The indeftype grammateme expresses the semantic feature distin-
guishing the pronoun from the t-lemma it is represented by.

There are only four t-lemmas used with indefinite pronominal semantic nouns: kdo, co, ktery (=who,
what, which) and jaky (=what). All the other pronouns are taken to be their derivatives. Which pronouns
are represented by which t-lemmas and which values of the indeftype grammateme they get is
summarized in Table 5.17, “Indefinite pronominal semantic nouns”.

The first row presents the t-lemmas and in each column, there are pronouns represented by these t-
lemmas. The first column lists the values of the inde ftype grammateme which are to be assigned
to a given t-lemma if it represents the pronoun in the same row as the value of the grammateme.

For example, the pronoun nikdo (=noone) is represented by the t-lemma kdo (=who) and the value
negat.

The list of pronouns is not exhaustive; in some cases there are other variants as well (e.g. apart from
malokdo, kdovikdo there are also zrFidkakdo, vselikdo and other variants). Certain types of pronouns
are not existent at all (in Czech); e.g. there is no totalizing pronoun for the nominal jaky; cf. the -
symbol in the appropriate slot).

70



Complex nodes and grammatemes

5.6.1.5.

Table 5.17. Indefinite pronominal semantic nouns

t-lemma:
the value of the in- |kdo co ktery jaky
deftype gram-
mateme:
relat kdo co ktery, jenz jaky
indefl nékdo néco nektery nejaky
indef2 kdosi, kdos cosi, cos kterysi \jakysi
indef3 kdokoli(v) cokoli(v)... kterykoli(v) \jakykoli(v)
indef4 ledakdo, leckdo... |ledaco, lecco... lecktery, ledaktery|lecjaky, ledajaky
indef5 kdekdo kdeco kdektery kdejaky
indef6 mdlokdo, kdovikdo...|mdloco... madloktery... vselijaky...
inter kdo, kdopak... co, copak... ktery, kterypak  |jaky, jakypak
negat nikdo nic zZadny nijaky
totall vSechen vSechen, vSechno, |- -

vSe

total2 - - kazdy -

Definite quantificational semantic nouns

sempos =n.quant.def
The subgroup of definite quantificational semantic nouns consists of:
» cardinal numerals in the position of syntactic nouns,

» fraction numerals (e.g.: tFetina (=one_third)) are represented by the t-lemmas of the corresponding
cardinal numerals, see Section 5.1.2, “Types of lexical derivation”.

NB! Other types of numerals, i.e. ordinal, sort or set numerals, are always considered semantic adject-
ives, see Section 5.6.2.4, “Definite quantificational semantic adjectives”.

The cardinal numerals jedna (=one) through devétadevadesat (ninety-nine) are either semantic nouns
or adjectives, according to their function in the sentence (see also Section 8.10, “Numbers and numer-
als”). Cf.

o Wbrali tii. (=lit. (They) chose three)
- this is a syntactic, hence also semantic noun.
*  pét knih (=five books)

- this is a syntactic, hence also semantic adjective (see Section 5.6.2.4, “Definite quantificational
semantic adjectives”).

The cardinal numerals sto, tisic, milion (=hundred, thousand, million) (and other ending with -ion),
miliarda (=billion) (and other ending with -iarda) and the fraction numerals always have the “container”
meaning, hence are always semantic nouns.

Nodes for definite quantificational semantic nouns have the following grammatemes:
* number (see Section 5.5.1, “The number grammateme”),

* gender (see Section 5.5.2, “The gender grammateme”),
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* type of the numeral: numertype (see Section 5.5.5, “The numertype grammateme”).

The number grammateme. As for the cardinal numerals jeden (=one) through devetadevadesat
(=ninety-nine), the value of their number grammateme follows from their lexical meaning. For example:

Prisel jen jeden. [number=sqg] (=lit. Came only one)
Koupil dvé z nabizenych knih. [number=pl] (=He bought two of the offered books)

Vybrali tricet z padesati prihlasenych zdjemcii. [number=pl] (=They chose thirty applicants from
the fifty registered ones) ( padesat has the adjectival function here)

As for the nodes representing the cardinal numerals sto, tisic (=hundred, thousand) etc. and fraction
numerals (i.e. those with the “container” meaning), the value of the number grammateme usually follows
from the value of the corresponding morphological category. For example:

Prislo sto studentit. [number=sqg] (=One hundred students came)

Prislo dvé sté studentii. [number=pl] (=Two hundred students came)

Koupil tretinu akcii. [number=sqg]| (=He bought one third of the shares)

Koupil dvé tretiny akcii. [number=pl] (=He bought two thirds of the shares)

!!! The rules regarding the number grammateme value assignment are only provisional.

The gender grammateme. The cardinal numerals jeden (=one) through devétadevadesat (=ninety-
nine) have the value of their gender grammateme identical to the value of the corresponding morpho-
logical category. For example:

Prisel jen jeden.[gender=anim|inan] (=lit. Came only one)
Poznal jen jednu z nich. [gender=fem] (=He only recognised one of them)

As for the cardinal numerals #7% (=three) through devétadevadesat (=ninety-nine), it is possible to use
the information regarding the (morphological) gender of the predicate (if expressed). For example:

Prisli t'i [gender=anim] (=lit. Came.m.anim three)
If it is impossible to determine the gender, the value nr is assigned. For example:

Pocital jen se dvéma. [gender=nr] (=He only counted on two (of them))

Videl jen tri. [gender=nr]| (=He only saw three (of them))

As for the numerals with the “container” meaning, the grammateme value corresponds to the value of
the relevant morphological category. For example:

sto [gender=neut] (=hundred)

tisic [gender=inan] (=thousand)

milion [gender=inan] (=million)

miliarda [gender=~fem] (=billion)

Nodes representing fraction numerals are assigned the value fem. For example:

tretina [gender=fem] (=one_third)
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5.6.2.

5.6.2.1

The numertype grammateme. The numert ype grammateme expresses the semantic feature distin-
guishing the numeral from the t-lemma it is represented by. Due to the fact that only cardinal and
fraction numerals can be semantic nouns, only two values of the nume rt ype grammateme come into
play here: basic (if it is a cardinal numeral) and frac (if it is a fraction numeral). For example:

Prisli jen tri. [numertype=basic] (=lit. Came only three)
Koupil dvé z nabizenych knih.numertype=basic] (=He bought two of the offered books)

Zdeédil polovinu domu. [numertype=frac; t lemma=dva] (=He inherited one half of the house)

Koupil setinu akcii. [numertype=frac; t lemma=sto] (=He bought one hundredth of the shares)

Semantic adjectives

Semantic adjectives can be divided into the following subgroups:
* denominating semantic adjectives (see Section 5.6.2.1, “Denominating semantic adjectives”);

» definite pronominal semantic adjectives: demonstratives (see Section 5.6.2.2, “Definite pronominal
semantic adjectives: demonstratives”);

» indefinite pronominal semantic adjectives (see Section 5.6.2.3, “Indefinite pronominal semantic
adjectives”);

+ definite quantificational semantic adjectives (see Section 5.6.2.4, “Definite quantificational semantic
adjectives”);

» indefinite quantificational semantic adjectives (see Section 5.6.2.5, “Indefinite quantificational
semantic adjectives”);

» gradable quantificational semantic adjectives (see Section 5.6.2.6, “Gradable quantificational se-
mantic adjectives”).

. Denominating semantic adjectives

sempos =adj.denot

The subgroup of denominating semantic adjectives consists of:

» traditional adjectives,

» traditional adverbs derived from adjectives (i.e. represented by adjectival t-lemmas).

NB! Possessive adjectives do not belong to this subgroup; they are represented by the t-lemma of the
corresponding semantic noun and are described with the help of nominal grammatemes; see Sec-
tion 5.6.1.1, “Denominating semantic nouns”.

Denominating semantic adjectives have the following grammatemes:
* degree: degcmp (see Section 5.5.8, “The degcmp grammateme (degree)”),
* negation (see Section 5.5.7, “The negation grammateme”).

The degcmp grammateme. All denominating semantic adjectives have the degree grammateme.
Denominating semantic adjectives are not (unlike denominating semantic adverbs) divided into the
gradable and non-gradable ones. Finding the borderline between gradable and non-gradable semantic
adjectives is complicated by the occassional occurrence of comparative and superlative forms of oth-

vevr

most chocolate chocolate), Cesky - cestéjsi pristup k veci (=Czech - a more Czech approach to the
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matter)). As for the semantic adverbs, these cases are rare if existent at all (non-gradable semantic
adverbs could be separated as a subgroup not having the degree grammateme; see sempos =
adv.denot.ngrad.nneg; see Section 5.6.3.1, “Non-gradable denominating semantic adverbs
that cannot be negated” and sempos =adv.denot .ngrad. neg; see Section 5.6.3.2, “Non-gradable
denominating semantic adverbs that can be negated”).

The value of the degree grammateme usually corresponds to the value of the morphological category
of degree. For example:

prijemnéjsi hudba [degcmp=comp] (=nicer music)
nejlépe straveny vecer [degcmp=sup]| (=an evening spent in the best way)

NB! The comp or sup values are not assigned in those cases when the higher/highest degree of a
property is expressed in the periphrastic form, e.g.: vic prijemné (=more pleasantly), nejvice hezky
(=the most beautiful) etc. Apart form these collocations, which may be considered equivalent to one-
word comparative and superlative forms (prijemnéjsi (=nicer, more_pleasant), nejhezci (=the_prettiest,
the_most_beautiful)), there are also cases when vice (=more) / nejvice (=the_most) are combined with
comparative or superlative forms (e.g.: vice prijemnéji (=lit. more pleasant-er) etc.). The degree
grammateme value assignment is problematic in these cases. A solution is to assign a value to both
parts of the collocation. For example:

vic [degcmp=comp] prijemné [degcmp=pos; t lemma= prijemny] (=more pleasantly)
nejvice [degcmp=sup] hezky [degcmp=pos]| (=the most beautiful)

vice [degcmp=comnp] hezci [degcmp=pos] (=lit. more prettier)

vice [degcmp=comp] rychle [degcmp=pos; t lemma=rychly] (=lit. more fast)

As for the acomp value, there is no corresponding value of the morphological category of degree; it
is assigned to nodes representing frozen comparative forms not expressing comparison (the so called
absolute comparative / elative). For example:

v

starsi zena [degcmp=acomp] (=elder(ly) woman)

muz tmavsi pleti [degcmp=acomp] (=man of darker skin)

vysS$i odborna skola [degcmp=acomp] (=lit. higher vocational school)
pri delsim noseni [degcmp=acomp] (=with long-time (lit. longer) wear)
kazda vetsi pobocka [degcmp=acomp] (=every bigger branch)

Otakar Brousek starsi [degcmp=acomp] (=OB, Senior)

NB! When it is not possible to decide whether the comparative is the absolute or the common one,
both values are assigned.

The negation grammateme. The value of the negation grammateme tells us whether the surface form
of the adjective was negated or not (the neg0 value for the positive, the negl value for the negative
forms). For example:

prijemnd hudba [negation=neg0] (=nice music)
nedobry signal pro volice [negation=negl; t lemma= dobry] (=lit. not_good signal for voters)
dopadlo to s nim zle [negation=neg0; t lemma=zly] (=it turned out badly for him)

zachoval se k nam nepékné [negation=neqgl; t lemma= pékny] (=He treated us not_well)
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NB! Not every prefix ne- represents the negl value in the negation grammateme - not in the case
there is no positive form of the lexical item in question. For example:

nekalé umysly [negation=neg0; t lemma= nekaly] (=dishonest intentions)
krasa nesmirnd [negation=neqg0;t lemma= nesmirny] (=immense beauty)

1! Dividing denominating semantic adjectives into those that can and those that cannot be negated (as
with the denominating semantic adverbs; see Section 5.6.3, “Semantic adverbs™) is complicated by
the fact that some adjectives, which are usually found only in their positive forms, can occassionaly
be negated, too; for example: cesky (=Czech) - necesky (=non_Czech) etc. The negation grammateme
is therefore relevant for denominating semantic adjectives as well.

5.6.2.2. Definite pronominal semantic adjectives: demonstratives

sempos =adj.pron.def.demon

The subgroup of definite pronominal - demonstrative - semantic adjectives consists of:
* demonstrative and identifying pronouns in the positions of syntactic adjectives.
Nodes of this subgroup have no grammatemes.

Examples:

Ten diim uz koupili. (=They have bought the house already)

Takovy pristup se mi nelibi. (=I don't like this approach)

On uz je takovy. (=He is like that)

Mel tentyz probléem jako ty. (=He had the same problem as you)

1! In the current version of PDT, the value adj .pron.def.demon is assigned to all nodes repres-
enting the pronoun takovy. However, it will be necessary to distinguish the cases when the pronoun is
a semantic noun from the cases when it is a semantic adjective in the future (i.e. to decide when to
assign the value adj.pron.def.demon and when n.pron.def.demon) - depending on its

79999

syntactic position. See also Section 6.5.3.2, “Correlative pairs with the supporting expression “takovy””.

5.6.2.3. Indefinite pronominal semantic adjectives
sempos =adj.pron.indef

The subgroup of indefinite pronominal semantic adjectives consists of indefinite pronouns with the
adjectival function:

 relative pronouns ktery (=which) and jaky (=what), if their syntactic function (position) is adjectival.
 their derivatives if in the position of syntactic adjectives, i.e. indefinite (e.g.: néjaky (=some)), in-
terrogative (e.g.: ktery (=which)), negative (e.g.: nijaky (=no)) and totalizing pronouns (e.g.: kazdy

(=every)); see Section 5.1.2, “Types of lexical derivation”.

The pronouns ktery (=which) and jaky (=what) and their derivatives are either semantic nouns or se-
mantic adjectives depending on whether they are in the position of a syntactic noun or adjective. Cf.:

* Nevédeéla, jaké Saty se by se na ples hodily. (=She didn't know what (kind of) dress would be good
for the ball)

Kterou knihu si pral? (=Which book did he wish to have?)
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Kup mu néjakou knihu (=Buy him a book/some book or other).
Ta barva je nijakd. (=The color is insipid (lit. no))

Kup mu néjakou knihu (=Buy him a book/some book or other).
Kazdy c¢lovek ma problémy. (=Everyone has problems)

- these are syntactic, hence semantic adjectives.

o Saty, jaké by se hodily na ples, tu neméli. (=They didn't have the kind of dress which would be
good for a ball)

Knihu, kterou si pral, nemohla sehnat. (=She couldn't get the book which he wished to have)

- these are syntactic, hence semantic nouns (see Section 5.6.1.4, “Indefinite pronominal semantic
nouns”).

Indefinite pronominal semantic adjectives have the following grammatemes:
* the indeftype grammateme (see Section 5.5.6, “The inde ftype grammateme”).

The indeftype grammateme. The indeftype grammateme expresses the semantic feature distin-
guishing the pronoun from the t-lemma it is represented by. There are only two t-lemmas used with
indefinite pronominal semantic adjectives: ktery (=which) and jaky (=what). All other pronouns are
taken to be their derivatives. Which pronouns are represented by which t-lemmas and which values of
the inde ftype grammateme they get is summarized in Table 5.18, “Indefinite pronominal semantic
adjectives”

The first row presents the t-lemmas and in each column, there are pronouns represented by these t-
lemmas. The first column lists the values of the indeftype grammateme which are to be assigned
to a given t-lemma if it represents the pronoun in the same row as the value of the grammateme.

For example, the pronoun veskery (=all) is represented by the t-lemma ktery (=which) and the value
totall.

The list of pronouns is not exhaustive; in some cases there are other variants as well (e.g. apart from
vSelijaky there are also buhvijaky, kdovijaky and other variants). Certain types of pronouns are not ex-
istent in Czech at all; e.g. there is no totalizer for the adjectival jaky; cf. the - symbol in the appropriate
slot).
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5.6.2.4.

Table 5.18. Indefinite pronominal semantic adjectives

t-lemma:
the value of the inde ftype grammateme: | ktery jaky
relat ktery \jaky
indefl nektery néejaky
indef2 kterysi jakysi
indef3 kterykoli(v) jakykoli(v)
indef4 lecktery, ledaktery|lecjaky, ledajaky
indef5 kdektery kdejaky
indef6 maloktery... vselijaky...
inter ktery, kterypak  \jaky, jakypak
negat zadny nijaky
totall vSechen, veskery |-
total2 kazdy -

Definite quantificational semantic adjectives

sempos =adj.quant.def

The subgroup of definite quantificational semantic adjectives consists of:

definite cardinal numerals in the position of syntactic adjectives,

definite ordinal numerals (e.g.: t/eti, sty (=the third, hundredth)), set numerals (e.g.: troje, stery
(=three, one_hundred_sets of)) and sort numerals (e.g.: troji, stery (=three, one_hundred_kinds_of)),
which are derived from (and therefore represented by) the corresponding cardinal numerals; see
Section 5.1.2, “Types of lexical derivation”),

adverbs of the type dvakrat / podruhé (=twice, for _the second_time), also represented by the t-
lemmas of the corresponding cardinal numerals (see Section 5.1.3, “Mixed type”),

the numeral folik (=so_much) and its derivatives (tolikaty, tolikery, tolikery (the n-th,
so_many sets/kinds_of)) and adverbs tolikrdat (=so_many times) and potolikaté (=for the n-
th_time).

The cardinal numerals jedna (=one) through devétadevadesat (ninety-nine) are either semantic nouns
or adjectives, according to their function in the sentence (see also Section 8.10, “Numbers and numer-
als”). Cf.

pét knih (=five books)

Prisli /i muzi (=Three men came)

Uchazeci byli dva (=There were two applicants)
Auta ma dvé (=He has two cars)

- these are syntactic, hence also semantic adjectives.
Vybrali tri (=lit. They chose three).

- this is a syntactic, hence also semantic noun (see Section 5.6.1.5, “Definite quantificational se-
mantic nouns”).
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The numerals sto, tisic, milion (=hundred, thousand, million) or miliarda (=billion) etc. have the
“container” meaning and are always semantic nouns (see Section 5.6.1.5, “Definite quantificational
semantic nouns”). Nodes with the t-lemmas sto, fisic are only considered semantic adjectives if they
represent ordinal numerals (sty, tisici (=the hundredth, thousandth) etc.), set numerals (stery, tisicery
(=one hundred, thousand sets of)) or sort numerals (stery, tisicery (=one hundred, thousand kinds of)),
as well as if they represent adverbs of the type stokrat (=hundred_times) or posté (=for_the hun-
dredth_time).

Similarly, adverbs of this type, derived from the numerals jeden (=one) through devétadevadesat
(=ninety-nine) (e.g.: jedenkrat, dvakrat / podruhé, podevétadevadesaté (=once, twice / for the first,
second time)) are represented by the t-lemmas of the corresponding cardinal numerals.

The t-lemma tolik (=so_much) is always (i.e. whether it represents tolik, tolikaty or tolikrat etc.) con-
sidered a semantic adjective.

Definite quantificational semantic adjectives have the following grammatemes:
e the numertype grammateme (see Section 5.5.5, “The numertype grammateme”).

The numertype grammateme. The numert ype grammateme expresses the semantic feature distin-
guishing the numeral from the t-lemma it is represented by. With definite quantificational semantic
adjectives, there are four values of the numertype grammateme: basic (for cardinal numerals - or
set numerals combined with pluralia tantum), ord (for ordinal numerals), set (for set numerals),
kind (for sort numerals).

NB! Set numerals combined with pluralia tantum express - just like cardinal numerals with nouns that
make use of the singular - plural opposition - simply the quantity of the denoted objects; the numer-
type grammateme has the value basic (troje dvere (=three doors) is just like t/i okna (=three
windows)).

Examples:

Koupil tFi domy. [numertype=basic;t lemma= t7i] (=He bought three houses)
Natrel troje dvere. [numertype=basic; t lemma= 7] (=He painted three doors)
Umistil se na tretim misté. [numertype=ord; t lemma= ] (=He came in third)
Dobéhl do cile jako sty. [numertype=ord; t lemma=sto] (=He came in hundredth)

Ztratil uz troje klice. [numertype=set; t lemma= t7i] (=He has already lost three bunches of
keys)

Ma dvoji obcanstvi. [numertype=kind; t lemma= dva] (=He has two citizenships)

Tolik pripominek necekal. [numertype=basic; t lemma= tolik] (=He didn't expect so many
comments)

Tolikery klice nepotiebuje. [numertype=set; t lemma=tolik]] (=He doesn't need so many (sets
of) keys)

Adverbs of the type jedenkrat, dvakrat, stokrat, tolikrat (=once, twice, hundred_times, so_many_times)
etc. are represented by the t-lemma of the corresponding cardinal numeral (jeden, dva, sto, tolik (=one,
two, hundred, so_much/many) etc.) and the value of the numertype grammateme is basic.

The adverbs jednou and jedinkrat are considered variants of the adverb jedenkrat (=once) and are all
represented by a single t-lemma jeden (=one) and the value of the numertype grammateme isbasic.
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Adverbs of the type poprvé, podruhé, posté, potolikaté (= for the first / second / hundredth / n-th time)
etc. are also represented by the t-lemma of the corresponding cardinal numeral (jeden, dva, sto, tolik
(=one, two, hundred, so_much/many) etc.) and the value of the numertype grammateme is ord.

The fact that these nodes, having the t-lemmas of cardinal numerals and the value of the grammateme
either basic or ord represent adverbs and not cardinal or ordinal numerals follows from their function
in the sentence. Such an adverbial function is expressed by the assigned functor (most often TWHEN
or THO). Cf.:

Volal jsem tam uz dvakrat. THO [numertype=basic; t lemma= dva] (=I have called there twice
already)

Prijal uz dvé. RSTR ndvstévy. [numertype=basic; t lemma= dva] (=He has already accepted
two visitors)

Vysvétluje to uz podruhé. TWHEN [numertype=ord; t lemma=dva] (=He is explaining the thing
for the second time already)

Skoncil na druhém RSTR misté.[numertype=ord; t lemma=dva] (=He took second place)

Do cile dobéhl jako druhy.COMPL [numertype=ord; t lemma= dva] (=He came in second)

5.6.2.5. Indefinite quantificational semantic adjectives
sempos =adj.quant.indef
The subgroup of indefinite quantificational semantic adjectives consists of:

* the indefinite cardinal numeral kolik (=how_many/much) (e.g.: kolik psit (=how_many_dogs)),

» itsindefinite (e.g.: nékolik (=several)) and interrogative variants (e.g: kolikpak (=how_many)) (see
Section 5.1.2, “Types of lexical derivation”),

» indefinite ordinal numerals (e.g.: kolikaty / nekolikaty (=how_many.ordinal, n-th/several.ordinal)),
indefinite set (e.g.: kolikery / nékolikery (=how_many/several sets of) and sort numerals (e.g.:
kolikery / nékolikery (=how_many/several_sorts of); i.e. derivatives of the numeral kolik (see
Section 5.1.3, “Mixed type”),

» adverbs of the type kolikrat / nékolikrat (=how_many _times/several times) and pokolikaté /
ponekolikaté (=apprx. for_the n-th_time) are also represented by kolik (=how_many/much) (see
Section 5.1.3, “Mixed type”).

Indefinite quantificational semantic adjectives have the following grammatemes:
* numeral type: numertype (see Section 5.5.5, “The numertype grammateme”),
* type of indefiniteness: indeftype (see Section 5.5.6, “The indeftype grammateme”).

The numertype grammateme. With indefinite quantificational semantic adjectives, there are four
values of the numertype grammateme: basic (for cardinal numerals - or set numerals combined
with pluralia tantum), ord (for ordinal numerals), set (for set numerals), kind (for sort numerals).

NB! Set numerals in combination with pluralia tantum express - just like cardinal numerals with nouns
that make use of the singular - plural opposition - simply the quantity of the denoted objects: the nu-
mertype has the value basic.

Examples:

Kolik domii koupil? [numertype=basic; t lemma= kolik] (=How many houses has he bought?)
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Kolikery dvere uz prosel? [numertype=basic; t lemma= kolik] (=How many doors has he gone
through?)

Natrel nékolikery dvere. [numertype=basic; t lemma= kolik] (=He painted several doors)

Kolikaty pokus jsi provedl? [numertype=ord; t lemma=kolik] (=Which (lit. how_many_ordinal)
experiment have you done?)

Ztratil uz nékolikery klice. [numertype=set; t lemma= kolik] (=He has already lost several
bunches/sets of keys)

Clovék miize mit nékolikeré obcanstvi. [numertype=kind; t lemma= kolik] (=People can have
several (kinds of) citizenship(s))

Adverbs of the type kolikrat / nékolikrat are represented by the t-lemma of the relevant cardinal numeral
(kolik) and the value of the numertype grammateme is basic.

Adverbs of the type pokolikaté / ponékolikaté etc. are represented by kolik and the value of the numer-
type grammateme is ord.

The fact that these nodes, having the t-lemmas of cardinal numerals and the value of the grammateme
either basic or ord represent adverbs and not cardinal or ordinal numerals follows from their function
in the sentence - such an adverbial function is expressed by the functor assigned to the node (most often
TWHEN or THO). Cf::

Volal jsem tam uz nékolikrdt. THO [numertype=basic; t lemma= kolik] (=I have called there
several times already)

Prijal uz nékolik. RSTR navstév. [numertype=basic; t lemma=kolik] (=He has already accepted
several visitors)

Vysvétluje to uz ponékolikaté. TWHEN [numertype=ord; t lemma= kolik] (=He is explaining the
thing for the n-th time already)

Na kolikdtém RSTR misté skoncil. [numertype=ord; t lemma= kolik] (=Which place did he
take?)

The indeftype grammateme. The indeftype grammateme expresses the semantic feature distin-
guishing the numeral from the t-lemma it is represented by. The only t-lemma for indefinite quantific-
ational semantic adjectives is kolik. All other numerals are considered derived from this t-lemma.

All combinations of the numertype and indeftype grammateme values with nodes the t-lemma
of which is kolik - i.e. all derivatives od this t-lemma - are in Table 5.19, “Indefinite quantificational
semantic adjectives”.

The first row lists all the values of the numertype grammateme; the first column lists the values of
the indeftype grammateme. All the numerals (in the individual slots) are represented by a single
t-lemma, namely kolik. Different combinations of this t-lemma, a certain value of the numertype
grammateme and certain value of the inde ftype grammateme represent different numerals.

For example, nékolikery (=several kinds of) is represented by the t-lemma kolik (=how_many) and
the values kind and indef1.

The list is not complete; in some cases, there are also other variants. Certain types of derivatives
(combinations) are not existent at all (which is indicated by the - symbol in the relevant slot).
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Table 5.19. Indefinite quantificational semantic adjectives

t lemma=kolik the value of the numertype grammateme:

the value of the in- |basic set kind ord

deftype gram-

mateme:

relat kolik (klici), kolikery  |kolikery (klice) kolikery kolikaty
(dvere)

indefl nekolik (klicii), néko- nekolikery (klice) |nékolikery nekolikaty
likery (dvere)

indef2 - - - -

indef3 - - - -

indef4 - - - -

indefS - - - -

indef6 kdovikolik (klici), kdovikolikery kdovikolikery...|kdovikolikaty...
kdovikolikery (dvere)... |(klice)...

inter kolik (klicii), kolikery  |kolikery (klice) kolikery kolikaty
(dvere)

negat - - - -

totall - - - -

total2 - - - -

11! It has turned out that indefinite numerals can be in the positions of syntactic nouns as well. In the
future versions of PDT, it will be necessary to delimit a subgroup of indefinite quantificational semantic
nouns, too (n.quant.indef) and distinguish the values adj.quant.indef and
n.quant.indef, with indefinite numerals, depending on their syntactic position. See also Sec-
tion 8.10.1.1, “Numerals with the role of an attribute (RSTR)”.

5.6.2.6. Gradable quantificational semantic adjectives
sempos = adj.quant.grad
The subgroup of gradable quantificational semantic adjectives consists of:

» gradable indefinite cardinal numerals in the positions of syntactic adjectives: mdlo ucastnikii,
mnoho chyb (=few participants, many mistakes)),

» adverbs of the type mdlokrat (=few_times) represented by the t-lemma of the corresponding indef-
inite cardinal numeral (see Section 5.1.3, “Mixed type”).

Gradable quantificational semantic adjectives have the following grammatemes:
* degree: degcmp (see Section 5.5.8, “The degcmp grammateme (degree)”),
* numeral type: numertype (see Section 5.5.5, “The numertype grammateme”).

The degemp grammateme. The value of the degree grammateme usually corresponds to the value
of the morphological category of degree. Examples:

hodné zajemcii [degcmp=pos] (=many applicants/interested people)
vice pripominek [degcmp=comp; t lemma= hodné] (=more comments)

nejméné chyb [degcmp=sup; t lemma= mdlo] (=the least mistakes)
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5.6.3.

As for the acomp value, there is no corresponding value of the morphological category of degree; it
is assigned to nodes representing frozen comparative forms not expressing comparison. E.g.:

déti z méné movitych rodin [degcmp=acomp; t lemma= mdlo] (=children from less well-off families)

NB! The comp or sup values are also assigned in those cases when the higher/highest degree of a
property is expressed by the periphrastic form, e.g.: vic prijemné (=more pleasantly), nejvice hezky
(=the most beautiful) etc. Denominating semantic adjectives (see Section 5.6.2.1, “Denominating se-
mantic adjectives”) are (unlike the quantificational ones) assigned the pos value for the degcmp
grammateme in these cases. For example:

vic [degcmp=comp; t lemma= hodné] prijemné [degcmp=pos] (=more pleasantly)
nejvice [degcmp=sup; t lemma= hodné] hezky [degcmp=pos] (=the most beautifiil)
méné [degcmp=comp; t lemma= mdlo] rychle [degcmp=pos] (=less fast)

The numertype grammateme. Numerals of this subgroup are always cardinal numerals - the value
of the numertype grammateme is always basic. For example:

Prohlédli si uz mnoho bytii. [numertype=basic] (=They have already seen over many flats)

Prosel uz mnoho dveri[numertype=basic] (=He has gone through many doors)
nejméné chyb [numertype=basic] (=the least mistakes)

Adverbs of the type malokrat, mnohokrat are represented by the t-lemma of the relevant cardinal nu-
meral (mdlo, mnoho) and the value of their numertype grammateme is basic. The fact that these
nodes, having the t-lemmas of cardinal numerals and the basic value of the grammateme represent
adverbs and not cardinal numerals follows from their function in the sentence - this adverbial function
is expressed by the functor assigned to the node (usually THO). For example:

Volal jsem tam uz mnohokrdt. THO [numertype=basic; t lemma=mnoho] (=I have called there
already many times)

Prijal uz mnoho RSTR ndvstéy. [numertype=basic; t lemma=mnoho] (=He has already accepted
many visitors)

Adverbs of the type potreti / pokolikaté (=for_the_third/n-th_time) derived from these numerals are
non-existent in Czech.

Semantic adverbs

Semantic adverbs can be divided into the following subgroups:

* non-gradable denominating semantic adverbs that cannot be negated (see Section 5.6.3.1, “Non-
gradable denominating semantic adverbs that cannot be negated”);

* non-gradable denominating semantic adverbs that can be negated (see Section 5.6.3.2, “Non-
gradable denominating semantic adverbs that can be negated”);

+ gradable denominating semantic adverbs that cannot be negated (see Section 5.6.3.3, “Gradable
denominating semantic adverbs that cannot be negated”);

» gradable denominating semantic adverbs that can be negated (see Section 5.6.3.4, “Gradable de-
nominating semantic adverbs that can be negated”);

* definite pronominal semantic adverbs (see Section 5.6.3.5, “Definite pronominal semantic adverbs”);
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* indefinite pronominal semantic adverbs (see Section 5.6.3.6, “Indefinite pronominal semantic ad-
verbs”).

5.6.3.1. Non-gradable denominating semantic adverbs that cannot
be negated

sempos = adv.denot.ngrad.nneg
The subgroup of non-gradable denominating semantic adverbs that cannot be negated consists of:

» adverbs that are neither gradable nor can be negated (and which are not adjectival at the same time,
i.e. they are not represented by adjectival t-lemmas).

Nodes of this subgroup have no grammatemes.
Examples:

Ma bezesporu pravdu. (=She is indisputably right)
Zustal dnes doma. (=He stayed at home today)

Bydli nahore. (=He lives upstairs)

5.6.3.2. Non-gradable denominating semantic adverbs that can be
negated

sempos = adv.denot.ngrad.neg
The subgroup of non-gradable denominating semantic adverbs that can be negated consists of:

* adverbs that are not gradable but which can be negated (and which are not adjectival at the same
time, i.e. they are not represented by adjectival t-lemmas); e.g.: prilis (=too (much)).

Denominating semantic adverbs of this subgroup have only one grammateme, namely:
* negation (see Section 5.5.7, “The negation grammateme”).

The negation grammateme. The negl value is assigned if the node represents an adverb negated at
the surface level. The neg0 value is assigned if the node represents an adverb that is not negated at
the surface level. For example:

Je to neprilis dobré. [negation=neqgl; t lemma= prili§] (=Itis not_very good)
Je prilis sebevédomy. [negation=neg0; t lemma= prili§] (=He is too self-confident)

5.6.3.3. Gradable denominating semantic adverbs that cannot be
negated

sempos = adv.denot.grad.nneg
The subgroup of gradable denominating semantic adverbs that cannot be negated consists of:

» adverbs that are gradable but which cannot be negated (and which are not adjectival at the same
time, i.e. they are not represented by adjectival t-lemmas); e.g.: dole, pozde, brzy (=down, late,
soon/early).

This subgroup of denominating semantic adverbs have only one grammateme, namely:

* degree degcmp (see Section 5.5.8, “The degcmp grammateme (degree)”).
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The degemp grammateme. The value of the grammateme usually corresponds to the value of the
morphological category. For example:

Je uz prilis pozdeé. [degcmp=pos] (=t is already too late)

Prijdu o néco diive nez véera. [degcmp=comp; t lemma= brzy] (=I will come a bit earlier than
yesterday)

Duim lezel nejnize z celé vesnice. [degcmp=sup; t lemma=dole] (=The house was situated at the
lowest point of the whole village)

As for the acomp value, there is no corresponding value of the morphological category of degree; it
is assigned to nodes representing frozen comparative forms not expressing comparison. For example:

diive [degcmp=acomp; t lemma= brzy] ¢i pozdéji [degcmp=acomp; t lemma= pozdé]
(=sooner or later)

5.6.3.4. Gradable denominating semantic adverbs that can be neg-
ated

sempos = adv.denot.grad.neg
The subgroup of gradable denominating semantic adverbs that can be negated consists of:

» adverbs that are gradable and that can be negated as well (and which are not adjectival at the same
time, i.e. they are not represented by adjectival t-lemmas); e.g.: daleko, blizko (=far, close).

This subgroup of denominating semantic adverbs have the following grammatemes:
* degree: degcmp (see Section 5.5.8, “The degcmp grammateme (degree)”),
* negation (see Section 5.5.7, “The negation grammateme”).

The degemp grammateme. The value of the grammateme usually corresponds to the value of the
morphological category. For example:

Petr bydli daleko za Prahou.[degcmp=pos] (=Petr lives far from (lit. behind) Praha)

Bliz bydli Pavel. [degcmp=comp; t lemma= blizko] (=Pavel lives closer)
Nejbliz bydli Pavlina. [degcmp=sup; t lemma= blizko] (=Pavlina lives nearest (to Praha/us..))

As for the acomp value, there is no corresponding value of the morphological category of degree; it
is assigned to nodes representing frozen comparative forms not expressing comparison. For example:

bliZe nespecifikovand trhavina [degcmp=acomp; t lemma= blizko] (=further (lit.closer) unspecified
explosive)

The negation grammateme. The negl value is assigned if the node represents an adverb negated at
the surface level. The neg0 value is assigned if the adverb occurs in its positive form. For example:

Pracuje nedaleko od domova. [negation=negl;t lemma=daleko] (=He works not_far from his
home)

Pracuje daleko od domova. [negation=neg0;t lemma=daleko] (=He works far from his home)

Nds cil je uz blizko. [negation=neg0; t lemma= blizko] (=Our destination is close)
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5.6.3.5. Definite pronominal semantic adverbs

sempos = adv.pron.def
The subgroup of definite pronominal semantic adverbs consists of:

* definite demonstrative and identifying pronominal adverbs (e.g.: tady, tam, ted, tak, proto, tamtéz
(=here, there, now, so, therefore, at_the same_place),

» adverbs derived from these (e.g.: tudy (=this_way) is derived from tady (=here), odted’ (=from_now)
is derived from ted’ (=now); see Section 5.1.1, “Types of the syntactic derivation”).

Nodes of this subgroup have no grammatemes.

ELINT3

Pronominal adverbs with directional meanings (answering the questions “where from”, “which way”,
“where t0”) are represented by the t-lemma of the corresponding locative adverb. Pronominal adverbs
with different temporal meanings (answering the questions “from when”, “until when”) are represented
by the t-lemma of the corresponding adverb with the simplest temporal meaning (answering the

question “kdy (=when)”).

Adverbs fu (the locative meaning) and zde are considered variants of the adverb tady (=here) - and
are all represented by the t-lemma fady.

Adverbs fu (=the temporal meaning) and nyni are considered variants of the adverb fed’ (=now) - and
are represented by the t-lemma ted'.

Adverbs pak and poté are considered variants of the adverb potom (=then) and are all represented by
the t-lemma potom.

What is the actual adverb represented by a given node follows from the combination of the t-lemma
and the functor.

For example: a node with the t-lemma fady (=here) and the DIR1 functor represents the adverb odrtud
(=from_here), a node with the t-lemma fed’ (=now) and the TSIN functor represents the adverb odted’
(=from_now) etc.

Individual t-lemmas of definite pronominal adverbs, their derivatives and functors assigned to them
are presented in Table 5.20, “Definite (locative/directional) pronominal semantic adverbs” and
Table 5.21, “Definite (temporal) pronominal semantic adverbs”.

The first row presents the t-lemmas and, in each column, there are adverbs represented by these t-
lemmas. The first column lists the functors which are to be assigned to the given t-lemma if it represents
the adverb in the same row as the functor.

For example: the adverb tamtudy (=that_way) is represented by the t-lemma tam (=there) and the
DIR2 functor; doted’ (=until_now) is represented by ted’ (=now) with the TTIL functor etc.

Not all types of directional and temporal modifications are available for a particular t-lemma (cf. the
- symbol in the relevant slot).

Table 5.20. Definite (locative/directional) pronominal semantic adverbs

t-lemma:
functor: |tady tam tamtéz
LoC tady / tu / zde tam tamtéz
DIR1 |odtud/odsud odtamtud |-
DIR2 |tudy tamtudy |-
DIR3 |sem /potud /posud|tam tamtéz
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Table 5.21. Definite (temporal) pronominal semantic adverbs

t-lemma:
functor: |ted’ potom tehdy |tenkrdt |onehdy |piedtim
TWHEN |fed'/ tu / nyni potom / pak / poté|tehdy |tenkrat |onehdy |predtim
TSIN |odted - - - - -
TTILL |doted'/doposud /potud/posud|- - - - -

5.6.3.6. Indefinite pronominal semantic adverbs

sempos =adv.pron.indef

The subgroup of indefinite pronominal semantic adverbs consists of:

indefinite pronominal adverbs (e.g.: kdy, jak (=when, how), pro¢ (=why)),

adverbs derived from these: nékde / nikde (=somewhere / nowhere), nékdy / nikdy, nejak / nijak
(=sometime / never, somehow / in no way) (i.e. indefinite, interrogative, negative and totalizing
adverbs; see Section 5.1.2, “Types of lexical derivation”),

directional or various temporal adverbs of the type kudy / nékudy, kam / nikam, odkdy / dokdy
(=which_way /some_way, where_to/to_no_place, from_when /until when) etc. (see Section 5.1.3,
“Mixed type”).

Indefinite pronominal semantic adverbs have only one grammateme, namely:

indeftype (see Section 5.5.6, “The indeftype grammateme”).

The indeftype grammateme. The subgroup of indefinite pronominal semantic adverbs only makes
use of four t-lemmas: kde (=where), kdy (=when), jak (=how) and proc¢ (=why). Other adverbs are
taken to be their derivatives. Two types of derivation are distinguished:

A.

t-lemma + the indeftype grammateme.

Indefinite, interrogative, negative and totalizing pronominal adverbs are represented by the t-
lemmas of their corresponding relative adverbs.

The semantic feature in which a given adverb differs from the t-lemma it is represented by is en-
coded in the indeftype grammateme.

t-lemma + functor.

Pronominal adverbs with a directional meaning (answering the questions “where from”, “which
ekl (13

way”, “where to”) are represented by the t-lemma of the corresponding locative adverb (kde
(=where)).

Similarly, pronominal adverbs with different temporal meanings (answering the questions “from

when”, “until when” etc.) are represented by the t-lemma of the corresponding adverb with the
simplest temporal meaning (kdy (=when)).

Which directional or locative adverb the given node represents follows from the combination of
the t-lemma and the functor.

Type A derivation. The derivation making use of the indeftype grammateme values is the only
one used with the adverbs jak (=how) and proc¢ (=why). Which adverbs are represented by which t-
lemmas and which values of the indeftype grammateme they get is summarized in Table 5.22,
“Indefinite pronominal semantic adverbs”.
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The first row presents the t-lemmas and, in each column, there are adverbs represented by these t-
lemmas. The first column lists the values of the indeftype grammateme which are to be assigned
to the given t-lemma if it represents the adverb in the same row as the value of the grammateme.

For example: the adverb vselijak (=in_various_ways) is represented by the t-lemma jak (=how) and
the value indef6.

The list is not exhaustive; in some cases there are other variants as well (e.g. apart from vselijak there
are also bithvijak, kdovijak and other variants). Certain types of pronominal adverbs are not existent
at all (e.g. there is no totalizer for jak; cf. the - symbol in the appropriate slot).

Table 5.22. Indefinite pronominal semantic adverbs

t-lemma:

the value of the inde ftype grammateme: |jak proc
relat \jak pro¢
indefl néjak -
indef2 \jaksi -
indef3 \jakkoli(v) -
indef4 lecjak, ledajak |-
indef5 - -
indef6 vSelijak kdovipro¢
inter \jak, jakpak  |proc¢
negat nijak -
totall - -
total2 - -

Type A + B derivation. Both types of derivation are used with adverbs derived from kde (=where)
and kdy (=when). The t-lemma kde, then, represents the relative, indefinite, interrogative, negative and
totalizing adverbs as well as their directional counterparts. Similarly, the t-lemma kdy represents the
corresponding relative, indefinite, interrogative, negative and totalizing adverbs and their counterparts
carrying various temporal meanings. All derivatives represented by the t-lemma kde are presented in
Table 5.23, “Indefinite (locative/directional) pronominal semantic adverbs”, the derivatives represented
by kdy are in Table 5.24, “Indefinite (temporal) pronominal semantic adverbs”.

The first row lists the functors, the first column lists the values of the indeftype grammateme.
Whenever the t-lemma (kde or kdy) represents one of the listed adverbs, it gets the functor in the head
of the column the adverb is situated in and the value of the indeftype grammateme that is in the
same row as the adverb.

For example: the adverb nikudy (=lit. no_way) is represented by the t-lemma kde, the DIR2 functor
and the negat value of the indeftype grammateme; navzdy (=forever) is represented by kdy, the
TFHL functor and the totall value of the indeftype grammateme.

Certain types of adverbs are not existent at all (which is indicated by the - symbol in the appropriate
slot).
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5.6.4.

Table 5.23. Indefinite (locative/directional) pronominal semantic adverbs

t-lemma: kde functor:
the value of the indeftype gram- |LOC DIR1 DIR2 DIR3
mateme:
relat kde odkud kudy kam
indefl nékde odnéekud nékudy nékam
indef2 kdesi odkudsi kudysi kamsi
indef3 kdekoli(v) odkudkoli(v) kudykoli(v) | kamkoli(v)
indef4 ledakde, leckde... |- - -
indef5 - - - -
indef6 mdlokde... - - -
inter kde, kdepak odkud kudy kam
negat nikde odnikud nikudy nikam
totall vSude odevsad / odevsud |vsudy vSude
total2 - - - -
Table 5.24. Indefinite (temporal) pronominal semantic adverbs
t-lemma: kdy functor:
the value of the indeftype |TWHEN TSIN [TTIL TFHL THO
grammateme:
relat kdy odkdy |dokdy / dokud |- -
indefl nékdy - - - -
indef2 kdysi - - - -
indef3 - - - - kdykoli(v)
indef4 ledakdy... - - - -
indef5 - - - - -
indef6 malokdy... - - - -
inter kdy, kdypak |odkdy |dokdy /dokud |- -
negat nikdy - - - -
totall vzdy / vzdycky|- - navzdy / -
navzdycky
total2 - - - - -

Semantic verbs

sempos =v

Semantic verbs include all nodes representing finite verbal forms, infinitives, participles and transgress-

ives (gerunds).

There are seven verbal grammatemes. These are:

+ the verbal modality grammateme: verbmod (see Section 5.6.4.1, “Values of the verbal modality

grammateme”),

+ the deontic modality grammateme: deontmod (see Section 5.6.4.2, “Values of the deontic mod-

ality grammateme”),
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5.6.4.1.

5.6.4.2.

+ the dispositional modality grammateme: dispmod (see Section 5.6.4.3, “Values of the dispositional
modality grammateme”),

* the aspect grammateme (see Section 5.6.4.4, “Values of the aspect grammateme”),
» the tense grammateme (see Section 5.6.4.5, “Values of the tense grammateme”),
* the resultative grammateme (see Section 5.6.4.6, “Values of the resultative grammateme”),

e the iterativeness grammateme (see Section 5.6.4.7, “Values of the iterativeness gram-
mateme”).

Values of the verbal modality grammateme

One of the basic values (ind, cdn or imp) of the verbmod grammateme (see Section 5.5.9, “The
verbmod grammateme (verbal modality)”) is assigned to all nodes representing finite verb forms.

The values of the grammateme usually correspond to the value of the morphological category of mood.
For example:

Studenti prisli na schiizi véas. [verbmod=1ind] (=The students came to the meeting in time)
Prisli véas? [verbmod=1ind] (=Did they come in time?)
Prijdte na schiizi véas! [verbmod=imp] (=Come to the meeting in time!)

My bychom prisli urcité véas. [verbmod=cdn] (=We would definitely come in time)

NB! As for nodes representing infinitives, participles or transgressives (gerunds), the value of the
verbal modality grammateme is nil. For example:

Kazdy md povinnost poskytnout cloveéku prvni pomoc. [verbmod=nil] (=Everybody has the oblig-
ation to give first aid to the ones who need it)

Hlasité narikajic , odchazela. [verbmod=nil] (=Loudly crying, she was leaving)

!!! This is only a temporary solution.

Values of the deontic modality grammateme

The deontic modality grammateme (deontmod; see Section 5.5.10, “The deontmod grammateme
(deontic modality)”) gets one of the following values with all nodes representing finite verb forms,
infinitives, participles or transgressives, i.e. with all semantic verbs: deb, hrt, vol, poss, perm,
fac, decl.

The grammateme expresses whether the event is understood as possible, necessary etc.

The value of the grammateme follows from the modal verb:

*  “muset” — deb.
Modal predicates consisting of the modal verb muset and a full verb get the deb value.
Examples:
Musime zaplatit fakturu véas. [deontmod=deb] (=We have to settle the invoice in time)

Ty musis prijit [deontmod=deb] (=You have to come)

* “mit” - hrt.
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Nodes representing modal predicates consisting of the modal verb mit and a full verb get the hrt
value.

Examples:

Petr ti mél podklady poslat uz véera. [deontmod=hrt] (=Petr was supposed to send you the
documents already yesterday)

“chtit” or “hodlat” — vol.

Nodes representing modal predicates consisting of the modal verb chtit or hodlat and a full verb
get the vol value.

Examples:

Chtél na sebe upozornit. [deontmod=vol] (=He wanted to turn the attention to himself)

Chtic odejit , rozloucila se. [deontmod=vol] (=A4s she wanted to leave, she said good-bye)

Hodla odjet na dovolenou. [deontmod=vol] (=She intends to go on holiday)

“moct” or “dat se” — poss.

Nodes representing modal predicates consisting of moct or dat se (in its modal meaning) and a full
verb get the poss value.

Examples:
Miizete odejit. [deontmod=poss] (=You can leave)
Moct tak odejit! [deontmod=poss] (=If 1 only could leave!)

1o se da zjistit [deontmod=poss] (=t is possible to find out)

“smét” — perm.

Nodes representing modal predicates consisting of the modal verb smét and a full verb get the
perm value.

Example:

Nesmis kourit. [deontmod=perm] (=You are not allowed to smoke)

“dovést” or “umét” — fac.

Nodes representing modal predicates consisting of the modal verb dovést or umet and a full verb
get the fac value.

Examples:
Dovede skvéle vypravét pohddky. [deontmod=fac] (=He can tell fairy tales fabulously)

Umi se vyborné pretvarovat [deontmod=fac] (=He can/is able to pretend very well)

no modal verb — decl.

If no modal verb is present, the value of the deontic modality grammateme is decl.

90



Complex nodes and grammatemes

Examples:
Prisel na schiize véas. [deontmod=decl] (=He came to the meetings in time)
Prijd na schuzi véas! [deontmod=decl] (=Come to the meeting in time!)
Prichazet véas je samozrejmosti. [deontmod=decl] (=t is natural to come in time)
Prichazeje na schizi. [deontmod=decl] (=Coming to the meeting...)
If a modal verb modifies two (or more) full verbs in coordination or apposition, both (all the) nodes

representing the predicates get the same value of the deontic modality grammateme. Examples:

Miizes si to rozmyslet [deontmod=poss] a prijit [deontmod=poss] za nami. (=You can think
it over and come.)

Apart from the above mentioned modal verbs which are usually not represented by a separate node
and which directly influence the value of the deontic modality grammateme of the predicate, there are
also modal verbs (elements) (e.g.: Ize, dokdzat (=it_is_possible, manage)) which are represented by a
separate node and the deontmod gramamteme value of which is dec1. The same holds for all the
other modal verbs in those special cases in which they are represented by separate nodes.

For more on modal predicates, see Section 6.9.1.1, “Modal predicates”.

11! So far, the semantic distinctions caused by negating the modal verbs are not represented properly.
For example, the node representing the verb form in the sentence: Nemusis tam chodit. (=You don't
have to go there) gets - due to the presence of the modal verb muset - the deb value, just like in the
sentence: Musis tam jit. (=You have to go there); although in the first case the relevant meaning is
rather that of possibility, usually captured by the poss value.

5.6.4.3. Values of the dispositional modality grammateme

One of the two basic values (disp0O or displ) of the dispmod grammateme (see Section 5.5.11,
“The dispmod grammateme (dispositional modality)”) is assigned to all non-imperative finite forms
of semantic verbs (i.e. to nodes the verbmod grammateme of which gets either ind or cdn value).

The displ value is assigned in cases when the agent's attitude towards the event is expressed (i.e. in
cases involving dispositional modality). In Czech, this type of modality is expressed by a special type
of construction - its surface form has usually the following form: the reflexive passive, the manner
adverbial of the type dobre, lehce, Spatné (=well, easily, not_very well) and the dative agent, not ne-
cessarily present at the surface level. The modal (manner) adverbial may be omitted as well in exclam-
atory (expressive) clauses, since it can be inferred (e.g. Jemu se pracuje! (=apprx. For him it is so
easy to work!)).

The value displ is assigned to nodes representing verbal predicates of the following type:

Tato studie se studentiim cetla dobre. [dispmod=displ] (=lit. This article REFL student. DAT read
well; apprx. It was easy for the students to read the article)

Spalo se nam tu vyborné. [dispmod=displ] (=lit. Slept REFL us.DAT here excellently; apprx. We
slept very well here)

Tato studie se cte dobre. [dispmod=displ] (=lit. This study reads well)
Nam se tu spalo! [dispmod=displ] (=lit. Us.DAT here slept!; apprx. We slept very well here)

Otherwise, the value of this grammateme is disp0.
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NB! As for the nodes representing imperatives, infinitives or transgressives (gerunds), the value of the
dispositional modality grammateme is nil.

5.6.4.4. Values of the aspect grammateme

One of the basic values (proc or cpl) of the aspect grammateme (see Section 5.5.12, “The aspect
grammateme”) is assigned to all finite forms, infinitives, participles and transgressives (i.e. to all se-
mantic verbs).

The value of the grammateme usually corresponds to the value of the morphological category.
Imperfective verbs. Imperfective verbs, presenting the event as ongoing, get the proc value.
Examples:

Nejradeji kupuje / nakupuje nabytek. [aspect=proc] (=He likes to buy furniture best)

Na schuzky s prateli me Pavel nikdy nebral. [aspect=proc] (=Pavel never took me to his get-to-
gethers with friends)

Perfective verbs. Nodes representing verbs, presenting the event as completed/a whole, get the cpl
value.

Examples:
Koupil / nakoupil uz vse potiebné. [aspect=cpl] (=He has already bought everything we needed)

Na schuzku s prateli mé Pavel jesté nikdy nevzal. [aspect=cpl] (=Pavel has never taken me to a
get-together with his friends)

Double-aspect verbs. There are also so called double-aspect verbs, i.e. verbs that are both perfective
and imperfective. They are mostly loan verbs but not only; cf. jmenovat, obétovat, vénovat (=name,
sacrifice, devote). For some of the double-aspect loan verbs, prefixed (i.e. perfective) forms have been
formed too (e.g.: zorganizovat, vydezinfikovat, zkonstruovat (=organize, disinfect, construct)); however,
it does not mean that the non-prefixed forms ceased to be double-aspect verbs.

The proc value is assigned:
* in those cases when the event is understood as ongoing/as a process.
For example:

Pravé tato operace byla i v nékterych zapadnich zemich blokovdna az do konce 80. let. [as-
pect=proc] (=It was this operation that was blocked until the end of the 80's even in some of
the western countries)

* in those cases when the event is iterated.

For example:

Cisari tam po dosazeni urcitého véku dobrovolné abdikovali, vstupovali do mnisského stavu...
[aspect=proc] (=The Emperors abdicated after reaching certain age, became monks...)

* in the cases when the event is not limited in its temporal duration.
For example:

V pripadé asociace jde o sdruzeni firem v daném oboru, které chce garantovat serioznost viici
zakaznikum. [aspect=proc] (=ltis an association, which wants to guarantee...)
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The cpl value is assigned:
* in the cases when the event is understood as a once only event.
For example:

Celkove Ize konstatovat, ze vnejsi podminky budou puisobit na ceskou ekonomiku mirné prizniveji
ve srovnadni s rokem 1993. [aspect=cpl] (=t is possible to say/state that...)

* in those cases when the result of the event is presented.
For example:

K 31. lednu 1995 registrovaly tirady price v Ceské republice celkem 75 659 novych pracovnich
mist. [aspect=cpl] (=By January 31st 1995, the employment agencies registered 75 659 new
positions...)

In those cases when it is hard or impossible to choose one of the basic values of the grammateme, the
nr value is assigned. For example:

Kniha je vyborem z esejii, které autor publikoval v letech 1986-1991 v renomovanych periodikach.
[aspect=nr] (=The book is a collection of essays which the author published between 1986 and
1991 in renowned journals)

Blazek odmitl navrh strany na své vystoupeni komentovat s tim, Ze je to véci vedeni strany. [as—
pect=nr] (=Blazek refuted to comment on the party's proposal...)

Podle predbéznych informaci by zdajemci méli mit moznost investovat do 15 podnikii. [aspect=nr]
(=According to the preliminary information, the interested people should have the possibility to invest
in 15 companies)

5.6.4.5. Values of the tense grammateme

One of the basic values (sim, ant or post) of the tense grammateme (see Section 5.5.13, “The
tense grammateme”) is assigned to nodes representing non-imperative finite verb forms or transgress-
ives (gerunds).

The difference between the absolute and relative tense is not captured by the value of the tense
grammateme - it follows from the position of the given node in the tree whether the tense is absolute
or relative. Nodes representing a verb form referring to an event that takes place at the moment of ut-
terance (absolute tense) or at the moment (time span) simultaneous with another event (relative tense)
are assigned the sim value; nodes representing a verb form referring to an event that took place before
the moment of utterance (absolute) or before another event (relative) are assigned the ant value; nodes
representing a verb form referring to an event that is going take place after the moment of utterance
(absolute) or after another event (relative) are assigned the post value.

The value of this grammateme is directly related to the value of the aspect grammateme: while imper-
fective verbs (aspect = proc) can have any of the three values (the value of the grammatemes is
usually identical to the value of the corresponding morphological category), perfective verbs (aspect
= cpl) can have only one of the two values: ant or post; the present form has the future meaning.

Examples:
Pise dopis. [tense=sim] (=He is writting a letter)

Psal dopis. [tense=ant] (=He was writting a letter)
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Bude psat dopis. [tense=post] (=He will write/be writting a letter)
Napise dopis. [tense=post] (=He will write/will have written a letter)
Napsal dopis. [tense=ant] (=He wrote a letter)

The difference between the present and past conditional, as well as between the present and past
transgressive is captured by assigning the node one of the values: sim or ant. For example:

Rad by se dival na tu inscenaci. [tense=sim] (=He would like to watch the programme)

Byl by se rad dival na tu inscenaci, ale usnul. [tense=ant] (=He would have liked to watch the
programme but he fell asleep)

Hlasité narikajic, odchazela... [tense=sim] (=Crying loudly, she was leaving)

Hlasité zanarikavsi, odchazela... [tense=ant] (=After emitting a loud cry, she was leaving)

NB! Nodes representing imperatives, participles or infinitives are assigned the ni1 value.

11! So far, no cases of the future use of present forms were recognized (e.g.: Zitra jedu do Brna. (=1
am going to Brno tomorrow); the value of the tense grammateme is given by the form of the verb. The
same applies to the cases when the present verb form is used for talking about past (historical present);
the verb is assigned the sim value of the grammateme.

5.6.4.6. Values of the resultative grammateme

One of the basic values (res0 or resl) of the resultative grammateme (see Section 5.5.14,
“The resultative grammateme (resultative aspect)”) is assigned to all finite forms, infinitives,
participles and transgressives (i.c. to all semantic verbs).

The res1 value is only assigned to nodes representing the so called possessive passive, i.e. a form
consisting of the verb mit and a passive participle, e.g.: mél uvareno (=lit. (he) had cooked).

In all the other cases, the value of the grammateme is res0.
Examples:

Uvaril [resultative=res0] a uklidil. [resultative=res0] (=He cooked (the dinner) and
cleaned (the house))

Mel uvareno [resultative=resl] adokonce i uklidil. [resultative=res0] (=lit. (He) had
cooked and even cleaned)

Ma uvareno [resultative=resl] a je i uklizeno. [resultative=resO0] (=lit. (He) has
cooked and is cleaned)

!!! There are also other means of expressing resultativeness, namely the periphrastic passive can have
this interpretation (e.g.: bylo uvareno (=lit. was cooked)); however, such cases have not been recognized
so far.

5.6.4.7. Values of the iterativeness grammateme

One of the basic values (it0 or itl) of the iterativeness grammateme (see Section 5.5.15,
“The iterativeness grammateme”) is assigned to all finite verb forms, infinitives, participles and
transgressives (i.e. to all semantic verbs).

The 1t1 value is assigned to nodes representing multiple/iterated events; so far, it seems to concern
only the cases when a verb has one of the iterative suffixes: ivat /-dvat, -avdvat / -ivavat.
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Nodes representing verbs in the sentences in which the iterative meaning is expressed by other means
than by using one of the iterative suffixes (e.g. lexically) get the it 0 value.

Examples:

Chodival k nam casto. [iterativeness=it1] (=He used to come to us quite often)

Chodi plavat pravidelné / kazdé pondéli. [iterativeness=it0] (=She goes swimming regularly
/ every morning)

Zaplaval si [iterativeness=it0] a odeSel [iterativeness=it0] (=He swam for some
time and left)

Plaval dvé hodiny. [1terativeness=1t0] (=He swam for two hours)

!!! This is only a temporary solution.

5.7. The sentmod attribute

There is also a specific attribute sentmod. It captures similar meanings as the grammatemes do but
it is assigned to a node on the basis of its position in the tree, not on the basis of its values of the no-
detype and sempos attributes.

The sentmod attribute contains the information regarding the sentential modality.
The sentmod attribute is relevant for the following nodes:

* root of a sentence (represented by a tectogrammatical tree),

» root of a subtree representing direct speech (see Section 8.3, “Direct speech”),

» root of a subtree representing a (syntactically independent) parenthesis, the effective roots of which
are assigned the PAR functor (see Section 6.7, “Parenthesis”).

!!! The sentmod attribute is assigned a value if the node is the root of a subtree; in the future, it will
be necessary to do so for each effective root of a subtree.

The basic values of the sentmod attribute are to be found in Table 5.25, “Values of the sentmod
attribute”.

Table 5.25. Values of the sentmod attribute

enunc |indicative mood

excl |exclamation

desid|optative (desiderative) mood

imper |imperative mood

inter |interrogative mood

The sentmod attribute has the enunc value in indicative clauses, e.g.:
Petr neprisel. [sentmod=enunc] (=Petr didn't come)
Skola. [sentmod=enunc] (=School)

Petr pracuje na zahradé a Hanka se uci doma. [sentmod=enunc] (=Petr is working in the garden
and Hanka is learning at home)

The sentmod has the exc1 value in exclamatory clauses, e.g.:
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VWhrdli jsme! [sentmod=excl] (=We won!)

O veliky dni her! [sentmod=excl] (=Oh, you big day of games!)

The sentmod attribute has the desid value in optative clauses, e.g.:

At se vam dari! [sentmod=desid] (=I wish you all the best; lit. OPT REFL you.DAT do_well)
Keéz by neprisli! [sentmod=desid] (=I wish they didn't come; lit. OPT COND didn't come.3pl)
Hodne stesti! [sentmod=desid] (=Good luck)

At Petr pracuje na zahradé a Hanka at’ se uci doma. [sentmod=desid] (=Let Petr work in the
garden and Hanka learn at home)

The sentmod attribute has the imper value in imperative clauses, e.g.:
Prijdte véas! [sentmod=imper] (=Come in time!)

Pozor! [sentmod=imper] (=Watch out!)

The sentmod attribute has the inter value in interrogative clauses, e.g.:
Zavolali jste uz lékare? [sentmod=inter] (=Have you called the doctor?)

Skola? [sentmod=inter] (=School?)

Piijdete ven nebo ziistanete tady? [sentmod=inter] (=Are you going out or are you staying here?)
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Chapter 6. Sentence representation
structure

This chapter deals with the rules concerning the structure of a tectogrammatical tree, i.e. the way in
which different types of syntactic constructions (parataxis, parenthesis, idiomatic expressions, ellipsis
etc.) are represented by means of nodes and edges. The main features that determine the structure of
a tectogrammatical tree are:

* dependency (see Section 6.1, “Dependency”),
» valency (see Section 6.2, “Valency”),

* deep structure word order (see Section 6.3, “Deep structure word order”).

6.1. Dependency

6.1.1.

The tectogrammatical level is based on the concept of dependency.

The basic idea of the dependency conception is that a dependent elementis determined by its governing
element, which stands for the entire collocation (the governing part has the syntactic distribution
identical to the entire combination of the governing and the dependent part). Dependency is reflected
in morphological form of the dependent part (by agreement of morphological categories between the
dependent and the governing part, or by a restriction on the case selection of the dependent part). In
accordance with some new syntactic approaches the verb is considered the core of a sentence and the
subject is dependent on the verb.

Representing dependency in a tectogrammatical tree . The dependency relation between two elements
in a tectogrammatical tree is primarily indicated by an edge between two nodes that runs from the node
representing the governing element (governing node) to the node representing its dependent element
(dependent node).

PDT tectogrammatical trees differ from dependency trees in the strict sense, in which each edge rep-
resents a dependency relationship between two elements and in which each dependency is represented
by an edge; namely, in the following:

» the second dependency with predicative complements (expressed by an attribute of type reference;
see Section 6.1.1, “Dual dependency”);

» existence of non-dependency edges (see Section 6.1.2, “Non-dependency edges”),

« cases of ambiguous dependency in which an edge between two nodes does not reflect exact depend-
ency relations within a sentence (see Section 6.1.3, “Ambiguous dependency”).

These specific cases show how complicated dependency relations within particular sentences are. The
relations between individual elements in a sentence cannot always be interpreted as simple dependency
relations.

Dual dependency

Dual dependency represents a specific case of dependency. The term dual dependency covers such
cases in which a modification (both valency and non-valency) has a dual semantic dependency relation,
i.e. it simultaneously modifies a noun and a verb (which can be nominalized). The dependency on a
noun is often expressed also formally (by agreement in the grammatical categories).

We distinguish these two cases:
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6.1.2.

* dual dependency of a free modification - predicative complement (see Section 6.10, “Predicative
complement (dual dependency)”).

We represent the two dependency relations of an adjunct in the predicative complement position
by an edge (dependency on the verb) and by an attribute of the type reference: compl . rf (depend-
ency on the noun). For more on representation of the dual dependency of predicative complements
see Section 6.10, “Predicative complement (dual dependency)”.

* dual dependency of an argument.

Valency modifications (both prepositional and non-prepositional) with a dual dependency are
represented as arguments of the governing verb and their functor is usually PAT or EFF (i.e. their
dependency on the verb is represented by an edge); their dependency on the noun follows from
the meaning of the verb, which is captured by its valency frame.

With modifications with a dual dependency expressed by a verb form, the grammatical coreference
relations are also represented in the tree. For details see Section 9.2.3, “Coreference with verbal
modifications that have dual dependency”.

Non-dependency edges

Some edges of a tectogrammatical tree do not represent dependency. We establish such non-dependency
edges in order to represent parataxis and some other specific syntactic relations in the tree.

A non-dependency edge is:

+ the edge between the root node of a sentence and the technical root node of the tectogrammatical
tree (nodetype=root).

It is an auxiliary (technical) edge without a linguistic interpretation.
» the edge between the effective root node of an independent clause and its mother node.

The functors for the effective root nodes of independent clauses (PRED, DENOM, PARTL, VOCAT,
PAR) express non-dependency and they tell us of what type the clause is. This edge simply integrates
the particular nodes (subtrees) into the tectogrammatical tree.

For more see Section 6.4, “Verbal and non-verbal clauses” and Section 7.1, “Functors for the
effective roots of independent clauses”.

» edges in paratactic structures:

a. the edge between the paratactic structure root node (nodetype=coap) and its mother node
(nodetype#coap),

b. the edge between the paratactic structure root node and a direct element (member) of the
paratactic structure,

c. the edge between the paratactic structure root node and the effective root node of a shared
modifier.

As for modifications within a paratactic structure, their dependency is always represented by two
edges at least. For example the dependency of a terminal element of a paratactic structure on its
governing node is indicated in a simple, non-embedded paratactic structure by a combination of
edges of type a) and b). In an embedded paratactic structure, the dependency of a terminal element
of the paratactic structure on its governing node is indicated by a set of b) type edges and one a)
type edge. The dependency of a shared modifier on the terminal members is indicated by a com-
bination of edge type b) and c).
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For more details on paratactic structures (including definitions of the terms) see Section 6.6.1,
“Representing parataxis in a tectogrammatical tree”.

* edges in list structures:
a. the edge between the root of the list structure (nodetype=11st) and its mother node.

b. the edge between the root of the list structure and a list item (nodetype=fphr) or the ef-
fective root node of an identifying expression (functor=ID).

c. the edge between the root node of a list structure and the effective root node of a modifier of
the list.

Edges between list structure nodes have various meanings depending on the type of the list structure.
In list structures for foreign-language expressions, type b) edges only gather individual nodes in
the list (they do not express dependency) while type a) edges express dependency of the entire list
structure on its governing node. In identification structures (which are list structures, too), depend-
ency is represented by both type a) and b) edges. Edge type a) expresses dependency of the entire
identification structure, edge type b) expresses dependency of the effective root node of the
identifying expression. Edge type c) represents (in both cases) dependency on all items of the list
as a whole.

For more on list structures for foreign-language expressions see Section 8.9, “Foreign-language
expressions”.

For more on list structures for identifying expressions see Section 8.8.1.3, “Identification structure”.
» the edge between an atomic node (nodetype=atom) and its mother node.

Edges connecting atomic nodes integrate these nodes into the tree. Their meaning varies according
to the functor of the particular atomic node. Edges connecting atomic nodes with the functor RHEM
determine the position of the rhematizer within the deep structure and it defines its scope. Edges
connecting atomic nodes the functors of which are ATT and MOD express potential dependency —
for more details see Section 6.11.1.3, “The semantic scope of modifications with the functors MOD
and ATT”. Edges above atomic nodes with the functor PREC integrate the sentence into the preceding
context.

For more on functors of atomic nodes see Section 7.7, “Functors for rhematizers, sentence,
linking and modal adverbial expressions”. For more details on rhematizers see Section 10.6,
“Rhematizers”.

+ the edge between a node with the functor DPHR, CPHR or CM and its mother node.

A node the functor of which is DPHR, CPHR or CM expresses the fact that it constitutes a single
lexical item together with its mother node. Therefore, the edge expresses that the two parts belong
together - it does not signal dependency.

For more details see Section 6.9.3, “Complex predicates”, Section 6.8, “Idioms (phrasemes)” and
Section 8.16.1.2, “Conjunction modifiers”.

6.1.3. Ambiguous dependency

The dependency relation of certain adjuncts (expressed by adverbs or prepositional phrases) is not always
unambiguous: they do not necessarily modifiy only one element within the sentence but they can have
a relation to several elements at the same time. Only one dependency relation can be represented by
an edge. With adjuncts expressed by adverbs or prepositional phrases, it is often impossible to determine
the appropriate dependency relation unambiguously. Only one (basic) dependency relation is represented,
then, and no special attributes are established that would express other semantic relations.
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For annotation rules of this type of modification see Section 6.11, “Ambiguous structures”.

6.2. Valency

6.2.1.

6.2.1.1

It is assumed that potentially every (semantic) verb, noun, adjective and adverb (i.e. every complex
node) has subcategorization requirements, expressed by its valency frame. Valency modifications (in
the broad sense of the word) include all kinds of elements (dependency relations) that can modify a
particular lexical unit (or rather a lexical unit in a particular meaning).

In the present section - and in the whole manual in fact - the term valency is used in its stricter sense:
the term valency modifications is reserved for the inner participants (arguments) and so called obligatory
free modifications (obligatory adjuncts) (for the descriptions of individual types of modification, see
Section 6.2.1.1, “Criteria for distinguishing between inner participants (arguments) and free modifica-
tions (adjuncts)”). The valency (of a particular lexical unit) is recorded in the valency frame (which is
in the valency lexicon, see Section 6.2.2, “Valency frames and the way they are recorded in the valency
lexicon”).

The general approach to valency (in PDT) is described in Section 6.2.1, “The PDT approach to valency”.
The description of the valency lexicon and the way the valency of individual parts of speech is captured
in it are to be found in the two following sections (Section 6.2.2, “Valency frames and the way they
are recorded in the valency lexicon” and Section 6.2.3, “Valency of individual semantic parts of
speech”). The last section (Section 6.2.4, “Representing valency in the tectogrammatical trees™) is
devoted to the way valency is represented in the tectogrammatical trees.

The PDT approach to valency

This section introduces the basics of the PDT approach to valency. The rules described here mainly
apply to verbs. However, they are generally applicable to other parts of speech, too. The valency of
individual parts of speech is discussed in Section 6.2.3, “Valency of individual semantic parts of
speech”.

. Criteria for distinguishing between inner participants (argu-

ments) and free modifications (adjuncts)

Any modification can be classified as either an inner participant (argument) or free modification (adjunct)
- according to the type of dependency the are in w.r.t. their governing node.

To distinguish arguments from adjuncts, the following criteria are used:

» can the given type of modification modify a particular verb occurence more than once, or at most
once?

* can the given type of modification modify any verb, or is there a (more or less) closed class of
verbs that can be modified by it?

The rule is that:

* free modifications (adjuncts in the sequel) are such modifications that can modify any verb and,
moreover, they can (in principle) modify a particular verb token more than once.

* inner participants (arguments in the sequel) are such modifications that can modify any given verb
only once (except for the case of coordination) and they only modify a more or less closed class
of verbs that can be listed.

The empirical observations made up to now lead us to the assumption that there are five different types
of arguments: Actor (ACT), Patient (PAT), Addressee (ADDR), Origo (ORIG) and Effect (EFF). Other
types of verbal modifications are considered to be adjuncts, corresponding to temporal, locational,
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manner and other kinds of adverbials (for the list of the recognized functors and their definitions, see
Chapter 7, Functors and subfunctors).

For every verb (meaning: in one of its possible meanings), it is possible to determine what its arguments
are on the basis of the criteria above.

As for the other parts of speech (nouns, adjectives and adverbs), the situation is similar but there may
be also specific issues in addition to the ones common for all parts of speech (e.g. there is a special
nominal argument MAT). For details regarding the valency of nouns, adjectives and adverbs, see Sec-
tion 6.2.3.2, “Valency of nouns”,Section 6.2.3.3, “Valency of adjectives” andSection 6.2.3.4, “Valency
of adverbs” respectively.

6.2.1.2. Criteria for distinguishing between obligatory and optional
modifications

A given type of modification is either an argument, or an adjunct in all its occurences. In the relation
to its governing word, any given modification is either obligatory (obligatorily present at the deep
structure level), or optional (not necessarily present). The obligatory - optional distinction does not
apply directly to the individual types of modifications; it rather applies to their relation to individual
lexical units (their governing verbs/nouns/adjectives..).

Adjuncts, defined in Section 6.2.1.1, “Criteria for distinguishing between inner participants (arguments)
and free modifications (adjuncts)” as such modifications that can modify any verb (word) and, further-
more, sometimes even more than once, are in some cases also obligatory. Adjuncts are potentially always
present; any event proceeds in time, at a certain location, in a certain way/manner. For some verbs,
adjuncts with “temporal”, “locative” or “manner” meanings are, however, obligatory, necessarily
present in the meaning of the verb (i.e. they are required by the semantics of the verb).

The dialogue test. For determing whether a given modification is obligatory or optional, the so called
dialogue test is used.

The dialogue test helps us to determine which modifications of a given verb are obligatory and which
are optional. It is used whenever a modification is not present at the surface level but when it can be
hypothesized that it is in fact (semantically) obligatory. The dialogue test is based on the difference
between questions asking about something that is supposed to be known to the speaker - because it
follows from the meaning of the verb he/she has used, and questions about something that does not
necessarilly follow from the meaning of the used verb. Answering a question about a semantically
obligatory modification of a particular verb, the speaker - who has used the verb - cannot say: I don't
know. Compare the following dialogues:

* determining whether an argument is obligatory:

a. <+ A:Kdyz to videl, koupil to. (=When he saw it he bought it.)
* B:Kdo? (=Who?)
o A: *Nevim. (=*I don't know.)

b. * A:Kdyz to videl, koupil to. (=When he saw it he bought it.)
o B: Komu? (=For whom?)
*  A: Nevim. (=I don't know.)

c. * A:Kdyz tovidel, koupil to. (=When he saw it he bought it.)
*  B: Od koho? (=From whom?)

* A: Nevim. (=] don't know.)
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The verb koupit (=buy) has (according to the criteria in Section 6.2.1.1, “Criteria for distinguishing
between inner participants (arguments) and free modifications (adjuncts)”) four arguments: Actor,
Patient, Addressee and Origo. With the help of the dialogue test, it can be determined which of
these arguments are obligatory and which are optional. In dialogues a), the speaker cannot answer
the questions Kdo? (=Who?) by saying Nevim (=I don't know). It would make no sense if speaker's
answer was Nevim (=1 don't know). On the other hand, the speaker does not have to know answers
to the questions Komu? (=For/to whom?) and Od koho? (=From whom?) in the dialogues b) and
¢). These modifications are contained in the meaning of the verb, but not necessarily; they are op-
tional.

* determining whether an adjunct is obligatory:
a. * A: Moji pratele prijeli. (=My friends have come.)
*  B: Kam? (=Where to?)
o A: *Nevim. (=*I don't know.)

b.  A: Moji pratelé prijeli. (=My friends have come.)

B: Odkud? Proc¢? (=Where from? Why?)
* A: Nevim. (=I don't know.)

For the verb prijet (=come), the modification answering the question Kam? (=Where to?) is oblig-
atory, which can be seen from the impossibility to answer the question by saying Nevim (=I don't
know). The speaker used the verb prijet (=come), so it would make no sense if the answer to the
question about the goal was Nevim (=I don't know). A modification of this type is implied by the
meaning of the verb - the speaker knows it and left it out only because he/she was sure the hearer
knew it as well. On the other hand, the speaker does not need to know answers to the questions
Odkud? (=Where from?), or Proc¢? (=Why?) in dialogue b).

The modification answering the question Kam? (=Where to?) is (according to the criteria in Sec-
tion 6.2.1.1, “Criteria for distinguishing between inner participants (arguments) and free modifica-
tions (adjuncts)”) an adjunct; it is, however, obligatory for the verb prijet.

6.2.1.3. Structure of a valency frame
By combining the criteria for distinguishing between arguments and adjuncts with the criteria for dis-

tinguishing between obligatory and optional modifications, we get the four possibilitites displayed in
the following table:Table 6.1, “Structure of a valency frame”.

Table 6.1. Structure of a valency frame

Obligatory modifications | Optional modifications

Arguments + +
Adjuncts + -

All arguments and those adjuncts that are obligatory for a given meaning of a given verb (noun/adject-
ive/adverb) (cf. the pluses in the table Table 6.1, “Structure of a valency frame”) are understood as
valency modifications in the narrow sense and are recorded in the valency frame of the verb. Every
verb has at least one valency frame - and often more, with one frame corresponding to one meaning
of the verb.

As for idiomatic expressions, the valency frame of the governing verb contains, apart from its arguments
and adjuncts, also the dependent parts of the idiomatic expressions in question (with the functors CPHR
or DPHR; see Section 6.2.2.2, “Valency frames of idiomatic expressions (phrasemes) and complex
predicates™).
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A valency frame can also be empty - for the discussion see Section 6.2.2, “Valency frames and the
way they are recorded in the valency lexicon”.

Valency frames are recorded in the valency lexicon. For a discussion concerning the valency lexicon
and the way valency frames are recorded in it, see Section 6.2.2, “Valency frames and the way they
are recorded in the valency lexicon”.

6.2.1.4. Criteria for determining the type of argument (the principle

of shifting)

When determining the type of the argument in question, two kinds of criteria are used: syntactic (when
only the Actor (ACT) and Patient (PAT) are involved) and semantic (when more than two arguments
are involved). For a discussion of the semantics of the individual arguments (and their definitions),
see Section 7.2, “Argument functors”

In principle, it holds that:

» the first argument is always the Actor, the second one is the Patient. From this, it follows that:

if a verb has only one argument, it is the Actor (ACT) regardless of its exact semantic relation
to the verb.

if a verb has two arguments, they are the Actor (ACT) and the Patient (PAT).

Determining the first and the second argument. When determining which argument is the first
one (i.e. the Actor), the basic rule is that the Actor occupies the subject position, i.e. the structural
nominative position. Only if one of the arguments is in the dative case and the other one in the
nominative case, the semantics of the arguments comes into account. If the argument in dative
refers to the Experiencer (or Agent), we consider the argument the Actor and the argument in
nominative the Patient.

Cf:

Kniha . PAT se mi.ACT libila. (=l liked the book; lit. book. NOM REFL to_me.DAT seemed_nice)

The dative argument refers to the Experiencer. It corresponds to the Actor in the relevant
valency frame; the nominative argument is the Patient.

The valency frame for the given meaning of the verb libit se (=seem_nice/be_to_one's_taste):
ACT(.3) PAT(.1;ze[.v];.f;.c)

Nase vyrobky.ACT se vyrovnaji cizim vyrobkiim.PAT (=Our products are as good as the products
from other countries; lit. Our products. NOM REFL keep pace with/are_a match for foreign
products.DAT)

The argument in the dative case does not refer to an Experiencer/Agent; the Actor functor is
assigned to the argument in the nominative and the dative argument is the Patient.

The wvalency frame for the given meaning of the verb vyroveat se
(=keep_pace_with/be_a_match_fo):

ACT(.1) PAT(.3)

» if a verb has more than two arguments, semantic criteria come into play. Determining whether the
third (fourth, fifth) argument is the Addressee, Effect or Origo depends on the semantics of the
argument in question.
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The arguments are, in principle, defined (also) semantically (cf. Section 7.2, “Argument functors”);
however, when considering the first two arguments, the syntactic criteria are decisive. As a consequence
of this, the so called argument shifting takes place. The argument shifting means that:

if a verb has no argument in its valency frame that bears the cognitive role of an Agent (or another
role typical for the first participant - Actor), its position is taken up by the Patient (i.e. what would
be assigned the Patient functor under usual circumstances). Cf.:

*  Kniha ACT vysla. (=The book was published/came out.)

The Patient has taken up the position of the Actor (=it has undergone shifting).

The valency frame for the given meaning of the verb vyjit (=come_out):

ACT(.1)

if a verb subcategorizing for two arguments has no argument that bears the cognitive role of a Patient,
another argument takes up its position (i.e. is assigned the Patient functor). The following rule ap-

plies:

» ifaverb has a potential Addressee/Origo and a potential Effect but has no Patient-like argument,
then the Patient position is taken up by the Effect-like argument. The Addressee and/or Origo-
like arguments do not undergo any shifting. Cf.:

PetrACT vykopal jamu.PAT (=Petr has dug a hole.)

The Patient position is taken up by the Effect-like argument (i.e. the Effect has undergone
shifting).

The valency frame for the given meaning of the verb vykopat (=dig (up/out)):
ACT(.1) PAT(.4)

Jan.ACT vyspél z jinocha.ORIG v muze.PAT (=Jan grew up into a man - he is not a child
any more; lit. Jan grew_up from adolescent into man)

The Patient position is taken up by the Effect-like argument (i.e. the Effect has undergone
shifting), the Origo-like argument has not undergone any shifting.

The valency frame for the given meaning of the verb vyspét (=grow up):

ACT(.1) PAT(v+4) 20RIG(z+2)

» ifaverb has no Effect-like argument, the Patient position is taken up by the cognitive Address-
ee/Origo (i.e. they shift to the position of the Patient). Cf.:

Ucitel ACT vyvolal zZdika.PAT (=The teacher asked a pupil to answer a question; lit.
Teacher called _upon pupil.)

The Patient position is taken up by the Addressee-like argument (i.e. the Addressee has
undergone shifting).

The valency frame for the given meaning of the verb vyvolat (=call upon/examine):
ACT(.1) PAT(.4)

Z banalniho nachlazeni. PAT se vyvinulo zavazné onemocnéni.ACT (=A slight/banal cold
developed into a serious illness, lit. From banal cold REFL developed serious illness.)

The Patient position is taken up by the Origo-like argument (i.e. the Origo has undergone
shifting).
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The valency frame for the given meaning of the verb vyvinout se (=develop):
ACT(.1) PAT(z+2)

The argument shifting can be represented schematically as follows:

e ACT « PAT « EFF/ADDR/ORIG.

NB! The shifting only concerns arguments. Adjuncts do not shift to argument positions. An adjunct
that is obligatory for a given verb (according to the criteria in Section 6.2.1.1, “Criteria for distinguishing
between inner participants (arguments) and free modifications (adjuncts)”) is always assigned an adjunct-
Itype functor. Cf.:

*  Huciy kominé.1.OC (=lit. Whistles in chimney.)

The verb hucet (=whistle) has no argument. The obligatory adjunct with the LOC functor does not
shift (i.e. does not take up the position of the Actor).

The valency frame for the given meaning of the verb hucet (=whistle):
LOC(¥).
*  Petr.ACT prijel do Prahy.DIR3 (=lit. Petr came to Praha.)

The verb prijet has one argument, i.e. the Actor. The obligatory adjunct with the DIR3 functor
does not shift (i.e. does not take up the position of the Patient).

The valency frame for the given meaning of the verb prijet (=come/arrive):
ACT(.1) DIR3(*).

The argument shifting applies to the valency frames of all verbs, with the exception of complex predic-
ates, for the relevant discussion see Section 6.9.3.3, “Valency frames of complex predicates”.

6.2.1.5. Relationship between the verb meanings and valency frames

Every verb meaning is assigned a valency frame. Verbs usually have more than one meaning; each is
assigned a separate valency frame. Every verb has as many valency frames as it has meanings. However,
in the PDT valency lexicon, only those verbs, nouns, adjectives and adverbs - more precisely those of
their meanings - are included which occured in the annotated data (for a discussion, see Section 6.2.2.4,
“Valency lexicon”).

The one meaning - one valency frame principle is violated in the cases of so called competing valency
modifications, described in Section 6.2.3.1.5, “Valency modifications competing for the same position
(while the meaning of the verb is preserved)”. These are the cases when a single valency position can
be taken up by more different modifications with no (or almost no) change in meaning. The potential
competition arises either between an argument and adjunct or between different types of adjuncts.
There are two strategies how to deal with cases of competing modifications; one of them is to constitute
as many valency frames as there are competing modifications. Then, two or more valency frames
correspond to a single verb meaning.

Two different meanings of a verb can have the same valency frame, i.e. identical with respect to the
number and type of modifications, as well as their surface form. Compare the following examples:

» three instances of an identical valency frame of the verb chytit (=catch):
+ ACT(.1) PAT(.4)

nekolik micu (=several balls)
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« ACT(.1) PAT(4)
chytili pachatele (=they caught the culprit)
s ACT(.1) PAT(.4)
chytili posledni viak (=they caught the last train)

* two instances of an identical valency frame for two different meanings of the verb chovat
(=raise/breed vs. nurse/cradle):

* ACT(.1) PAT(.4)
chovd prasata na farmé.LOC (=he/she raises pigs on his/her farm)
* ACT(.1) PAT(4)
chova dité v naruc¢i.LOC (=he/she is cradling a child in his/her arms)

Different verb meanings are delimited in a rather intuitive way; thus, it can happen that a case understood
in PDT as a verb having one meaning/one valency frame is analyzed differently by someone else (who
is making a finer-grained distinction) - i.e. as having more meanings/more valency frames.

6.2.2. Valency frames and the way they are recorded in
the valency lexicon

A detailed description of a valency frame record is to be found in Section 11.5, “The notation of valency
frames and its semantics”; in the present section, only the basic information (as to the form of the record)
is given.

A valency frame record is a sequence of records of individual valency modifications (types of depend-
ents), separated by spaces.

Competing valency modification (see Section 6.2.3.1.5.1, “Competing manner adjuncts”) are separated
by the | mark.

As for idiomatic expressions and complex predicates, the valency frames of their governing verbs
contain, apart from their arguments and obligatory adjuncts, also the dependent parts of the idiomatic
expressions or complex predicates in question (with the functors CPHR or DPHR; see Section 6.2.2.2,
“Valency frames of idiomatic expressions (phrasemes) and complex predicates”).

The lexical meaning linked to a given valency frame is illustrated by examples; often, synonyms and
antonyms are provided, too, or aspectual counterparts, if possible.

In the example part of a valency frame record, one can also occasionally find so called typical adjuncts,
i.e. those modifications that are not required (they are not semantically obligatory) but which are
characteristic for a given verb (noun, adjective) in the given meaning.

A valency frame lists the valency modifications in the following order: ACT, CPHR, DPHR, PAT, ADDR,
ORIG, EFF, BEN, LOC, DIR1, DIR2, DIR3, TWHEN, TFRWH, TTILL, TOWH, TSIN, TFHL, MANN,
MEANS, ACMP, EXT, INTT, MAT, APP, CRIT, REG.

A valency modification record contains information regarding the functor and surface form of the
given modification (see Section 6.2.2.1, “Specification of the surface form of valency modifications”).

The question mark preceding the functor specification indicates optionality; if the question mark is
not present, the modification is obligatory.

Examples of valency frame records:
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the valency frame record for one of the meanings of the verb zmensovat (=reduce/make smaller):
ACT(.1) PAT(.4) 70RIG(z+2) ?EFF(na+4)
zmensovat najem z 8 na 6 tisic (=to reduce the rent from 8 to 6 thousand)

z. objem odpadu o prijatelné procento.DIFF (=to reduce the waste volume by a reasonable
amount/per cent)

the valency frame record for one of the meanings of the verb koupit (=buy):
ACT(.1) PAT(.4) ?ADDR(.3;pro+4) 20RIG(0d+2)

koupil sestie (pro sestru) od Vietnamcii tricko (=he bought his sister a t-shirt/he bought a t-shirt
for his sister from the Vietnamese)

z poslednich penéz MEANS (=using his last money; lit. from last money)

za padesat korun.EXT k. rodicum darek (=he bought his parents a present for fifty crowns)

za dobré chovani.CAUS k. synovi kolo (=he bought his son a bike (as a reward) for good behavior)
za koruny MEANS mu k. knihu (=he bought him books using (lit. for) crowns)

za bratra.SUBS k. tatinkovi darek (=he bought his father a present instead of/in place of his
brother)

k. bratrovi.ADDR pro sestru.BEN darek (= lit. (he) bought (his) brother for (his) sister (a) present,
meaning: he did it for his brother's sake but the present is going to his sister)

k. si.ADDR kolo (=he bought himself a bike)

the valency frame record for one of the meanings of the verb vypadat (=look (like)):
ACT(.1) MANN(¥*)[CRIT(*)[ACMP(*)|CPR(*)

vypadat podeziele (=look suspicious)

byli jsme nervozni a nase hra vypadala podle toho.CRIT (=we were nervous and you could see it
in the way we played; lit. our play looked according to it)

v. otcovsky.CPR (=look fatherly)
v. akademicky.CPR (=look academic)

v. podle posledni mody.CRIT (=look trendy; lit. according to the latest fashion)

Empty valency frames. Valency frames may also be empty, i.e. they may contain no valency positions
(valency modifications in the narrow sense). Such a valency frame is specified as EMPTY.

EMPTY is used:

for distinguishing between different meanings: some words have different meanings - in some of
them they cannot be modified by any arguments or adjuncts, which is expressed by assigning them
the frame EMPTY.

for the purpose of being able to check for errors in the valency lexicon as well as in the data: the
lexical units included in the valency lexicon (according to the criteria in Section 6.2.2.4, “Valency
lexicon”) have all valency frames. If they cannot be modified by any arguments or obligatory ad-
juncts, they are assigned the EMPTY frame.
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6.2.2.1. Specification of the surface form of valency modifications

The surface form of a valency modification is the form in which the given modification is represented
on the analytical level (i.e. on the level (lower than the tectogrammatical one) where all words contained
in the surface form of a sentence are present). The surface form specification contains the following
information:

» the syntactic dependency of a given modification;
» therequirements as to the part_of speech characteristics and morphemics of the given modification.
Sometimes, it is necessary to specify the lemma of a preposition, for example.

In PDT, in contrast to the original system of valency frame representation (known from the literature
on valency), an enhanced encoding system is used, which enables a uniform treatment of simple cases
(like capturing the case requirements independently on the part-of-speech membership of the modific-
ation and other properties), as well as more complex cases (like idiomatic expressions; see Sec-
tion 6.2.2.2, “Valency frames of idiomatic expressions (phrasemes) and complex predicates”).

Dependency specification. To indicate the dependency, square brackets ( [ ] ) are used; sister nodes
are separated by a comma ( , ). The notation is, then:

» governing-node[dependent-nodel,dependent-node2].

Specification of the part-of-speech membership and morphemic properties. The requirements as
to the part of speech and morphemics of individual nodes are encoded in an abbreviated form (using
one symbol for each class), introduced after a period or colon (the difference between a period and
colon - as a means of separating the lemma and the morphological information - is discussed in Sec-
tion 11.5, “The notation of valency frames and its semantics”), in the following order: part of speech,
gender, number, case, degree. 4 means that the governing verb requires a modification in the accusative
case, P6 refers to 'locative plural'. If a surface-level category is not specified, it means that the given
valency modification may get any value of the category.

Examples of surface-form encoding:

* nominative: .1

* accusative: .4

* adjective in instrumental: .a7

* possessive pronoun or adjective: .u

e numeral: .m

e pronoun: .p

o infinitive: .f

* adverb: .d

* interjection: .i

» subordinate clause, with any kind of conjunction: j[.v]
* (asyndetic) content clause (a subordinate clause beginning with a relative pronoun/adverb): .c
» direct speech: .s

e feminine: .F
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* singular: .S

In some cases, surface-form specifications include also the information regarding the analytical forms
(lemmas) of dependent (analytical) nodes, which are part of the surface form of a modification in
question; these are prepositions, subordinating conjunctions and also dependent parts of idiomatic ex-
pressions (see Section 6.2.2.2, “Valency frames of idiomatic expressions (phrasemes) and complex
predicates”). For example, the requirement that a modification have a form of a subordinate clause
with the conjunction Ze is encoded like this: ze[.v].

For the sake of simplicity, when specifying what kind of prepositional phrase is required by a given
verb, an abbreviated form is used (for the list, see Section 11.5.5, “Abbreviated forms of realization
records”). For example, na+4 is short for: na-1[.4].

Cf. other cases of surface-form specifications:

* preposition o plus a noun in locative: 0o+6

* preposition bez plus a noun in genitive: bez+2

» complex preposition na rozdil od plus a noun in genitive: od[na,rozdil,.2]
* asubordinate clause with the conjunction aby: aby[.v]

Surface-form specification contains all surface-form variants of a given modification found in the
analyzed data, stylistic variants included. What is not included in the information on the surface form
of a modification are the changes in form that result from productive processes (syntactic transforma-
tions, e.g. passivization, reciprocity); for a detailed discussion see Section 6.2.2.3, “Productive changes
in the surface form (not specified in the valency frames)”.

A surface form of an obligatory adjunct is usually not specified, which means that all usual forms can
be used. This is indicated by the star symbol ( * ), which is used instead of the explicit specification
of a surface form. With arguments, the surface forms are always specified.

6.2.2.2. Valency frames of idiomatic expressions (phrasemes) and
complex predicates

Idiomatic expressions (see Section 6.8, “Idioms (phrasemes)”) and complex predicates (see Sec-
tion 6.9.3, “Complex predicates”) represent more complex cases; their dependent parts are included
in the valency frames of the relevant head verbs, among other valency modifications (their functor is
CPHR or DPHR).

Valency frames of idiomatic expressions. Specifying the surface forms may get rather complicated
with idiomatic expression. When specifying the surface form of the dependent part of an idiomatic
expression, it is necessary to capture the following facts: how many parts (words) the dependent part
has, what are their morphological categories and often also the precise lexical content of these parts.
There is a convention adopted for representing these requirements.

Examples:
» the valency frame entry for the idiom jit prikladem (=be an example to sb):
ACT(.1) DPHR(piiklad.S7)
Sla prikladem (=she was an example to sb)
BEN s$la ji prikladem (=she was an example to her)
MEANS svym chovanim (=with her behavior)

» the valency frame for the idiom: lapat po dechu (=gasp for breath):
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ACT(.1) DPHR(po-1[dech.S6])
lapat po dechu (=gasp for breath)

+ the valency frame for the idiom béhd mraz po zadech (=approx.: give sb the creeps, the experiencer
is in the dative, the source is a PP):

ACT(.3) DPHR(mraz.S1,po-1[zada:P6])
mrdz mi behal po zadech (=it gave me the creeps)

Valency frames of complex predicates. All complex predicates (with the CPHR functor) that have
the same verb in their verbal part and the nominal part of which may be formed by various synonyms
and antonyms are assigned the same valency frame. The surface form of the nominal part of a complex
predicate is specified as follows: a list of possible synonyms and antonyms in curly brackets ( { } ) is
followed by the list of possible morphemic forms. The list of the synonyms and antonyms (their lemmas)
ends with three dots, which indicates that the list is not exhaustive; it only contains the cases collected
so far. The rule of argument shifting does not apply here (see Section 6.2.1.4, “Criteria for determining
the type of argument (the principle of shifting)”).

Valency frames of complex predicates are discussed in more detail in Section 6.9.3.3, “Valency frames
of complex predicates”.

6.2.2.3. Productive changes in the surface form (not specified in the
valency frames)

Surface-form specifications contain all variants found in the analyzed data, with certain exceptions,
though. These exceptions are cases when the change (shift) in form is caused by a productive process.

The cases when a surface-form variant is not recorded in the valency lexicon include:
* passivization.

A valency frame only specifies those surface forms that occur in active sentences. When a verb is
used in its passive form, the surface forms of some of its modifications (these are usually the Actor
and Patient) change in a predictable way. These surface forms are not included in the valency
frames.

Example:
»  Stavebni firma.ACT postavila dum.PAT (=The building company built a house.)

Passive: Dum.PAT byl postaven stavebni firmou. ACT (=The house. NOM was built by a building
company.INSTR)

The nominative case the Patient gets as a result of passivization is not included in the surface
form variants of the argument. Similarly, the instrumental case the Actor gets is not among the
possible surface forms of the argument.

The valency frame of the verb postavit (=build):
ACT(.1) PAT(.4) 70RIG(z+2)

»  Stavebni firma.ACT stavi dum.PAT (=The building company is building a house.)
Passive: Dim.PAT se stavi. (=The house is being built; lit. House REFL builds)

The nominative case the Patient gets as a result of passivization is not included in the surface
form variants of the argument. The presence of the reflexive se is not indicated (as a possibility)
in the valency frame either.
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The valency frame of the verb stavet (=build IMPF):
ACT(.1) PAT(.4) 20RIG(z+2)
resultative constructions.

The surface form variants that are the result of a verb occuring in a resultative construction (res—
ultative=resl;see Section 5.5.14, “The resultative grammateme (resultative aspect)”),
are not indicated in the valency frame of the verb.

Example:
»  Otec.ACT pronajal auto sousedovi. ADDR (=Father rented out a car to a neighbour.)

Resultative: Soused. ADDR md auto pronajato od otce/otcem.ACT (=lit. Neighbour NOM has
car rented from/by Father.,)

The nominative case the Addressee gets as a result of the verb being in the resultative aspect
is not included in the surface form variants of the argument. Similarly, the instrumental case
the Actor gets (or the PP form od+2) is not among the possible surface forms of the argument.

The valency frame of the verb pronajmout (=rent out):
ACT(.1) PAT(.4) ADDR(.3)
dispositional modality.

The surface form variants that are the result of a verb occuring in a construction with the disposi-
tional modality meaning (dispmod=displ; see Section 5.5.11, “The dispmod grammateme
(dispositional modality)”), are not indicated in valency frame of the verb.

Example:
Zici ACT pocitaji priklady . PAT (=The pupils are doing exercises.)

Dispositional modality construction: Priklady.PAT se zdakium.ACT pocitaji dobre MANN (=lit.
Examples. NOM REFL pupils. DAT count/do well.)

The nominative case the Patient gets as a result of being in a construction with the dispositional
modality meaning is not included in the surface form variants of the argument. Similarly, the
dative case the Actor gets is not among the possible surface forms of the argument. The presence
of the reflexive se or the obligatory presence of a manner adverbial are not indicated in the
valency frame either.

The valency frame of the verb pocitat (=count):
ACT(.1) PAT(.4,ze[.v],zda[.v],jestli[.v],.v[kolik])
forms used for expressing subtle shifts in the meaning of arguments.

The basic form of an argument (e.g. the nominative for the Actor or accusative for the Patient)
may be replaced by another form if a slightly different/more specific meaning (captured by a sub-
functor) is to be expressed. These forms are used for a given meaning (subfunctor) regularly,
therefore, they are not listed as possible forms of particular valency modifications (in individual
valency frames).

These are the following forms:
+ genitive (of negation, partitive g.).

Examples:
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Ta vesnice ma vodu.PAT(=The village has water NOM) — Ta vesnice nemd vody.PAT(=The
village doesn't have (any) water. GEN)

Ubyva voda.ACT(=The water NOM is disappearing.) — Ubyva vody.ACT(=The water. GEN
is disappearing.)

Dodal sul PAT(=He added salt. ACC) — Dodal soli. PAT(=He added salt. GEN)

On ma knihy.PAT(=He has books.ACC) — On ma knih.PAT(=He has (lots of) books.GEN)

po+6.
Examples:

Na kazdé vetvi viselo jablicko. ACT (=lit. On each branch hung apple. NOM) — Na kazdé vétvi
viselo po jablicku.ACT (=lit. On each branch hung PO apple.LOC; the distributive meaning
made more explicit)

Dal kazdému ditéti jablicko.PAT (=lit. (He) gave each child apple. ACC) — Dal kazdému diteti
po jablicku.PAT (=lit. (He) gave each child PO apple.LOC; the distributivity strengthened)

nat4

Examples:

Sto.ACT musek rozzehlo si svétla v trave. (=lit. Hundred. NOM (fire)flies lit REFL lights in
grass.) — Na sta. ACT musek rozzehlo si svétla v trave. (=lit. NA hundreds.ACC (fire)flies lit
REFL lights in grass,; quantity emphasized)

Roznesl stovky.PAT letakii.(=lit. (He) distributed hundreds.ACC leaflets.) — Roznesl na
Stovky.PAT letaku. (=lit. (He) distributed NA hundreds. ACC leaflets; quantity emphasized)
okolo+2

Examples:

Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Qkolo deseti knih.ACT leZi na
stole. (=lit. About ten.GEN books lie on table; meaning: approximately)

Ma deset knih.PAT(=lit. (He) has ten books.) — Ma okolo deseti knih.PAT(=lit. (He) has
about ten.GEN books; i.e. approximately)

kolem+2
Examples:

Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Kolem deseti knih.ACT lezi na
stole. (=lit. About ten.GEN books lie on table, i.e. approximately)

Ma deset knih.PAT(=lit. (He) has ten books.) — Ma kolem deseti knih.PAT(=lit. (He) has
about ten.GEN books, i.e. approximately)

nad+4

Examples:
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Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Nad deset knih.ACT lezi na
stole. (=lit. Above ten.ACC books lie on table; meaning: more than)

Ma deset knih. PAT (=lit. (He) has ten books.) — Ma nad deset knih.PAT(=lit. (He) has above
ten.ACC books, i.e. more than)

pod+4

Examples:

Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Pod deset knih.ACT lezi na
stole. (=lit. Under ten.ACC books lie on table; meaning: less than)

Ma deset knih.PAT (=lit. (He) has ten books.) — Ma pod deset knih.PAT (=lit. (He) has under
ten.ACC books; i.e. less than)

Examples:
prest+4
Examples:

Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Pres deset knih.ACT leZi na
stole. (=lit. Over ten.ACC books lie on table; meaning: more than)

Ma deset knih.PAT (=lit. (He) has ten books.) — Ma pres deset knih.PAT(=lit. (He) has over
ten.ACC books, i.e. more than)

k+3

Examples:

Deset knih.ACT lezi na stole. (<lit. Ten books lie on table.) — K deseti kniham.ACT lezi na
stole. (=lit. Towards ten.DAT books lie on table; meaning: approximately)

Ma deset knih. PAT(=lit. (He) has ten books.) — Ma k deseti kniham.PAT (=lit. (He) has towards
ten.DAT books; i.e. approximately)

do+2

Examples:

Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Do deseti knih.ACT lezi na
stole. (=lit. Up_to ten.GEN books lie on table; i.e. maximum)

Ma deset knih.PAT(=lit. (He) has ten books.) — Ma do deseti knih.PAT(=lit. (He) has up_to
ten.GEN books, i.e. maximum)

od+2

Examples:

Deset knih.ACT lezi na stole. (=lit. Ten books lie on table.) — Od deseti knih.ACT lezi na
stole. (=lit. From ten.GEN books lie on table; i.e. minimum)

Ma deset knih.PAT(=lit. (He) has ten books.) — Ma od deseti knih.PAT(=lit. (He) has from
ten.GEN books; i.e. minimum)
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*  o0d+2; (prest4); do+2 (and other forms used for referring to intervals; see Section 8.16.2,
“Operators”)

Examples:

Deset knih. ACT lezi na stole. (=lit. Ten books lie on table.) — Od péti do deseti knih. ACT lezi
na stole. (=lit. From five. GEN to ten.GEN books lie on table; i.e. an interval is given)

11! The presented meanings (partitivity, distributivity, approximation) are going to be represented
by subfunctors (assigned to arguments) in a future version of PDT.

reciprocity.

The fact that the sentence has a reciprocal meaning is signalled by the presence of se (mezi sebou,
k sobé (=lit. among themselves, to themselves, meaning: with/to/... each other)). These expressions
are understood as a formal means of expressing reciprocity; they are not recorded in the valency
frames (i.e. in their surface-form specification part). For more details see Section 6.2.4.2.1, “Valency
frames and reciprocity”.

A typical form used for expressing reciprocity is the form mezi+7 (=between/among + instrumental).
The form mezi+7 is not included in the list of possible surface forms of an argument; it is a regular
way of expressing reciprocity (see also Section 6.2.4.2.1, “Valency frames and reciprocity”)

numeral+noun constructions.

Certain numeral+noun constructions (see Section 8.10.1.1, “Numerals with the role of an attribute
(RSTR)”) are analyzed in such a way that the formally dependent noun (in genitive) is understood
as the governing node of the construction whereas the formally governing numeral is taken to be
the dependent node (i.e. on the tectogrammatical level). If a numeral+noun expression is in a
valency position, the surface form of the governing node (of the modification in question) is genitive;
however, this genitive form is not listed as a possible surface form of the given valency modification.
It is the dependent node that has the appropriate surface form (i.e. listed in the valency frame for
the given argument) here.

Example:
*  Divky.ACT koupily détem cokoladu.PAT (=The girls bought the children chocolate. ACC)

Numeral+noun expressions: Dvé divky.ACT koupily détem hodné cokolady.PAT (=Two girls
bought the children a lot of chocolate. GEN)

The genitive form is not included in the list of possible surface forms of the Patient (or Actor
etc.).

The valency frame of the verb koupit (=buy):
ACT(.1) PAT(.4) 2ADDR(.3,pro+4) 20RIG(0d+2)
coordination and apposition.

If a valency position is occupied by a coordination or apposition (see Section 6.6, “Parataxis”)
only the form of the first conjunct is recorded in the valency frame in some cases, which is relevant
namely in the following cases:

+ the second conjunct is a relative clause with the connective coz (see Section 6.5.4.1.1, “Con-

SATINT3 99 GG SZTINT3 SATINTY SATINTY X 9999

structions with the connectives “coz”, “pficemz”, “nacez”, “procez”, “zacez”, “aniz™”).

Example:
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*  Obdrzel sto.PAT korun, coz neni.PAT malo. (=He received one hundred crowns, which is
not little.)

The relative clause with the connective coz is taken to be a Patient of the verb obdrzet
(=receive), which is in apposition with sto korun (=one hundred crowns). The list of possible
surface-forms of the Patient only contains the form of the first conjunct.

The valency frame of the verb obdrzet (=receive):
ACT(.1) PAT(.4) 20RIG(0d+2;z+2)

» appositions with the conjunction jako (see Section 6.6.2.1.3, “Apposition with the conjunction
4Gjak07957).

Example:

*  Radd hraje skladby.PAT , jako je.PAT ta, co jsme prave slyseli. (=He likes to play pieces
like the one we've just heard.)

The clause with the conjunction jako is analyzed as a Patient of the verb Ardt (=play), which
is in apposition with skladby (=piece). The list of possible surface-forms of the Patient only
contains the form of the first conjunct.

The valency frame of the verb hrat (=play):
ACT(.1) PAT(4)

» coordinations with “atd.”, “apod.” (see Section 6.6.2.1.1, “Coordination with “atd.”, “apod.”,
6$aj'9”9)'

Example:

*  Koupili jsme papiry.PAT , tuzky.PAT atd..PAT (=We bought paper, pencils etc.)

The abbreviation atd. (=etc.) is analyzed as a Patient of the verb koupit (=buy), which forms
a coordination with papiry (=papers) and tuzky (=pencils). The list of possible surface-
forms of the Patient only contains the form of the first (and the second) conjunct.

The valency frame of the verb koupit (=buy):
ACT(.1) PAT(.4) ?ADDR(.3,pro+4) 20RIG(0d+2)

Transformational rules may be applied to the original valency frame - this is a guarantee (or rather, a
way of testing) that the verb was assigned a correct valency frame.

6.2.2.4. Valency lexicon

Valency frames (assigned to individual meanings of words) are recorded in the valency lexicon. The
valency lexicon contains valency frames of semantic verbs, nouns, adjectives and adverbs. Individual
valency frames are clustered on the basis of what t-lemma they are related to (for a discussion of t-
lemmas see Chapter 4, Tectogrammatical lemma (t-lemma)).

The valency lexicon does not contain t-lemma substitutes (#Colon, #EmpVerb etc.) and t-lemmas
of those nodes present at the surface level that are expressed by pronouns (it means that the valency
lexicon does not contain t-lemmas like the following: ktery, jaky (=which, what) etc.). For a discussion
of pronouns standing in place of lexical units with subcategorization requirements, see Section 6.2.4.3.4,
“Pronouns in place of words with valency”.

The valency lexicon was being constituted during the annotation; therefore, only those verbs, nouns,
adjectives and adverbs - i.e. those of their meanings - are included which occured in the analyzed data.
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For example, if a verb has two different valency frames in the lexicon, it means that these two meanings
of the verb were found in the analyzed data; however, the given verb may have other meanings (i.e.
other valency frames), too.

!!! The current version of the valency lexicon contains:
» valency frames of all semantic verbs (and verbal idioms) found in the analyzed data.

» valency frames of those semantic nouns which constitute the nominal part of complex predicates
(i.e. those with the CPHR functor), found in the analyzed data.

« valency frames of those semantic nouns, adjectives and adverbs that have at least one argument as
their daughter node, i.e. a node with one of the following functors: ACT, PAT, ADDR, EFF or ORIG.

» valency frames for non-verbal idioms if the governing node is either a semantic adverb or a semantic
noun.

» valency frames of non-verbal idioms if the governing node is a semantic verbal noun (a noun
ending with -ni or -#/). For other nouns to be included in the valency lexicon, they need to meet
certain conditions.

The valency lexicon only contains the t-lemmas of those nodes that have the value of the nodetype
attribute specified as complex. The t-lemmas of traditional verbs, nouns, adjectives and adverbs the
nodetype attribute of which has a value other than complex (according to the rules in Chapter 3,
Node types) are not included in the valency lexicon (even if they have argument modifiers).

6.2.3. Valency of individual semantic parts of speech

In this section, the following semantic parts of speech are discussed - one by one - with respect to their
valency:

» verbs (see Section 6.2.3.1, “Valency of verbs”),

* nouns (see Section 6.2.3.2, “Valency of nouns”™),

» adjectives (see Section 6.2.3.3, “Valency of adjectives”),
» adverbs (see Section 6.2.3.4, “Valency of adverbs”).

Especially the valency frame constitution is discussed; in some cases, also the rules for representing
valency in the tectogrammatical trees are introduced. The complete set of rules for representing valency
in tectogrammatical trees is to be found in Section 6.2.4, “Representing valency in the tectogrammat-
ical trees”.

!!! The valency frames of nouns, adjectives and adverbs included in the valency lexicon present, in
fact, the first attempt to capture the valency of these parts of speech in the form of a lexicon. Therefore,
the valency lexicon is to be taken as a tentative version (especially w.r.t. the valency of nouns, adjectives
and adverbs), designed for the purposes of the PDT annotation. The form of certain valency frames is
still a matter of debate; moreover, the lexicon is necessarily incomplete.

6.2.3.1. Valency of verbs

Verbal valency is the basic type of valency. The verb represents the core of a sentence. Which values
(functors) are assigned to the nodes dependent on the governing verb follows from the syntactic
properties of the verb, from its valency.

During the annotation (based on the theory of valency described in Section 6.2.1, “The PDT approach
to valency”), certain new issues emerged, which led to adopting several partial and tentative solutions
to the problems. These tentative solutions concerned especially the following issues:
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distinguishing abstract, literal and idiomatic meanings of verbs; these correspond to different
valency frames (see Section 6.2.3.1.1, “Literal, abstract and idiomatic meanings of verbs”),

delimitation of the individual meanings with certain verbs subcategorizing for accusative objects
(see Section 6.2.3.1.2, “Delimitation of individual meanings with certain verbs subcategorizing
for accusative objects”),

finding the borderline between arguments and obligatory adjuncts and between obligatory and
optional adjuncts (see Section 6.2.3.1.3, “Finding the borderline between arguments and obligatory
adjuncts and between obligatory and optional adjuncts”),

finding the borderline between the individual argument functors (see Section 6.2.3.1.4, “Finding
the borderline between the individual argument functors”),

the fact that there may be different valency modifications competing for the same position, while
the meaning of the verb is preserved (see Section 6.2.3.1.5, “Valency modifications competing for
the same position (while the meaning of the verb is preserved)”),

valency modifications expressing that something is in a particular “state” (see Section 6.2.3.1.6,
“Valency modifications expressing that something is in a particular “state’”),

valency frames of loan verbs (see Section 6.2.3.1.7, “Valency frames of loan verbs”).

Valency of verbal idioms (phrasemes), complex predicates and the verb byt (=be) are discussed in
Section 6.8.2, “Verbal idioms”, Section 6.9.3.3, “Valency frames of complex predicates” and Section 8.2,
“Constructions with the verb “byt” (=to_be)” respectively. For a discussion on the relation between
valency and reciprocity, see Section 6.2.4.2.1, “Valency frames and reciprocity”.

6.2.3.1.1. Literal, abstract and idiomatic meanings of verbs

When constituting valency frames, it is important to distinguish three very general kinds of meaning:

literal meanings.

Literal meanings of a verb are such meanings that follow directly from its lexical semantics; these
are the basic, non-metaphorical meanings.

abstract meanings.

Abstract meanings of a verb are such meanings that are derived from its literal meanings; they are
metaphorical meanings.

idiomatic meanings.

Idiomatic meanings emerge when a verb is part of a complex lexical unit (a multi-word predicate;
see Section 6.8, “Idioms (phrasemes)” and Section 6.9, “Multi-word predicates”).

In the valency lexicon, these different meanings of verbs are distinguished by assigning them different
valency frames (but not necessarily by assigning the relevant modifications different functors). Two
or more identical frames (identical w.r.t. to their functors and surface forms) may be assigned to a
verb, each representing a different meaning of the verb. Compare:

the following valency frames of the verb hltat (=devour):
« ACT(.1) PAT(.4)

hltal poledni jidlo (=he was devouring his lunch)
e ACT(.1) PAT(.4)

hita miliardu za miliardou (=he/she/it is devouring billions one after another)
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Abstract meanings are usually captured with the help of semantically less specific argument functors.

In those cases where the literal meaning is to be interpreted in terms of adjunct functors (especially
the locative ones), the literal and abstract meanings are differentiated by assigning the relevant modi-
fications different functors. Compare:

» the following valency frames of the verb ustoupit (=step back):
« ACT(.1) DIRL(*)
ustup od ného, at’ ho miizu prastit (=step back/aside so that I can give him a punch)
* ACT(.1) PAT(0d+2)
ustoupil od myslenky (=he changed his mind; lit. stepped back from (the) idea)
» the valency frames of the verb vychdzet (=come out):
« ACT(.1) DIR1(¥)

rodice vychazeji z domu, paprsky vychdzeji ze stiedu (=the parents are leaving the house, the
rays start at/spread from the centre)

« ACT(.1) PAT(z+2)
vychazi z predpokladu (=he supposes (lit. comes_out of assumption))

Abstract meanings of verbs are usually closely related to the meanings of multi-word predicates, espe-
cially those with the CPHR functor (see Section 6.9.3, “Complex predicates”) and to the meanings of
verbal idioms (with the DPHR functor; see Section 6.8.2, “Verbal idioms™). The basic difference
between abstract and idiomatic meanings lies in the fact that in the case of idiomatic expressions the
verb is just one part of a complex lexical unit which only has a meaning as a whole.

All these types of meanings - the literal, abstract and idiomatic one - may be found with the verbs p7ijit
(=come) or mit (=have): Compare:

» the valency frames of the verb p7ijit (=come):
+ the literal meaning:
ACT(.1) DIR3(¥)
prisel do Prahy (=he came to Praha)
+ the abstract meaning:
ACT(.1) PAT(k+3)
prijit k penéziim, k zapalu plic (=come into money, get/fall ill with pneumonia)
* asacomplex predicate:
ACT(.1) CPHR(s-1[{n&pad,ndvrh,myslenka,pozadavek,teseni,...}.7])
prisel s napadem dopsat diplomku (=he came with the idea to finish his thesis)
» asaverbal idiom:
ACT(.1) DPHR(na-1[svét.S4])

prisel na svét v Americe (=he was born/came into the world in America)
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* the valency frames for the verb mit (=have):
+ the literal meaning:
ACT(.1) PAT(.4) 70RIG(0d+2,z+2)

mit diim od matky (=have house from one's mother); m. zahradu z dédictvi (=inherit a garden;
lit. have garden from inheritance); m. anginu (=have tonsillitis); m. to za pakatel MEANS (=get
sth for practically nothing); m. penize za uklid.CAUS (=get (lit. have) money for cleaning); m.
penize, aby pomdahal. AIM (=have money in order to help); m. za vitézstvi.CAUS novy bod (=get
a new point for the victory)

+ the abstract meaning:
ACT(.1) PAT(.4)
mit pravdu; m. zvuk; m. ponéti, potuchu; m. aférku; m. dost prdace; m. svatek, m. premiéru, m.
vystoupeni; m. koncert;, m. pohieb (=lit. have truth (i.e. be right), h. sound (have a good

reputation), h. idea (have a clue about sth), h. afair, h. enough work, h. name day, h. premiere,
h. performance, h. concert, h. funeral)

* as acomplex predicate:
ACT(.1) CPHR({z4jem,...}.4)
Ma zdjem o praci (=He/she is interested in the work).
* asaverbal idiom:
ACT(.1) DPHR(zeleny.FS4)
novy letoun ma zelenou, mladi m. zelenou (=the new aeroplane, the youth has the green light)

11! The different types of verbal meanings are not delimited consistently throughout the whole valency
lexicon; more work still needs to be done on the issue.

6.2.3.1.2. Delimitation of individual meanings with certain verbs subcategorizing
for accusative objects

When constituting valency frames for certain verbs (potentially) taking accusative objects, the question
arose whether to distinguish two different meanings, i.e. two defferent frames (one with the obligatory
Patient, the other one lacking the Patient), or whether to propose only one valency frame (where the
Patient would be optional).

The question arises especially:
» with verbs referring to “activities”,
» with verbs referring to “the ability to pursue an activity”.

Verbs referring to “activities”. As for the verbs referring to “activities”, there are three semantically
differentiated subgroups:

» verbs referring to activities which may be thought of as external objects and which may also be
expressed by a noun in accusative.

These verbs (tancit (=dance), cvicit (=exercise), trénovat (=train)) are each assigned a single
valency frame where the Patient is optional. Cf.:

» the verb tancit (=dance):
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o Cely vecer tancili. (=They danced the whole evening)
=1.e. (did) some dances

*  Nejradeji tanci valcik (=They prefer to dance the waltz).

The valency frame:

ACT(.1) ?7PAT(4)

» the verb cvicit (=exercise):

o Jirka denné cvici. (=Jirka exercises daily.)
=i.e. (does) some exercises

*  Budu cvicit nové cviky (=I'll do some new exercises).

The valency frame:

ACT(.1) ?PAT(.4)

» verbs referring to activities which cannot be thought of as external objects very easily but which
can be expressed by a noun in accusative in certain cases.

These verbs (plavat (=swim), behat (=run), podnikat (=be in business)) are each assigned two
valency frames: one valency frame for the generalized meaning (i.e. for referring to a type of
activity; the only valency modification is the Actor) and one valency frame that is used for referring
to individual events (the Actor and Patient). Cf.:

» the following meanings of the verb plavat (=swim):
*  Anna plave zavodné. (=Anna is a professional swimmer.)
The valency frame:
ACT(.1)

*  Plaval dvacet bazénii denné / plaval motylka (=lit. He swam twenty swimming pools a_day
/ butterfly)

The valency frame:
ACT(.1) PAT(.4)
» the meanings of the verb podnikat (=be in business):

*  Kamarad uz dlouho podnika. (=A friend has been in business for a long time.)
The valency frame:
ACT(.1)

o Jirka podnika velké cesty (=lit. Jirka undertakes big journeys).
The valency frame:
ACT(.1) PAT(.4)

* The two aforementioned subgroups of verbs referring to “activities” are to be distinguished from
the third subgroup of verbs which also refer to “activities” but which presuppose the existence of
a certain object (instrument) necessary for pursuing the activity.
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The Patient of these verbs (kousat (=bite), kourit (=smoke), kojit (breast-feed)) is always obligatory.
Cf.:

*  Kouril doutniky. (=He smoked cigars.)
The valency frame for this meaning of the verb kourit (=smoke):

ACT(.1) PAT(4)

Verbs referring to “the ability to pursue an activity”. A number of verbs (potentially) taking accus-
ative objects can express the additional meaning of being able to do something. In this meaning of the
verb, there is no Patient present in the deep structure and the meaning of the “ability to pursue an
activity” is assigned a separate valency frame (with no Patient argument). Cf.:

Pepicek uz mluvi. (=Pepicek already talks.)

The valency frame for the given meaning of the verb mluvit (=speak):
ACT(.1)

Ale jeste necte (=But he does not read yet).

The valency frame for the given meaning of the verb ¢ist (=read):
ACT(.1)

Anicka hovori hezky néemecky (=Anicka speaks German very well).
The valency frame for the given meaning of the verb hovorit (=speak):

ACT(.1)

6.2.3.1.3. Finding the borderline between arguments and obligatory adjuncts and
between obligatory and optional adjuncts

The basic rules for determining whether a given modification is an argument or an adjunct are in Sec-
tion 6.2.1, “The PDT approach to valency”. Since the semantics of the individual arguments is rather
vague, it is often difficult to classify a modification as either an argument or adjunct.

The solutions adopted for some of the problematic cases are described in the present section:

for a discussion on the general approach to the cases where the borderline between arguments and
obligatory adjuncts is not clear, see Section 6.2.3.1.3.1, “The general approach to the cases where
the borderline between arguments and obligatory adjuncts is unclear”.

the borderline between the Addressee argument and the adjunct with the BEN functor (see Sec-
tion 6.2.3.1.3.2, “The borderline between the Addressee and Beneficiary”),

the borderline between the Origo argument and the adjunct with the DIR1 functor (see Sec-
tion 6.2.3.1.3.3, “The borderline between Origo and DIR1”),

the borderline between the argument positions with the PAT/ORIG and EFF functors and the adjuncts
with the DIR1 and DIR3 functors (see Section 6.2.3.1.3.4, “The borderline between the PAT,
ORIG and EFF arguments and the DIR1 and DIR3 adjuncts”),

the status of the modification carrying the meaning of “intention” after the verbs of “motion” (see
Section 6.2.3.1.3.5, “Status of the modification expressing “intention” (INTT) after verbs of
“motion?”’)’
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6.2.3.1.3.1. The general approach to the cases where the borderline between arguments and ob-
ligatory adjuncts is unclear

In a number of cases, it is not clear whether a given position is an argument or rather an obligatory
adjunct (for the basic criteria for distinguishing the two, see Section 6.2.1, “The PDT approach to
valency”). If the situation is not clear, it is necessary to consider which properties are characteristic
for a given modification.

If the modification is an argument:

+ its form is unambiguously and clearly determined by the verb,
» the modification is less specified as to its semantics.

If the modification is an obligatory adjunct:

* it is semantically obligatory (according to the dialogue test; see Section 6.2.1.2, “Criteria for dis-
tinguishing between obligatory and optional modifications”; an argument may be optional as well),

» the modification can take any form usual for the given type of adjunct,
» the modification is clearly specified as to its semantics; it meets the definition for the given functor.
Typical examples of obligatory adjuncts are manner and locative/directional adjuncts. Cf.:
» the valency frame for one of the meanings of the verb vyjit (=come out):

ACT(.1) DIR1(¥)

vySel z domova (=lit. came_out of home), paprsek v. ze stiedu (=lit. ray came_out from centre)
» the valency frame for one of the meanings of the verb nachdzet se (=be situated):

ACT(.1) LOC(¥)

nachazi se v Praze (=is_situated in Praha)
» the valency frame for one of the meanings of the verb stat (=cost):

ACT(.1) ?PAT(4) EXT(*)

vstupenka ndas dnes stoji jen 50 K¢, s. ho to balik penéz (=the ticket costs us only 50 Kc today, it
costs him a lot)

In the cases when it is not clear whether a given modification is an argument or an adjunct that has a
restricted set of possible forms, the argument interpretation is to be preferred. Cf.:

+ the valency frame for one of the meanings of the verb #idit se (=follow the directions):
ACT(.1) PAT(.7;podle+2)

Fidili se manudlem, podle manudlu (=follow the directions in the manual; lit. govern REFL
manual INSTR/according _to manual)

The second valency position is not an obligatory adjunct with the CRIT functor.
+ the valency frame for one of the meanings of the verb mluvit (=speak):

ACT(.1) PAT(pro+4; protit3; {prospéch, neprospéch}..S4/AuxP[v-1, .2], v-1[{prospéch,
neprospéch}.S4[.u#]])

to mluvi pro nds (=it speaks in our favour)
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The second valency position is not an obligatory adjunct with the BEN functor.

The argument - obligatory adjunct distinction is also used for distinguishing abstract meanings from
the literal ones (see Section 6.2.3.1.1, “Literal, abstract and idiomatic meanings of verbs”).

6.2.3.1.3.2. The borderline between the Addressee and Beneficiary

It is hard to find the borderline between the following modification types which are very similar to
each other w.r.t. their semantics: i.e. the borderline between the Addressee argument (ADDR) and the
Beneficiary adjunct (BEN). These two modification types seem to compete for the same position when
the verb takes accusative (and possibly also dative) objects. The Addressee may have the prototypical
form of the Beneficiary, i.e. the prepositional phrase pro+4.

When determining what the right valency frame for a verb potentially taking a dative object is, both
the semantics of the modification and its valency status (the question whether the given modification
is a valency modification) are decisive. Essentially it holds that:

the dative modifications that may be replaced by a possessive pronoun or adjective (modifying the
accusative object) are non-valency modifications; they have the BEN functor. Cf.:

Amputovali mu.BEN nohu (=lit. (They) amputated he.DAT leg).

= jeho nohu (=his leg)

The valency frame for the given meaning of the verb amputovat (=amputate):
ACT(.1) PAT(4)

Barvil ji.BEN viasy (=lit. (He) dyed she.DAT hair).

= jeji vlasy (=her hair)

The valency frame for the given meaning of the verb barvit (=dye):
ACT(.1) PAT(.4)

Libal Jané BEN ruku (=lit. (He) kissed Jana.DAT hand).

= Janinu ruku (=Jana's hand)

The valency frame for the given meaning of the verb libat (=kiss):

ACT(.1) PAT(.4)

if the dative object cannot be replaced by a possessive pronoun or adjective without changing the
meaning, the modification is a valency modification; it has the ADDR functor. The two types of
dative modifications - the Beneficiary and the Addressee - may, then, distinguish different meanings
of a single verb. Cf.:

the different valency frames for the verb nosit (=carry/bring):

*  Nosil mu/Janovi.BEN batoh (=lit. (He) carried he/Jan.DAT rucksack).
= Nosil jeho/Janiitv batoh (=He carried his/Jan's rucksack).
The valency frame:
ACT(.1) PAT(.4)

nosit vodu (=bring water)
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nosil mu.BEN (kamaradovy) batohy (=lit. (He) carried he.DAT (his friend's) rucksacks)
Nosil mu/Janovi.ADDR batoh (=lit. (He) brought he/Jan.DAT rucksack).

The valency frame:

ACT(.1) PAT(.4) ?ADDR(.3)

nosit tatinkovi knihy (=bring books to one's father)

DIR3 do knihovny (=to the library)

nosil mu.ADDR (kamarddovi) batohy (=He brought him (his friend) rucksacks.)

if a verb has, apart from the Actor, two more modifications (in the deep structure of the sentence),
the dative modification is taken to be the Addressee, even though it may be replaced by a possessive
pronoun or adjective (modifying the accusative modification). In such cases, the dative modification
cannot be replaced by a possessive pronoun or adjective (without changing the meaning of the
sentence) in every context.

Moreover, if the verb belongs to the class of verbs of “transfer” there is often competition between
the modification with the ADDR functor and a directional adjunct (see Section 6.2.3.1.5.2, “Addressee
vs. locative/directional adjuncts”).

Cf.

+ the following meanings of the verb prinést (=bring):

3

Prinesl ji. ADDR tasku na postu. (<lit. (He) brought she.DAT bag to post office.)
= prinesl ji jeji tasku (=he brought her her bag)

The possibility of replacing ji tasku (=she.DAT bag) by jeji tasku (=her bag) is not neces-
sarily available in all contexts.

The valency frame:

ACT(1) PAT(4) ADDR(.3,pro+4)

Prinesl krabici na postu.DIR3 (=lit. (He) brought box to post office.)

= Prinesl (néci) krabici posté. (=He brought somebody's box to the post office.)
The valency frame:

ACT(1) PAT(4) DIR3(¥)

* the meanings of the verb odebrat (=take away):

Odebral nam.ADDR t7i body z tabulky.DIR1 (=lit. (He) took_away we.DAT three points
from table.)

The possibility of replacing nam body (=we.DAT points) by nase body (=our points) is not
necessarily available in all contexts.

The directional modification z tabulky (=from the table) is taken to be an adjunct with the
DIRI functor.

The valency frame:

ACT(1) PAT(4) ADDR(.3)
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* Odebral ji.BEN krev ze zily.DIR1 (=lit. (He) took _away she.DAT blood from vein.)
= Odebral jeji krev ze zily. (<lit. (He) took_away her blood from vein.)
The dative ji (=she.DAT) is taken to be an adjunct with the BEN functor.
The valency frame:
ACT(.1) PAT(.4) DIR1(*)

*  Zaplatil ucitelce. ADDR (dceriny) hodiny anglictiny. (=lit. (He) paid teacherDAT (daughter's)
lessons (of) English.)

Zaplatil dceri.BEN hodiny anglictiny. (=lit. (He) paid daughter.DAT lessons (of) English,
meaning: He payed the English lessons for his daughter.)

The valency frame for the given meaning of the verb zaplatit (=pay):
ACT(.1) PAT(.4) 2ADDR(.3) ?EFF(za+4)

It is necessary to consider each case carefully and decide which valency frame is more adequate
for the given use (meaning) of the verb.

the prototypical form of the Addressee is the dative case, the prototypical form of the Beneficiary
is pro+4. In some cases, both forms, the dative and pro+4, are taken to be surface variants of the
Addressee argument (i.e. both forms are specified as possible forms of the ADDR modification in
the valency frame of the verb). Cf.:

*  Prinasel urednici.ADDR dopis (=lit. (He) brought clerk. DAT letter). = PrindSel pro urednici.AD-
DR dopis (=lit. (He) brought for clerk letter).

The valency frame for the given meaning of the verb prindset (=bring):
ACT(1) PAT(4) ADDR(.3,pro+4)

*  Privezl mamince.ADDR kvétiny. (=lit. (He) brought mum.DAT flowers.) = Privezl pro
maminku. ADDR kvétiny. (=lit. (He) brought for mum flowers.)

The valency frame for the given meaning of the verb privézt (=bring (by car/bus etc.)):
ACT(1) PAT(4) ADDR(.3,pro+4)

The analysis taking pro+4 to be a possible form of the Addressee is supported by the coordination
facts; e.g.

poskytoval mu bydleni a pro Alenu taky (=lit. (He) provided he.DAT accomodation and for Alena
too)

zajistil nam pobyt a pro sebe taky (=lit. (He) secured we.DAT stay and for himself too)

zarucil nam i pro né stejné podminky (=lit. (He) guaranteed we.DAT as_well as for them same
conditions)

In those cases where both forms are present in the same sentence, the dative modification has the
ADDR functor and the modification in the form pro+4 is analyzed as an adjunct with the BEN
functor. Cf.:

*  Prinesl ji. ADDR pro tatinka. BEN dopis. (=lit. (He) brought her for dad letter.)
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!!! The modification with the BEN functor is never included in the valency frame. Establishing a clear
boundary between the Addressee and Beneficiary is very problematic - it belongs to the issues left for
future research.

6.2.3.1.3.3. The borderline between Origo and DIR1

Also the modifications with the ORIG and DIR1 functors may compete for the same position, namely
if the verb subcategorizes for the Patient in accusative and may potentially have also a valency modi-
fication with the “locative/directional” meaning or the meaning of “origin” (the unifying meaning being
that of source).

The issue here is that it is often hard to determine whether a given verb selects semantically for a
modification with the “locative/directional” meaning (DIR1), or whether the required modification
has the semantics of “origin” (ORIG). Both types of modification seem to fulfill the verb's requirements
equally well.

Two surface forms are available for the given valency position: z+2 (which is typical for the modific-
ation with the DIR1 functor) and od+2 (which is typical for the Origo argument). Verbs of this type
can be divided into two groups, depending on which surface forms are allowed:

« if the “source” modification can take both the z+2 form and the od+2 form, the two forms are
considered semantically equivalent and the modification is assigned the ORIG functor. Cf.:

»  Pujcil si od banky.ORIG penize (=lit. (He) borrowed REFL from bank money). = Piijcil si z
banky.ORIG penize. (=lit. (He) borrowed REFL from bank money.)

The valency frame for the given meaning of the verb pujcit si (=borrow):
ACT(.1) PAT(.4) 70RIG(0d+2,z+2)

* Dostal anginu od kolegyne.ORIG (=lit. (He) got tonsillitis from colleague.) / Dostal infekci z
vody.ORIG (=lit. (He) got infection from water.)

The valency frame for the given meaning of the verb dostat (=get):
ACT(.1) PAT(.4) 20RIG(0d+2,z+2)

* Dostal od banky.ORIG prislib (<lit. (He) got from bank promise). = Dostal z_banky.ORIG
prislib. (=lit. (He) got from bank promise.)

The valency frame for the given meaning of the verb dostat (prislib) (=get a promise):
ACT(.1) CPHR({odskodnéni, prostor, doporuceni, informace, impuls, moznost, nabidka, navrh,
odpovéd’, povoleni, pokuta, pfednost, prilezitost, pfislib, pristup, rada, slib, souhlas, ujisténi,

rozkaz, Ukol, zékaz, zprava,...}.4) 20RIG(od+2,z+2)

*  Obdrzel od uradu.ORIG povoleni (lit. (He) received from office permission). = Obdrzel z
uradu.ORIG povoleni. (lit. (He) received from office permission.)

The valency frame for the given meaning of the verb obdrzet (=receive):
ACT(.1) PAT(.4) 70RIG(0d+2,z+2)

«  Cerpal od kolegy.ORIG informace (=lit. (He) drew from collegue information). | Cerpal z
knihy.ORIG informace. (=lit. (He) drew from book information.)

The valency frame for the given meaning of the verb cerpat (=draw/pump):

ACT(.1) PAT(.4) 20RIG(0d+2,2+2)
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In those cases where there are both surface forms present at the same time, the modification of the
form od+2 is assigned the ORIG functor and the modification of the form z+2 is an adjunct, its
functor being DIR1. Cf.:

»  Pijcil si od tatinka.ORIG z uctu.DIR] znacnou sumu. (=lit. (He) borrowed from Dad from
(his) account considerable sum.)

» ifthe only form of the “source” modification is (for a given verb) z+2, the “directional” interpretation
is preferred over the “origin” interpretation and the modification is considered an obligatory adjunct
with the DIR1 functor, or it is simply an (optional) adjunct and is not specified in the valency
frame. Cf.:

* Odecitat dané hodnoty z celkové sumy.DIR1 (=lit. (To) subtract (the) given amounts from
overall sum.)

The valency frame for the given meaning of the verb odecitat (=subtract):
ACT(.1) PAT(.4) DIR1(*)

»  Zisky plynou z jejich u¢t. DIR1 (=lit. Profits come from their accounts.)
The valency frame for the given meaning of the verb plynout (=flow/come):
ACT(.1)

* Dotoval vydaje ze statnich rezerv.DIR1 (=lit. (He) subsidized expenses from state reserves.)

The valency frame for the given meaning of the verb dotovat (=subsidize):
ACT(.1) PAT(.4)

In certain cases, an even more complicated situation may occur. The “source” interpretation may be
brought about by modifications of three different functors and these three interpretations (meanings
of the verb) are assigned three different valency frames. Cf.:

» the meanings of the verb pochdzet (=come/originate from):

»  Zvuky pochazeji z riznych ndstroju. PAT (=lit. Sounds come from different (musical) instru-
ments.)

Zbozi pochazi od tuzemskych vyrobci. PAT (=lit. Goods come from domestic producers.)

The modification of the form z+2 or od+2 has the PAT functor, which is a result of the argument
shifting principle (see Section 6.2.1.4, “Criteria for determining the type of argument (the
principle of shifting)”).

The valency frame:
ACT(.1) PAT(z+2,0d+2)
*  Matka pochazela z Moravy.DIR1 (=lit. Mother came from Moravia.)
The valency frame:
ACT(.1) DIR1(¥)
*  Kronika pochazi ze 12. stoleti. TFRWH (=lit. Chronicle comes/is from 12th century.)
The valency frame:

ACT(.1) TFRWH(¥*)
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The functors ORIG and DIRI1 are also used for distinguishing between abstract and literal verbal
meanings (see also Section 6.2.3.1.1, “Literal, abstract and idiomatic meanings of verbs”), cf.:

* the meanings of the verb vymdacknout (=squeeze sth out of sb/extract):

*  vymacknout z obyvatel / od obyvatel.ORIG dané (=lit. (to) squeeze from citizens taxes)

The valency frame:
ACT(.1) PAT(.4) 20RIG(0d+2,2+2)
* vymacknout z citronu.DIR1 Stavu (=lit. (to) extract from lemon juice)
The valency frame:
ACT(.1) PAT(.4) DIR1(*)

11! Establishing a clear borderline between the Origo and the DIR1 modification is very problematic
and requires further inquiry.

6.2.3.1.3.4. The borderline between the PAT, ORIG and EFF arguments and the DIR1 and DIR3

adjuncts

When analyzing relatively numerous verbs which subcategorize for modifications with the “initial”
or “final state” meaning, it is necessary to decide whether these modifications should be assigned the
PAT/ORIG - EFF pair of functors or rather the DIR1 - DIR3 pair of functors.

Due to the fact that the “initial” - “final state” interpretation is often more general than the simple dir-
ectional interpretation expressed by “from - to” and due to the fact that the “from - to” interpretation
is sometimes not available at all, the “initial” - “final state” meaning is captured by the semantically
less specific modifications, the PAT/ORIG and EFF arguments (which are usually optional). Cf.:

*  Prekladal text z CeStiny.ORIG do némciny EFF (=lit. (He) translated text from Czech to German.)

The valency frame for the given meaning of the verb prekladat (=transiate):
ACT(.1) PAT(.4) 20RIG(z+2) 7EFF(do+2)

*  Zménila uces z kudrn.ORIG na rovné vlasy. EFF (=lit. (She) changed hairstyle from curly to straight
hair,)

The valency frame for the given meaning of the verb zménit (=change):
ACT(.1) PAT(.4) 20RIG(z+2) ?EFF(na+4,v+4,do-1[.4]))

*  Vyroba klesla z tisice. PAT kusui na pét set. EFF (=lit. Production decreased from thousand pieces
to five hundred.)

The valency frame for the given meaning of the verb klesnout (=decrease/go down):
ACT(.1) ?7PAT(na+4) 70RIG(z+2)

By using the functor pairs PAT/ORIG - EFF or DIR1 - DIR3, the abstract and literal verbal meanings

are differentiated as well (see Section 6.2.3.1.1, “Literal, abstract and idiomatic meanings of verbs”),
cf.:

» the meanings of the verb prrechdzet (=go over to/change over from sth to sth):

» prechazet z dvousmenného provozu.ORIG na trisménny provoz.PAT (=lit. (to) change over
from two-shift operation to three-shift operation)
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The valency frame:
ACT(.1) PAT(k+3,na+4,v+4) 70RIG(0d+2,z+2)

o prechazet z jedné strany.DIR1 silnice na druhou {strana.DIR3} (=lit. (to) cross from one side
(of) street to other)

The valency frame:
ACT(.1) DIR1(*) DIR3(*)
6.2.3.1.3.5. Status of the modification expressing “intention” (INTT) after verbs of “motion”

The similarity in meaning between the intention modification (INTT) and certain locative/directional
modifications (DIR3 or LOC) after verbs of “motion” may cause difficulties when determing whether
the given modification is INTT or rather an obligatory directional/locative adjunct.

The competition between the DIR3 and INTT modifications is given by the semantics of the verbs of
“motion”; these verbs have often both a literal meaning (“motion”) and a modal-like meaning (“inten-
tion”). The locative/directional meaning is primary; the intention meaning is only secondary. The
voluntative modality constitutes another layer in the meaning of the verb, added to the primary “motion”
meaning. When determining the valency frames of these verbs, the locative/directional modification
is to be preferred (over the intention modification) for both meanings of the verb (i.e. for the “motion”
or “transfer” meaning as well as for the modal (intention) meaning). The INTT modification is, hence,
not included in the valency frames; it is an (optional) adjunct. Cf.:

» the verb prijit (=come):
*  PriSel na koupalisté. DIR3 (=lit. (He) came to swimming pool.)
»  Prisel se koupat. INTT (=lit. (He) came (to) REFL bath.)
»  Prisel se koupat. INTT na koupaliste. DIR3 (=lit. (He) came (to) REFL bath to swimming pool.)
The valency frame for the given meaning of the verb prijit (=come):
ACT(.1) DIR3(*)
* the verb vydat se (=set out):

*  Wdal se do lesa.DIR3 (=lit. (He) set_out to woods.)

*  Wdal se na jahody.INTT (=lit. (He) set_out for strawberries.)

*  Wdal se do lesa.DIR3 na jahody.INTT (=lit. (He) set_out to woods for strawberries.)

The valency frame for the given meaning of the verb vydat se (=set out):
ACT(.1) DIR3(¥)
» the verb dojit (=get to/go and fetch):
* Dosel do obchodu.DIR3 (=lit. (He) went to shop (to fetch sth))
* Dosel pro ndkup. INTT (=lit. (He) went for shopping)

* Dosel do obchodu.DIR3 pro nakup.INTT (=lit. (He) went to shop for shopping.)

The valency frame for the given meaning of the verb dojit (=go and fetch):

ACT(.1) DIR3(¥)
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!!! However, the question is left open whether the INTT modification should be included in the valency
frames in the cases where the voluntative modality is primary and the “motion” meaning is only sec-
ondary; the directional/locative adjunct would not be included in the valency frame, then; cf.:

* Jdu se ozenit. (=lit. I go REFL get_married.)
= [ am going to get married.
o Jdu ji napsat (=lit. I go to_her write).
= [ am going to write to her
6.2.3.1.4. Finding the borderline between the individual argument functors

In a number of cases it is not clear which argument functor should be assigned to the modifications in
question.

Cf:

» as for the verb brdnit (=defend), it is not quite clear whether the second and third arguments are
the Patient and Effect, or the Patient and Addressee; cf.:

» branit deti pred nebezpecim (=protect children from danger)

In this particuar case, the valency frame with the ADDR(.4) and PAT(pted+7;proti+3) modific-
ations seems to be more appropriate.

*  branit majetek pred zlodéji (=defend/protect (the) property from thieves)

In this case, the valency frame with the PAT(.4) and EFF(pfed+7;proti+3) modifications seems
to be more appropriate.

In the valency lexicon, these cases are not analyzed in a consistent way; however, certain general-
izations can be made:

» in case the accusative position is usually taken up by animate nouns, it is assigned the ADDR
functor and the prepositional phrase is the Patient.

+ if the accusative position can be occupied by both animate and inanimate nouns, it is analyzed
as PAT(.4) and the prepositional phrase is EFF.

The valency frame for the verb brdnit (=defend/protect) has the following form:
ACT(.1) PAT(.4) ?EFF(pfed+7;proti+3)
branit mésto pied Svédy, proti nim (=lit. protect town from Swedes / against them)

6.2.3.1.5. Valency modifications competing for the same position (while the
meaning of the verb is preserved)

It became apparent (in the process of building the valency lexicon) that with certain verbs, one of the
valency positions may be occupied by modifications of different functors while the meaning of the
verb is preserved (or it changes only a little). These are the cases of competing valency modifications.

Usually, the competition arises between an argument position and an obligatory adjunct position.
However, the competition between different adjuncts is also possible. So far, the following types of
the valency modification competition have been found:

» competing manner adjuncts (see Section 6.2.3.1.5.1, “Competing manner adjuncts”),
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the Addressee vs. locative/directional adjuncts (see Section 6.2.3.1.5.2, “Addressee vs. locative/dir-
ectional adjuncts”),

competing locative/directional adjuncts (of different types; see Section 6.2.3.1.5.3, “Competing
locative/directional adjuncts (of different types)”).

There are two ways to deal with these cases:

the basic way is to introduce the concept of modification alternatives. So far, this is the solution
adopted only for the cases of different types of manner adjuncts competing for the same position
(see Section 6.2.3.1.5.1, “Competing manner adjuncts”).

other cases are treated as cases of multiple valency frames; i.e. if there are three different modific-
ations competing for the same position, the verb is assigned three different valency frames. This
has the following consequence: one meaning of the verb corresponds to several valency frames,
which is a violation of the basic principle (see also Section 6.2.1.5, “Relationship between the verb
meanings and valency frames”).

11! This is just a provisional solution. These cases (Section 6.2.3.1.5.2, “Addressee vs. locative/dir-
ectional adjuncts” and Section 6.2.3.1.5.3, “Competing locative/directional adjuncts (of different
types)”) are most likely to be analyzed as cases with modification alternatives in the future.

The individual types of cases of competing modifications are described in more detail in the following
sections.

6.2.3.1.5.1. Competing manner adjuncts

The obligatory manner adjunct position may be taken up by modifications with different functors:
MANN, CRIT, ACMP, BEN, MEANS or CPR (see Section 7.6, “Functors for expressing manner and
its specific variants”) and still the meaning of the verb remains the same (which means that its valency
frame is the same as well). Cf.:

zacal jednat zbrkle MANN (=lit. (He) began (to) act impetuously)

Jjedna prostrednictvim médii. MEANS (=lit. (He) acts through media)

jedna podle reguli. CRIT (=lit. (He) acts according_to rules)
Jedna proti rozhodnuti. BEN uradu (=lit. (He) acts against decision (of) institution)
Jjedna s razanci. ACMP a bez diskutovdani. ACMP (=lit. (He) acts with vigour and without discussing)

Jedna otrocky.CPR (=lit. (He) acts slave-like)

The obligatory manner adjunct position is a position that allows for alternatives. The competing
modifications (the different types of manner adjuncts) are separated by the | mark in the valency frame.
For every verb, the possible types of manner adjuncts are specified in its valency frame since it is not
the case that all types may always compete for the position.

Examples of valency frames with the obligatory manner modification:

the valency frame for one of the meanings of the verb skoncit (=end):
ACT(.1) MANN(¥*)|CRIT(*)[ACMP(*)|BEN(*)|CPR(*)MEANS(¥)

jméno skoncilo pismenem M.MEANS (=lit. (the) name ended with_letter M), s. na M.MEANS (=lit.
end with M)

tak MANN s. patecni uvodniky (=lit. so/like_this end Friday's editorials)

text s. akademicky.CPR (=lit. (the) text ended academic-like)
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slovo s. bez prizvuku.ACMP (=lit. (the) word ended without stress)

veta s. v nas prospéch.BEN (=lit. (the) sentence ended in our favour)

paragraf's. tradicné.CRIT (=lit. (the) article ended traditionally)

dopis skoncil: "Miluji te." MANN (=lit. (the) letter ended (with): I love you)
» the valency frame for one of the meanings of the verb chovat se (=behave):

ACT(.1) MANN(¥)|CRIT(*)[ACMP(*)[BEN(*)|CPR(*)

chova se laskavé MANN (=lit. (He) behaves REFL kindly)

ch. se podle pravidel.CRIT (=lit. (He) behaves REFL according to rules)

ch. se otrocky.CPR (=lit. (He) behaves REFL slave-like)

ch. se bezchybné.ACMP (=lit. (He) behaves REFL flawlessly)

ch. se ku prospéchu véci.BEN (=lit. (He) behaves REFL in support (of the) thing)

For the description of the way the verbs with competing manner modification are represented in the
tectogrammatical trees, see Section 6.2.4.3.1, “Representing the valency of verbs with competing
valency modifications”.

!!! Modification alternatives have only been introduced for verbs. For the corresponding deverbal
nouns MANN is the only option.

6.2.3.1.5.2. Addressee vs. locative/directional adjuncts

A very common case of competing modifications (with the meaning preservation) is the case when
the Addressee and a locative or directional adjunct compete for the same position (i.e. the modification
with the ADDR functor competes with the LOC or DIR3 modification; possibly also the Addressee and
the DIR1 modification).

In these cases, as many valency frames are constituted as there are competing modifications; i.e. if
there are three modification competing for the same position (ADDR, LOC and DIR3), the verb is as-
signed three different valency frames. The basic principle: one meaning - one valency frame is violated
here (see also Section 6.2.1.5, “Relationship between the verb meanings and valency frames”). Cf.:

* the competing modifications ADDR, DIR3 and LOC with the verb podat (=submit):

* podat stiznost uradu.ADDR (=lit. (to) lodge complaint institution.DAT)

* podat stiznost na urad.DIR3 (=lit. (to) lodge complaint to institution)

* podat stiznost na uradé.1.0C (=lit. (to) lodge complaint at institution)

The modifications #/adu.ADDR, na urad.DIR3 and na uradé.1LOC do not seem to change the
meaning of the verb. For the time being, the valency lexicon contains three different valency frames
for this meaning;:

* ACT(.1) CPHR({dlikaz,informace,navrh,ozndmeni,podnét,protest,stiznost,vypoveéd’,zprava,za-
dost,zaloba,...}.4) ADDR(.3)

podat stiznost uradu (=lit. (to) lodge complaint institution.DAT)

* ACT(.1) CPHR({dikaz,informace,navrh,oznameni,podnét,protest,stiznost,vypoveéd’,zprava,za-
dost,zaloba,...}.4) DIR3(*)
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podat stiznost na urad (=lit. (to) lodge complaint to institution)

* ACT(.l) CPHR({diikaz,informace,navrh,ozndmeni,podnét,protest,stiznost,vypoveéd’,zprava,za-
dost,zaloba,...}.4) LOC(¥*)

podat stiznost na urade (=lit. (to) lodge complaint at institution)
the competing modifications: ADDR and DIR1 with the verb odebrat (=take away):
* odebrat deéti rodicum.ADDR (=lit. (to) take_away children parents. DAT)
* odebrat déti od rodicu.DIR1 (=lit. (to) take_away children from parents)

It seems that the change of the modification (rodiciim.ADDR vs. od rodic¢ii.DIR1) does not lead to
a change in the meaning of the verb. However, the current version of the valency lexicon contains
two valency frames for this meaning of the verb:

. ACT(.1) PAT(.4) ADDR(.3)

odebrat nam tri body, o. jim penize z platu (=lit. (to) take_away we.DAT three points, take_away
they.DAT money from salary); za neopravneny start.CAUS (=lit. for false start)

« ACT(.1) PAT(.4) DIRL(*)

odebrat mouku z pytle, o. vzorek ze zbozi, o. deti od rodicu (=lit. (to) take_away flour from
sack, take away sample from goods, children from parents); o. mu.BEN krev ze Zily (=lit.
take_away he.DAT blood from vein)

For the description of the way the verbs with competing modifications are represented in the tectogram-
matical trees, see Section 6.2.4.3.1, “Representing the valency of verbs with competing valency
modifications”.

6.2.3.1.5.3. Competing locative/directional adjuncts (of different types)

A number of verbs with the semantics of “placing something somewhere” (umistit (=place), zakotvit
(=cast anchor), zapsat (=register/enrol)) and with the semantics of “taking up a place” or “changing
the position” (usednout (=take a seat)) require either a directional adjunct (DIR3) or a locative adjunct
(LOC); the choice of the modification does not necessarily influence the meaning of the verb (see
Section 7.4.3.1, “Borderline cases with the DIR3 functor”). For example:

the competing modifications DIR3 and LOC with the verb umistit (=place):

o Umistil obrazek na nasténku.DIR3 (=lit. (He) placed picture to notice_board)
= the picture had not been at the notice board before.

»  Umistil obrazek na nasténce.1.OC (=lit. (He) placed picture at notice _board)

= the picture either had not been at the notice board before, or it had been there but was moved
to another place within the notice board

The modification na nasténce.LOC may but need not refer to a different situation than the modific-
ation na ndstenku.DIR3. The verb is assigned two valency frames at the moment (one of the
reasons for that being that there is the potential meaning difference):

« ACT(.1) PAT(.4) LOC(*)
umistit miminko v ustavu (=lit. (to) place baby in institution)

« ACT(.1) PAT(.4) DIR3(¥)
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umistit miminko do ustavu (=lit. (to) place baby to institution)

For the description of the way the verbs with the competing modifications are represented in the tecto-
grammatical trees, see Section 6.2.4.3.1, “Representing the valency of verbs with competing valency
modifications”.

6.2.3.1.6. Valency modifications expressing that something is in a particular
“state”

Valency frames sometimes contain modifications whose meaning is that something is in a particular
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“state”. These modifications are defined in Section 7.13.2, “Attribute with the meaning of “state””.

Those verbs for w