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Troubles with choosing an annotation
scheme: a case study on problematic

corpus/treebank design decisions



Corpus annotation criticism

• some critics: an annotated corpus is worse than a raw corpus because of forced
interpretations

• one has to struggle with different linguistic traditions of different national schools
• example: part of speech categories

• relying on annotation might be misleading if the quality is low (errors or inconsistencies)
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Variability of PoS tag sets

Penn Treebank POS tagset (for English)
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Variability of PoS tag sets, cont.

Negra Corpus POS tagset (for German)
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Variability of PoS tag sets, cont.

Prague Dependency Treebank morphologitagset (for Czech), several thousand combinations
using 15-character long positional tags
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Treebanks

• a treebank is a corpus in which sentences’ syntax and/or semantics is analyzed using
tree-shaped data structures

• a tree in the sense of graph theory (a connected acyclic graph)
• sentence syntactic analysis ... it sounds familiar to most of you, doesn’t it?

Credit: http://konecekh.blog.cz
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Why trees: Initial thoughts

1. Honestly: trees are irresistibly attractive data structures.
2. We believe sentences can be reasonably represented by discrete units and relations

among them.
3. Some relations among sentence components (such as some word groupings) make more

sense than others.
4. In other words, we believe there is an latent but identifiable discrete structure hidden in

each sentence.
5. The structure must allow for various kinds of nestedness (…a já mu řek, že nejsem Řek,

abych mu řek, kolik je v Řecku řeckých řek …).
6. This resembles recursivity. Recursivity reminds us of trees.
7. Let’s try to find such trees that make sense linguistically and can be supported by

empirical evidence.
8. Let’s hope they’ll be useful in developing NLP applications such as Machine Translation.
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So what kind of trees?

There are two types of trees broadly used:
• constituency (phrase-structure) trees
• dependency trees

Credit: https://www.quora.com/What-is-the-difference-between-dependency-parsing-and-semantic-role-labeling

Constituency trees simply don’t fit to languages with freer word order, such as Czech. Let’s
use dependency trees.
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BTW how do we know there is a dependency between two words?

• There are various clues manifested, such as
• word order (juxtapositon): “…přijdu zítra …”
• agreement: “…novými.𝑝𝑙.𝑖𝑛𝑠𝑡𝑟 knihami.𝑝𝑙.𝑖𝑛𝑠𝑡𝑟…”
• government: “…slíbil Petrovi.𝑑𝑎𝑡𝑖𝑣𝑒…”

• Different languages use different mixtures of morphological strategies to express
relations among sentence units.
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Basic assumptions about building units

If a sentence is to be represented by a dependency tree, then we need to be able to:
• identify sentence boundaries.
• identify word boundaries within a sentence.
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Basic assumptions about dependencies

If a sentence is to be represented by a dependency tree, then:
• there must be a unique parent word for each word in each sentence, except for the

root word
• there are no loops allowed.
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Even the most basic assumptions are violated

• Sometimes sentence boundaries are unclear – generally in speech, but e.g. in written
Arabic too, and in some situations even in written Czech (e.g. direct speech)

• Sometimes word boundaries are unclear, (Chinese, “ins” in German, “abych” in
Czech).

• Sometimes its unclear which words should become parents (A preposition or a
noun? An auxiliary verb or a meaningful verb? …).

• Sometimes there are too many relations (“Zahlédla ho bosého.”), which implies loops.

Life’s hard. Let’s ignore it and insist on trees.
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Counter-examples revisited

If we cannot find linguistically justified decisions, then make them at least consistent.
• Sometimes sentence boundaries are unclear (generally in speech, but e.g. in written

Arabic too…)
• OK, so let’s introduce annotation rules for sentence segmentation.

• Sometimes word boundaries are unclear, (Chinese, “ins” in German, “abych” in Czech).
• OK, so let’s introduce annotation rules for tokenization.

• Sometimes it’s not clear which word should become parent (e.g. a preposition or a
noun?).

• OK, so let’s introduce annotation rules for choosing parent.
• Sometimes there are too many relations (“Zahlédla ho bosého.”), which implies loops.

• OK, so let’s introduce annotation rules for choosing tree-shaped skeleton.
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Treebanking

• Is our dependency approach viable? Can we check it?
• Let’s start by building the trees manually.
• a treebank - a collection of sentences and associated (typically manually annotated)

dependency trees
• for English: Penn Treebank [Marcus et al., 1993]
• for Czech: Prague Dependency Treebank [Hajič et al., 2001]

• layered annotation scheme: morhology, surface syntax, deep syntax
• dependency trees for about 100,000 sentences

• high degree of design freedom and local linguistic tradition bias
• different treebanks ⟹ different annotation styles
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An example of a treebank variability cause: the case of
coordination

• coordination structures such as “lazy dogs,
cats and rats” consists of

• conjuncts
• conjunctions
• shared modifiers
• punctuation tokens

• 16 different annotation styles identified in 26
treebanks (and many more possible)

• different expressivity, limited convertibility,
limited comparability of experiments…

• harmonization of annotation styles badly
needed!
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Btw how many treebanks are there out there?

• growing interest in dependency treebanks in the last decade or two

• existing treebanks for about 100 languages now (but roughly 7,000 languages in the
world)

• UFAL participated in several treebank unification efforts:
• 13 languages in CoNLL in 2006
• 29 languages in HamleDT in 2011
• 37 languages in Universal Dependencies in 2015:
• 70 languages in UD in 2019
• 138 languages in UD in 2022
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Conclusion

• one should keep in mind that there’s no straightforward “God’s truth” when it comes to
language data resources

• all resources are heavily influenced by numerous design choices, for which no perfect
answers exists

• examples of trade-offs:
• the bigger data the better, but you can’t remove all noise from really big data
• parallel annotation reduces the amount of annotation errors, but increases costs
• linguistically-based annotation brings interpretability, but at the same time we risk being

trapped in some suboptimal traditions that are possibly not useful beyond a given language
family

• a better quality/coverage is sometimes achievable by integrating more resources focused on
a same task, but their licenses might be incompatible
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