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Abstract
In this paper we present a complete solution for automatic cleaning of arbitrary HTML pages with agoal of using web data as a corpus
in the areaof natural languege processing and computational linguistics. We employ a sequence-labeling approach based onCondtional
Randam Fields (CRF). Every block of text in analyzed web page is assigned a set of feaures extraded from the textual content and
HTML structure of the page. The blocks are automatically labeled either as content segments containing main web page content, which
shoud be preserved, or as noisy segments nat suitable for further linguistic processirg, which shoud be diminated. Our solution is based
onthetool introduced at the CLEANEVAL 2007 shared task workshop. In this paper, we present new CRF feaures, a handy annaation
tool, and new evaluation metrics. Evaluation itself is performed ona randam sample of web pages automatically downloaded from the

Czedth web damain.

1. Introduction

The ideaof using “web as a @rpus’ has been very attrac
tive for many researchers in computational li ngustics, nat-
ural languege processng, and related aress, who would re-
aly appredate having accessto such amount of data. The
traditional way of building text corporais avery expensive
andtime-consuming processand daesnot satisfy current re-
quirements of modern methods. By automatic downloading
of textual datadirealy from theweb we can buld extremely
large corpuswith relatively low cost andwithin short period
of time.

Creding such a corpus comprises two steps: a) web crawl-
ing — automatic browsing the web and keeping a wpy o
visited pagesand b) cleaningthe pagesto beincluded in the
corpus. While there is a number of suitable web crawlers
available (e.g. Heritrix!, Holmes? or Egathor (Galambos,
2009), challengingtask to clean upaaquired web pagesre-
mains. Apart from main (lingusticadly valuable) content,
atypicd web page ocontains also material of no lingustic
interest, such as navigation bers, panels and frames, page
headers and footers, copyright and privagy natices, adver-
tisements and ather uninteresting deta (often cdled bailer-
plate). The general goal isto deted and remove such parts
from an arbitrary web page.

In this paper we describe a mmplete set of tods that en-
ablestransformation o alarge number of web pages down-
loaded from the Internet into a corpus usable for NLP and
computational lingustic reseach. The basis of our solu-
tion is the web-page deaning tod first introduwced at the
CLEANEVAL 2007 shared task workshop (Marek et a.,
2007). In order to approac structure of traditional corpora,
we significantly modified the deaning requirements and re-
stricted the set of passblelabelsto text and header for con
tent segments to be preserved and other for noisy segments
to be diminated.

First, we review the deaning algorithm and its feaures,
then weintroduce ax annatation tool devel oped for our pur-
pose to prepare data for training and evaluation, and finally

Lhttp://crawler.archive.org/
2http:/fwww.ucw.czholmes/
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we present several experiments and their results. Our fo-
cus on the Czed language (mainly in the evaluation sec
tion) isinduced by anintentionto creae alarge Czed cor-
pus, comparable to the largest corpora aurrently avail able.
Neallessto say, our tod s are language independent and can
be used for any language.

2. Redated Work

Most of the work related to web page deaning aiginated
in the aeaof web mining and seach engines, eg. (Coo-
ley et a., 1999 or (Lee ¢ al., 2000. In (Bar-Yossf and
Rajagopalan, 2002, a nation o pagelet determined by the
number of hyperlinksinthe HTML element is employed to
segment a web page; pagelets whase frequency of hyper-
links exceeads a threshold are removed. (Lin and Ho, 2002
extrad keywords from ead block content to compute its
entropy, and Hocks with small entropy are identified and
removed. In (Yi et a., 2003 and (Yi and Liu, 2003, a
treestructureisintroduced to capture the common presenta-
tion style of web pages and entropy o its elementsis com-
puted to determine which element shoud be removed. In
(Chen et al., 2006, a two-stage web page deaning method
is propcsed. First, web pages are segmented into blocks
and Hocks are dustered acording to their style feaures.
Seaond, the blocks with similar layout style and content are
identified and deleted.

Many new approades to web page deaning were encour-
aged by the CLEANEVAL 2007 contest® organized by
ACL Web as Corpus interest group. Competitors used
heuristic rules as well as diff erent madcine leaning meth-
ods, including Suppat Vedor Madines (Bauer et a.,
2007, dedsion trees, genetic dgorithms and language
models (Hofmann and Weekamp, 2007). Althoughmeth-
ods are fundamentally diff erent, many of them employ ssim-
ilar set of mostly languege-independent fedures such as av-
erage length of a sentenceor ratio of cgpitalized wordsin a

page segment.

Shttp://cleaneval.sigwac.org.uk/



3. Victor the Cleaner
3.1. System Overview

Our system for web page deaning, first described in (Marek
etal., 2007), isbased onasequencelabeling algorithm with
CRF++* implementation o Condtional Random Fields
(Lafferty et a., 2001). It is aimed at cleaning arbitrary
HTML pages by removing all text except headersand main
page mntent. Corntinuows text sedions (sedions not in-
cluding any HTML tags) are considered a single block that
shoud be marked by alabel asawhale.

The deaning processconsists of several steps:

1) Filtering invalid documents

Text from inpu documents is extraded and simple n-gram
based clasdficationisapplied to filter out documents nat in
atarget languege (Czed in our case) as well as documents
containing invalid charaders (caused mainly by incorred
encoding spedfied in HTTP or HTML header).

2) Standardizing HTML code

The raw HTML inpu is passd through Tidy® in order to
get avalid and parsable HTML tree During development,
we found ory one significant problem with Tidy, namely
interpreting JavaScript inside the <script>  element, and
employed asimple workaroundfor it in our system. Except
for this particular problem which occurred orly oncein our
training data, Tidy has proved to be agoodchoice

3) Precleaning

Afterwards, the HTML code is parsed and perts that are
guaranteed na to carry any useful text (e.g. scripts, style
definitions, embedded oljeds, etc.) are removed from the
HTML structure. The result isvalid HTML code.

4) Text block identification

In this dep, the predeaned HTML text is parsed again
with aHTML parser and interpreted as a sequence of text
blocks separated by ore or more HTML tags. For exam-
ple, the snippet “<p>Hello <b>world</b>!</p>"

would be split i nto threeblocks, “Hello” , “world” , and
“I" . Each of the blocks is then a subjed of the labeling
task and cleaning.

5) Feature extraction

In this dep, a fedure vedor is generated for ead block.
The list of fedures and their detailed description is pre-
sented in the next sedion. All feaures must have afinite
set of values®. The mapping o integers and red numbers
into finite sets was chosen empiricdly and is pedfied in
the configuration. Most feaures are generated separately
by independent modues. This allows for adding aher fea
tures and switching between them for diff erent tasks.

6) Learning

Eadh block occurring in our training data was manualy as-
signed ore of the following labels: header, text (content
blocks) or other ( hoisy blocks).

“http://crfpp.sourceforge.net/
Shttp://tidy.sourceforge.net/
6This is alimitation of the CRF tool used.

The sequence of fedure vedors including labels extraded
for al blocks from the training deta ae then transformed
into the acual feaures used for training the CRF model ac
cording to off set spedficaion described in atemplate file.

7) Cleaning

Having estimated parameters of the CRF model, an arbi-
trary HTML file can be pas=d through steps 1-4, and its
blocks can be labeled with the same set of labels as de-
scribed above. These automaticdly assgned labels are then
used to produce a ¢eaned ouput. Blocks labeled as header
or text remain in the document, blocks labeled as other are
deleted.

3.2. Feature Descriptions

Feaures recognized by the system can be divided by their
scope into three subsets: feadures based on the HTML
markup, feaures based ontextual content of the blocks, and
fedures related to the document.

Markup-based Features

container.p, container.a, container.u, container.img,

container.classheader,
container.classbold, container.classitalic,

container.classli st, container.classform

For ead parent element of a block, a crrespondng
container.* feaurewill beset to 1, e.g. ahyperlinkin-
side aparagraphwill have the fegures container.p and
container.a set to 1. This fedure is espedaly useful
for classfying Hocks: For instance ablock contained
in ore of the <hx > elementsiis likely to be ahealer,
etc. The container.class* fedures refer to classs of
simil ar elements rather than to elements themselves.

split.p, split.br, split.hr, split.classinline, split.classblock

For ead opening a closing tag encourtered sincethe
last block, we generate a @rrespondng split.* feaure.
This is needed to dedde, whether a given block con-
neds to the text of the previous block (classfied as
continuation) or nat. Also, the number of encourtered
tags of the same kind is recorded in the feaure. This
ismainly becaise of the <br> tag; asingleline bres
does nat usualy split a paragraph, while two or more
<br> tagsusually do. The split.class* feauresagain
refer to classes of similar elements.

Content-based Features

char.alpharel, char.numrel, char.purct-rel, char.white-
rel, char.other-rel

These fedures represent the asolute and relative
courts of charaders of different classes (letters, dig-
its, purctuation, whitespace ad aher) in the block.

token.alphare, token.num-rel, token.mix-rel, token.other-
rel token.alpha-abs,

token.num-abs, token.mix-abs, token.other-abs
These feauresrefled courts distribution o individual
classes of tokens’. The dasses are words, numbers,
mixture of letters and dgits, and ather.

"Tokens being sequences of charaders sparated by whites-
pacefor this purpose.
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sentence.count

Number of sentencesin ablock. We use anaive dgo-
rithm basicdly courting periods, exclamation marks
and question marks, withou trying to deted abbrevi-
ations. Given that the adual court is mapped into a
small set of values anyway, this does nat sean to be a
problem.

sentenceavg-length
Average length of a sentence, in words.

sentence-begin, sentence-end

These identify text blocks that start or end a sentence.
This helps remgrizing headers (as these usualy do
not end with a period) as well as continuation bocks
(sentence-end=0 in the previous blocks and sentence-
start=0 in the aurrent block suggest a continuation).

first-dugi cate, dugicate-count

The dudicate-court fegure counts the number of
blocks with the same content (ignaring white space
and noniletters). Thefirst block of agroup d twinsis
then marked with first-dugicate. This feaure serves
two pupaoses: On pages where valid text interleaves
with nase (blogs, news frontpages, etc), the noise of-
ten consists of some phraseslike “read more...”, “com-
ments’, “permalink”, etc, that repea multipletimeson

the page.

regexp.url, regexp.date, regexp.time

While we try to develop a tod that works inde-
pendently of the human language of the text, some
language-spedfic fedures are needed nevertheless
The configuration defines ead regexp.* feaure as an
array of regular expressons. The value of the feaure
isthe number of the first matching expresson (or zero
for no match). We use two sets of regular expressons:
to identify times and dates and URLSs.

div-groupword-ratio, td-groupword-ratio

The layout of many web pages follows a similar pat-
tern: themain content isenclosed in orebig <div> or
<td> element, as are the menu hars, advertisements
etc. To recognzethisfedure and expressit as a num-
ber, the parser groups blocks that are dired descen-
dants of the same <div> element (<td> element re-
spedively). A dired descendant in this context means
that thereis no aher <div> element (<td> element
respedively) in the tree hierarchy between the parent
and the descendant. For example in this markup

<div> a <div> b ¢ </div> d <div> e
f </div> g </div>

the div-groups would be (a, d, g), (b,c) and (e, f).
The div-groupword-ratio and td-groupword-ratio ex-
presstherelative sizeof the groupin number of words.
To better distingush between groups with nase (e.g.
menus) and groups with text, only words nat enclosed
in <a> tags are considered.
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langdl, langd2

These new feaures represent a probability that a text
block isin given language (Czed in our experiment).
We used our own implementation o two Language ID
approadhes. (Beesley, 1988 and (Cavnar and Trenkle,
19949,

Document-related features
pasition
This feaure refleds a relative pasition o the block
in the document (courted in blocks, nat bytes). The
rationale behind this fedure is that parts close to the
beginning and the end o documents usually contain
noise.
document.word-court, document.sentence-court,
document.block-court

This feaure represents the number of words, sen-
tences and text blocks in the document.

document.max-div-group, document.max-td-group

The maximum over al div-groupword-ratio and a
maximum over al td-groupword-ratio feaures. This
alows us to express”fragmentation” of the document
— documents with alow value of one of these fedures
are composed of small chunks of text (e.g. web bu-
letin boards).

4. TheAnnotation Tod

In order to enable fast and efficient annatation o the web
page text blocks we developed a new anndation toa. Our
aim was to offer aposshility to seethe web pagein asimi-
lar fashionto regular web browsing. Thisgrealy simplifies
the processof seledion o the most important parts of given
web page and dstinguishing important text passages from
other page sedions.

Our annaationtod is a dient—server based applicaion us-
ing common web browser and JavaScript for the web page
annaation onthe dient side and PHP based server applica
tion for serving peges to the dient and storing current user
annaation judgments.

Thetod acceptseither alist of HTML pagesfor annatation
or alist of URLsto bedownloaded andanndated. A simple
pre-processng is applied for every web page before it can
be anndated: al JavaScript is dripped and links are dis-
abled so that annaator canna acddently exit current web
page.

The anndation processis quite straightforward (see Fig-
ure 1): user chocses a label seleding appropriate button
and marks text blocks by clicking onthe beginning and end
of the text sedion to be marked. Different colors are used
for every annatation label. Current annaation mark-up is
stored onthe server and can be eaily retrieved and merged
into the original HTML document when the anndation is
finished.

We foundthat using a web browser for annaation signif-
icantly improves the anndation speed compared to using
word processor or simpletext based selediontod. Thema
jor speed upisdueto thefad that not al t he blocks must be
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Figure 1: The annaation todl: browser window is 9lit i nto two parts: narrow upper frame is used for annaation control,
lower frame contains the page to be annatated. Current annaationis shown using dfferent colors for every label.

judged and annatated — remaining urennaated blocks are
implicitly clasdfied as other. Our voluntee anndator was
ableto achieve speed of 200web pages per hour.

5. Evaluation
5.1. Data preparation

In order to perform the deaning task, we have to train the
Condtional Randam Fields algorithm on the data from pre-
annaated web pages. For trainingand evaluation pupases,
we seleded a randam sample of 2 000web pages from the
data set downloaded using the Egathor search engine roba
(Galambos, 2006 from the Czed web damain (.c2).
Large propation o downloaded pages contains only
HTML mark-up with nore or very small amount of tex-
tual information (root frames, image gallery pages, etc.).
In addition, many pages use invalid charadter encoding o
contain large passages in alanguege diff erent from our tar-
get language. In order to exclude such pages from further
processng, we gply aLanguage ID filter. Each pageisas-
signed a value which can be interpreted as a probability of
the page beingin Cze. Pagesnat likely to bein Czedt are
discarded. We used ou own implementation o Language
ID methods by Beesley (1988 and Cavnar and Trenkle
(1994. Out of 2 000web pages, only 907 were acceted
as reasonable documents containing nontrivial amourt of
Czed text.

All documents were anndated using our HTML annda
tion tod described in the previous sdion. We provided
only short annaation gudelines, discouraging a markup o
short, incomplete sedions of the text (product descriptions,
lists of items, discusgons) and orly marking headlines be-
longngto already seleded text sedions. All non-annaated
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text blocks are mnsidered to be labeled as other.
According to the annatation, only 271 (29.9%) documents
contained text blocks with useful content (text and headers)
to be preserved. Complete overview of the label distribu-
tioncan be foundin Table 1.

[ label | court % |
header 1009 114
text 5571 632
other 81528 9253
total 88108 10000

Table 1: Label distribution in the development data set.

5.2. Experimentsand Results

Following ou experiencefrom the CLEANEVAL 2007we
foundthat computation o Levensthein algorithm for eval-
uation o cleaning results is usualy very expensive. Our
approach of labeling consequent text blocks auggests an
accuracy as a measure of successfor our task — the ratio
of corredly assgned labels. If we do nd want diff erentiate
between blocks labeled as text or header (they are equally
goodfor our purposes and we would like them to be in-
cluded in our corpus) we can use dso unlabeled acarragy.

In ou first experiment we used 271 manualy annaated
pages containing at least one content block (labeled either
as text or header). Runring a 10-fold crossevaluation on
such data we were &ble to achieve acaracy of 91.13% and
unlabeled acarracy of 92.23%. Thisnumber, however, does
not tell much about quality of cleaning because of the dis-
crepancy in propartion o content (text, header) and ndase



(other) blocks in our data (seetable 1) which could be ex-
peded also in red pages downloaded from the web. A triv-
ial agorithm assggning other label to al blocks performs
with acarracy even higher (92.53)%.

Precision and Reall

In such cases, using predsionandrecall measureswould be
more gpropriate. We do nd diff erentiate between blocks
labeled astext or header (they are equally goodfor our pur-
poses and we would like them to beincluded in our corpus)
and define predsion and recall as foll ows:

s THcorred
Preason= ———
THiabeled

THcorrecI
Reall = ——————
THanndated

where THeorreq refersto anumber of corredly labeled con-
tent blocks 8, THjapaeq iS the total number of labeled con
tent blocks and THannaated 1S the total number of al blocks
annaated as content blocks (text or header).

Predsion and recdl scores of our first experiment are
shown inthefirst column of thetable bell ow. We can exped
the pagesto be deaned with 80.75% predsionand 7988%
recdl, i.e. 19.25% of blocks in the deaned data ae noise
and we miss21.12% of content blocks that shoud be pre-
served.

[ usingLangD | no yes |
Text/Header/Other
Accuragy 91.13 9082
Text+Header/Other
Acauragy 9223 9184
Predsion 80.75 8380
Recdl 79.88 7295

Table 2: Effed of Language ID fedures.

Language | D features

In the next experiment we evaluated the Language ID fea
tures newly used by the CRF comporent of our system and
representing probability that a text block is in given lan-
guage (seesedion 32.). Asit can be seen in the second
column of Table 2, using these feaures we were ale to
increase the predsion upto 83.8%.

Balancing Precision and Reall

The huge number of texts avail able on the web even for
relatively rare languages such as Czed, enables usto focus
onaquisition o high quality dataonly. In other words, we
prefer high-predsion cleaning procedure to the high-recdl
ore.

While CRF algorithm does nat off er adired methodto fine-
tune predsion and recdl trade-off, we propose an dterna-
tive gpproach to achieve this. For every block, it ispossble

8Text blocks mislabeled as header and \ice versa ae courted
too.

to oltain marginal probability asdgned to all possble la
bels. In common sequence-labeling scenario, the label with
highest probability wins, not matter what is a distribution
of other labels' probabilities. In order to achieve higher
predsion, we only allow tex and header labels to win if
probability of other label isunder given threshold. Figure 2
ill ustrates, that we ae redly able to achieve abitrary pre-
cision by gving preferenceto the other label.

1.0

0.8
Il

0.6
Il

0.4

0.2

—— Precision
- = Recall

T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5

'Other’ threshold

Figure 2: Predsion and recdl graph oliained by setting
the threshdd value of other label in the interval [0, 0.5].
Default value of the threshdd is 0.5.

[ training ceta size(documents) [ 271 907 |
Text/Header/Other
Accuragy 9113 9592
Text+Header/Other
Accuragy 9223 9615
Predsion 80.75 7478
Recdl 79.88 6695

Table 3: Results of 10-fold crossevaluation on 271anno
tated dacuments (containing at least one block marked as
text or header) and entire set of 907 anndated dacuments.

Thelast experiment we performed was a comparison o two
systems: the one &s in the first experiment trained on the
271 manudly annaated pages containing at least one con-
tent block (labeled either as text or header) and the other
(morered) onetrained onall 907manually anndtated pages
that passed the Language ID test. The performanceof these
two systems can be compared orly intermsof predsionand
recdl (the number of content blocks remains the same, but
number of the noise blocksismuch higher for thelatter sys-
tem). Asitis shown in Table 3 the additiona low quality
data alded to the second systems sgnificantly hurt its per-
formance Predsion dropped from 80.75% to 74.78% and
recdl from 79.88% to 6695%. We can conclude that the
predeaning step where the low-quality web pages (naviga-
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tional, image-only, etc.) are removed completely, shoud be
improved.

The spedl of the deaning tod is abou 3.5 pages (80 kB)
per second Approximate time for cleaning entire web data
set we have (30 milli on web pages) is 10 days on 10com-
mon CPU cores. We didn't perform this task yet, though

6. Conclusion and Further Work

We presented a complete solution for cleaning the web
pages content, including annaation tod and evaluation
metrics. However, this is gdill an ongong work and we
will continue in reseach of this chalenging task. Cur-
rent versions of our todls are available for download at
http://ufal.mff.cuni.cz/victor/ .

In the nea future, we would like to focus also onred ap-
plicaions — to compare traditional corpora with our web-
based corpus using a task that requires large textual data.
For Czed, we propcse an experiment to compare perfor-
mance of Czed part-of-speed tagger trained using ursu-
pervised training (Spoustova, 2008 on the data obtained
from the deaned web pages and data from the Czeth Na-
tional Corpus (Institute of Czed National Corpus, 2005.
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