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Abstract. We present a method for automatic query expansion for
cross-lingual information retrieval in the medical domain. The method
employs machine translation of source-language queries into a document
language and linear regression to predict the retrieval performance for
each translated query when expanded with a candidate term. Candidate
terms (in the document language) come from multiple sources: query
translation hypotheses obtained from the machine translation system,
Wikipedia articles and PubMed abstracts. Query expansion is applied
only when the model predicts a score for a candidate term that exceeds
a tuned threshold which allows to expand queries with strongly related
terms only. Our experiments are conducted using the CLEF eHealth
2013–2015 test collection and show significant improvements in both
cross-lingual and monolingual settings.

1 Introduction

In Cross-lingual Information Retrieval (CLIR), search queries are formulated in
a language which differs from the language of documents. Machine Translation
(MT) of queries into the document language is a common method which reduces
this task into monolingual retrieval [19]. In this work, we tackle the vocabulary
mismatch problem which occurs when MT fails to select the most effective query
translation option and subsequently, a term-matching IR system fails to retrieve
relevant documents because the terms in the translated query and terms in the
relevant documents do not match.

The proposed method is based on a simple linear regression model that
predicts the retrieval performance for each candidate expansion term when com-
bined with a query translated by a Statistical Machine Translation (SMT) sys-
tem. The model features are obtained from the SMT system, external document
sources (Wikipedia, PubMed) and information from the document collection.
The model is used to score each term from a candidate pool and those scored
above a (pre-trained) threshold are automatically added to the translated query.
As a result, the queries are expanded with strong candidates only. If no strong
candidates are available, the queries remain unchanged. This prevents perfor-
mance drop caused by adding irrelevant terms to the query.
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The work presented in this paper is focused on cross-lingual retrieval in the
domain of medicine and health. The experiments were conducted using the CLEF
eHealth 2013–2015 IR collection. The method, however, is domain-independent
and can be used in monolingual retrieval too (after excluding the cross-lingual
features). Our results demonstrate a significant improvement over the baseline
system which exploits plain query translation using a domain-adapted SMT
system. In the monolingual setting, our model significantly outperforms both the
monolingual baseline system (no expansion) and the standard Kullback-Leiber
divergence (KLD) method for automatic query expansion.

2 Related Work

2.1 Query Expansion

Web search user queries tend to be short. The average web search query length, as
reported by Gabrilovich et al. [9], is about 2.5 terms. The information represented
in these terms might be too brief and/or vague. This is considered to be a
challenge for IR systems that follow the term-matching approach, since they fail
to find relevant documents which do not contain the terms specified in the query.
Query expansion (QE) can be done automatically, or by interaction with users
(e.g. selecting one or more terms to be added to the query), which is known as
interactive query expansion [12]. In this study, we will focus on automatic query
expansion.

Blind Relevance Feedback (BRF) is one of the most popular techniques for
QE, also known as pseudo-relevance feedback [33]. First, an initial retrieval is
conducted using the base query and top m ranked documents are selected as a
source for term candidates. Then each term in these documents is scored using
some approaches like a combination of its frequency (TF) in these documents and
its inverse document frequency (IDF) in the collection. Finally, the highest scored
m terms are added to the base query and a final retrieval is done. However, there
is a risk when following this approach because one or more of these m documents
might be irrelevant; thus, adding terms from these documents might drift the
information away from the intended one. QE can have significant improvement
on one of the main evaluation metrics (such as MAP (mean average precision),
precision at 10 documents, or recall) and degrades the others; thus, the use of QE
should consider the context of the IR application when using query expansion
[13]. Pal et al. [26] employed WordNet to weight a candidate term and measure its
usefulness for expansion. They leveraged the similarity score of the top retrieved
documents using BRF assumption, and excluded terms from WordNet which
do not appear in these documents. They calculated different similarity scores
between the query term and the candidate term based on term distribution in
the document collection. Then they linearly combined these scores to select the
weights of the expansion terms. This approach brought an improvement over
the use of base queries on multiple TREC collections. Ermakova and Mothe
[8] used local context analysis by choosing terms which surround query terms
from documents that are retrieved from the initial retrieval. They assumed that
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document terms which appear closely to query terms are more likely to be good
candidates for expansion. They experimented their approach on TREC Ad-Hoc
track datasets from three years (1997–1999)1 and the WT10G dataset [5]. Cao
et al. [3] showed that when QE is based only on term distribution, it can not
distinguish good terms, which will improve the IR performance, and bad terms
which will harm it. They presented a classification model that is integrated into
a BRF method. It uses features from the collection to predict the usefulness of
the expansion terms and select only the good ones.

2.2 Query Expansion in Cross-Lingual Information Retrieval

Cross-lingual Information Retrieval (CLIR) enables users to search in a col-
lection that is different than their language. In order to conduct a retrieval
that is based on term-matching, both documents and queries should be repre-
sented in one language [24]. Query-translation is the most common approach in
CLIR, wherein user queries are translated into the document language and then
a monolingual retrieval is conducted. Popular machine translation techniques
struggle translating short queries because of the lack of linguistic information
that is required to solve ambiguity, which eventually causes information loss in
the translated queries [32]. Query expansion in CLIR helps to solve this issue by
adding relevant terms to the translated queries. Chandra and Dwivedi [4] used
Google Translate2 to translate queries from Hindi into English in the FIRE 2008
dataset. Then, they did an initial retrieval using the translated queries and cre-
ated a set of candidate terms. They applied different methods for term selection.
They found that adding the term which has the lowest frequency in the top 3
ranked documents gave the best result.

2.3 Query Expansion in Medical Information Retrieval

Query expansion in the medical domain is considered to be a more difficult
task. Approaches which work on the general domain might not work perfectly
when applied in the medical domain. Nikoulina et al. [21] reported that simply
merging the top 5 scored translation hypotheses (as a special QE approach) to
create queries in the CLIR task outperformed the baseline system in the general
domain data. However, the same approach did not work when tested on the
medical domain [34]. Kullback-Leiber Divergence (KLD) for query expansion
(explained in Sect. 3.4) failed to outperform the baseline system (using initial
queries) during the CLEF 2011 medical retrieval task [16]. Choi and Choi [6] used
Google Translate to translate the queries into English (from Czech, French and
German) during their participation in the CLEF eHealth 2014 CLIR task [10].
Then, they annotated each query with medical concepts using MetaMap [2], and
the top scored concepts were added to the original query. Finally, they weighted
the original query and the expanded query with 0.9 and 0.1 respectively. Query

1 https://trec.nist.gov.
2 http://translate.google.com.
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expansion approach outperformed their baseline system by 18% for Czech, 4% for
German and 4% for French. Liu and Nie [18] participated in the monolingual task
of CLEF eHealth 2015 [11], and presented a system which expanded queries with
UMLS [15] concepts and terms extracted from Wikipedia articles. Authors claim
that Wikipedia abstracts are similar to the way that users pose queries (more
generic), while the titles of Wikipedia articles contain medical terms. However,
using only Wikipedia to expand the queries did not help. Only a system that
combined Wikipedia with MetaMap [2] improved the baseline system. Employing
MeSH (Medical Subject Heading)3 for QE was investigated thoroughly. Wright
et al. [39] presented a simple method that expands queries with five synonyms
from MeSH. Nunzio and Moldovan [23] expanded a query with one MeSH term
that is related to the base query, when there was more than one MeSH candidate
term, they created multiple expanded queries, then for each expanded query, they
conducted retrieval and merged the retrieved documents by different approaches
like averaging document scores or summing them.

Word embeddings became a well-known technique in representing terms in
high dimensional vectors. This allows estimating semantic and syntactic sim-
ilarities between terms. Term vectors can be generated using famous models
like word2vec [20] and Glove [31]. The main idea is to expand the query with
terms that are semantically related and appear in a position close to the query
terms [22,40,41]. Multiple researchers confirmed that embeddings models that
are trained on medical data like PubMed articles are not significantly better
than those which are trained on general domain data, such as news [42].

3 Experimental Setting

3.1 Test Collection

The training and evaluation data used in our work is described in [36]. It is
adopted from the IR tasks of the CLEF eHealth Lab series 2013–2015 [10,27,38].
The document collection is taken from the IR task in 2015 eHealth Task 2:
User-Centred Health Information Retrieval [11], and consists of about 1.1 mil-
lion web pages (documents) crawled from various medical-domain websites. We
cleaned the documents using HTML-Strip Perl module4. We did not perform any
preprocessing (stemming, lemmatisation) since it showed degrading in our previ-
ous experiments. The query set contains 166 items used during the three years
of the CLEF eHealth IR tasks as test queries. The queries were originally created
in English and then manually translated into seven languages (Czech, French,
German, Spanish, Swedish, Polish, and Hungarian) to allow cross-lingual experi-
ments. As proposed in [36], we used 100 queries for training the model parameters
(feature weights, term selection threshold, IR model parameters) and 66 queries
for testing (measuring retrieval performance). See Table 1 for query examples
and [36] for additional details.

3 https://www.nlm.nih.gov/mesh.
4 http://search.cpan.org/dist/HTML-Strip/Strip.pm.
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Table 1. Query samples from the extended CLEF eHealth test collection.

Query id Query title

2013.02 Facial cuts and scar tissue

2013.41 Right macular hemorrhage

2013.30 Metabolic acidosis

2014.04 Anoxic brain injury

2014.21 Renal failure

2014.17 Chronic duodenal ulcer

2015.08 Cloudy cornea and vision problem

2015.59 Heavy and squeaky breath

2015.48 Cannot stop moving my eyes medical condition

3.2 Machine Translation of Queries

In our experiments, we employ a statistical machine translation (SMT) system
for query translation. This system was developed under the Khresmoi project
[7]. It is based on Moses [17], a state-of-the-art phrase-based system, trained on
a combination of in-domain (EMEA, PatTR, COPPA, UMLS, etc.) and general-
domain (e.g., EuroParl, JRC Acquis and News Commentary corpus) resources.
The system employs several special features [28] that allow for optimal trans-
lation of medical search queries. For an input text, an SMT system produces a
list of translation hypotheses ranked by their translation quality, the best one is
referred to as 1-best translation. In this research, we employ seven SMT models
to translate queries from Czech, German, French, Hungarian, Polish, Spanish
and Swedish into English.

3.3 Baseline Retrieval System

Our baseline CLIR system is designed as follows: The non-English queries are
translated into English (using 1-best translations produced by the SMT system
described above) which reduces the CLIR task into a monolingual IR task. For
indexing and retrieval, we use Terrier, an open source search engine [25], and its
implementation of the language model with Bayesian smoothing with Dirichlet
prior [37]. The default value of the smoothing parameter μ is set to 2500 (this has
been proven to work well in our previous work [35]). For comparison purposes, we
also report results of a monolingual system which employs the English (reference)
translations of the queries. It sets a theoretical maximum which a CLIR system
can reach when a query translation is completely correct.

Retrieval results are evaluated by the standard trec eval tool5 using two eval-
uation metrics: precision at top 10 documents (P@10 ) which is used as the main
evaluation measure in our work, and preference-based measure BPREF which

5 http://trec.nist.gov/trec eval.
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considers if the judged relevant documents are ranked above the judged irrele-
vant ones. Statistical significance tests are performed using the paired Wilcoxon
signed-rank test [14], with α set to 0.05.

3.4 KLD Query Expansion

To compare our query expansion method with other approaches, we report the
results of Kullback-Leiber Divergence (KLD) for query expansion as it is imple-
mented in Terrier [1]. In KLD, the top n ranked documents (pseudo-relevant
documents) are retrieved using the base query, then each term in these docu-
ments is scored by the equation below, where Pr(t) is the probability of term t
in the pseudo-relevant documents, and Pc(t) is the probability of term t in the
document collection c. Finally the top m scored terms are added to the base
query and a final retrieval is done using the new expanded query.

Score(t) = Pr(t) · log

(
Pr(t)
Pc(t)

)

We set n and m to 7 and 2 respectively by grid-search tuning (using the mono-
lingual English training queries) as shown in Fig. 3.

4 Term Selection Model

The proposed CLIR query expansion method is performed in four steps. First, a
set of candidate terms (candidate pool) are collected from various sources. Sec-
ond, each term from the candidate pool is assigned a vector of features describing
its potential to identify relevant documents. Third, the features are combined
in a regression model to score each candidate term. Finally, terms with scores
exceeding a given threshold are selected to expand the query. Figure 1 shows the
architecture of our presented model in detail. The following sections explain the
term selection process.

4.1 Candidate Pool

Three sources of candidate terms are considered in our experiments:

Machine Translation (MT). For each source query, we collect all the terms
from the 100 highest-scored translation hypotheses as produced by the SMT
system. The motivation behind this is based on the fact that the transla-
tion hypotheses might contain alternative translations of query terms (syn-
onyms/other related terms).

English Wikipedia (Wiki). The base query (1-best translation) is used to
retrieve articles from an indexed Wikipedia collection. Only titles and abstracts
are used to build the index following the same settings as in our baseline model.
The titles of the top 10 ranked retrieved articles are added to the expansion pool.
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Fig. 1. System architecture overview.

The use of Wikipedia titles is to tackle the challenge when users pose a query
in the medical domain using non-medical terms by describing the symptoms of
a specific disease. Disease names usually appear in the title and their symptoms
are described in the abstract [18].

PubMed. We also enrich the candidate pool with terms from the PubMed arti-
cles [30] following the settings as the Wikipedia articles. PubMed articles (both
abstracts and titles) are indexed, then the top 10 ranked articles are retrieved
using the 1-best translation as a base query and added to the candidate pool.

4.2 Feature Set

Each term from the candidate pool is described by a set of features designed to
reflect the term’s usefulness for expansion:

IDF, which is calculated in the document collection.

Translation pool frequency, i.e. the frequency of the term in the 100 highest-
scored translation hypotheses as produced by the SMT system. When a term
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appears in multiple hypotheses, this means that the probability of being a rele-
vant translation to one of the terms in the original query is high. This feature is
excluded in our monolingual QE model.

Wikipedia frequency, i.e. the frequency of the term in the top 10 Wikipedia
articles retrieved from the Wikipedia index using the 1-best translation as a base
query.

Retrieval Status Value (RSV), which is the difference of the RSV value
(the score of the Dirichlet retrieval model) of the highest-ranked document
retrieved using the base query, and the RSV value of the highest-ranked doc-
ument retrieved using the base query expanded by the candidate term. This
feature tells us the contribution of the candidate term to the RSV score.

Query similarity, i.e. an average similarity between a candidate term tm and
the query term obtained using a pre-trained model of word2vec embeddings on 25
millions articles from PubMed6. First, we get the word embeddings for each term
in the original query and we sum those embeddings to get a vector that represents
the entire query. Then we take the embeddings for tm, and calculate the cosine
similarity between the query vector and the tm vector. It is important to point
out here that choosing terms that are similar to each term of the query caused
significant drift in the information need, for example: mother was suggested as
a similar term to baby, and white as a similar term to black.

Co-occurrence frequency, the co-occurrences of a candidate term tm and the
query terms ti ∈ Q indicates how likely tm is related to the original query Q, we
sum up the co-occurrence frequency for each term in query Q and the candidate
term tm in all documents dj in the collection C, as shown below:

co(tm, Q) =
∑

dj∈C,ti∈Q

tf(dj , ti)tf(dj , tm)

Term frequency, first, we perform retrieval from the collection using a query

that is constructed from the 1-best translation, then we calculate the term fre-
quency of a candidate term tm in the top 10 ranked documents from the retrieval
result.

UMLS frequency, this feature represents how many times a term appeared in
the UMLS lexicon [15], as an attempt to give more weight to the medical terms.

4.3 Regression Model

The term selection model is based on linear regression. Training instances are
candidate terms for the training queries after translating those queries from all
seven languages into English. Each term t from a candidate pool of a given query
is assigned a value computed as the difference of P@10 obtained by the base-
line query (1-best-list translation) and P@10 obtained by the expanded baseline
6 https://www.ncbi.nlm.nih.gov/CBBresearch/Wilbur/IRET/DATASET/.
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Fig. 2. Tuning KLD parameters, number of documents (N) and number of expansion
terms (M) on the monolingual queries.

query with the term t. Expansion terms increasing P@10 for the given query
are assigned positive values, terms decreasing P@10 are assigned negative val-
ues, and terms without any effect on the retrieval performance for that query are
assigned zero. The purpose is to expand the queries with terms that can improve
the performance, rather than terms that harm the performance. The feature vec-
tors are centered and reduced. This is done independently on each feature on
the training set, then we use the scaler coefficient to standardise the test set.
We consider P@ difference as the objective function, and we use the proposed
feature set to train the model. Linear Regression (LR) models the relationship
between the dependent variable (P@10 in our case) and the regressors x (term
feature values).

We use ordinary least squares linear regression as it is implemented in scikit
package [29]. There might be one or more good candidate terms for expansion.
To select these terms, we set a threshold value for the predicted score. The
threshold value is tuned on the training set for all languages as shown in Fig. 3.
All terms which have a score equal or higher than the threshold are added to
the base query. This allows us to avoid expanding queries with irrelevant terms.

5 Experiments and Results

Results of all experiments for the seven languages are presented in percent-
ages in Table 2 (in terms of P@10) and Table 3 (in terms of BPREF). For each
language, the underlined score denotes the best result, and the scores in bold
refer to results which are not significantly different (given the Wilcoxon signed-
rank test) from the best (underlined) score. TS refers to the proposed QE tech-
nique based on term selection, and the text in the brackets denote the candidate
term sources: machine translation (MT) hypotheses, Wikipedia titles (Wiki),
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Fig. 3. Tuning threshold for term candidate selection based on their predicted scores.

and PubMed articles (PubMed). The monolingual experiment (exploiting the
reference English queries) sets a theoretical upper-boundary for the results of
the CLIR experiments. It is 53.03 in terms of P@10 and 39.94 in terms of
BPREF. (These values hold for all the languages since the reference trans-
lations of the source queries are the same). Monolingual+KLD refers to the
result of the KLD-based query expansion applied to the reference translations
of the queries. In terms of P@10, the result went down substantially. This can
be explained because either the indexed documents are not good enough as a
source of candidate expansion terms, or because there is no criteria to prevent

Table 2. Experiment results in terms of P@10 (percentage)

System/query language CS FR DE ES HU PL SV

Monolingual 53.03 53.03 53.03 53.03 53.03 53.03 53.03

+KLD 48.18 48.18 48.18 48.18 48.18 48.18 48.18

+TS(PubMed) 55.76 55.76 55.76 55.76 55.76 55.76 55.76

Baseline 47.27 48.03 44.24 46.97 45.91 42.12 40.00

+KLD 39.85 45.76 38.33 42.12 42.12 39.24 36.36

+TS(MT) 47.42 48.03 43.03 46.82 46.21 42.42 41.52

+TS(Wiki) 44.85 44.70 43.03 43.18 47.12 41.06 39.70

+TS(PubMed) 50.15 47.12 43.33 45.30 43.48 37.58 36.52

+TS(MT ∪ Wiki) 52.58 49.55 47.12 48.33 47.88 42.42 41.52

+TS(MT ∪ PubMed) 50.30 48.79 45.45 48.03 42.73 38.48 34.85

+TS(MT ∪ Wiki ∪ PubMed) 52.12 48.94 45.45 47.42 47.58 43.18 41.21
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Table 3. Experiment results in terms of BPREF (percentage)

System/query language CS FR DE ES HU PL SV

Monolingual 39.94 39.94 39.94 39.94 39.94 39.94 39.94

+KLD 41.22 41.22 41.22 41.22 41.22 41.22 41.22

+TS(PubMed) 41.41 41.41 41.41 41.41 41.41 41.41 41.41

Baseline 36.79 35.65 35.38 37.24 37.08 33.77 20.94

+KLD 36.21 38.34 34.84 39.64 36.59 34.33 32.11

+TS(MT) 36.80 35.49 35.64 37.05 37.03 33.92 33.38

+TS(Wiki) 36.82 36.10 36.09 36.17 38.77 33.82 34.23

+TS(PubMed) 39.16 38.14 39.15 39.47 36.87 33.51 33.78

+TS(MT ∪ Wiki) 40.49 38.82 40.86 37.93 36.95 33.92 33.38

+TS(MT ∪ PubMed) 38.90 37.63 36.09 38.87 36.57 34.16 33.67

+TS(MT ∪ Wiki ∪ PubMed) 40.21 37.15 36.02 37.93 37.70 33.86 32.98

Table 4. Precision (percentage) of selected terms manually checked by a medical expert
(first raw) and with respect to the terms that appeared in the reference English queries
(second raw)

Measure/query language CS FR DE ES HU PL SV

Precision w.r.t. manual judgments 87.60 89.33 90.84 87.50 96.43 90.91 87.50

Precision w.r.t. reference translations 21.49 14.04 13.74 25.00 21.43 36.36 12.50

expanding some queries with low scored term candidates. The proposed term
selection (TS) method applied to the monolingual retrieval (using PubMed only
as a source of candidate terms) seems to be much more promising. The P@10
score is as high as 55.76. This system improved the results for 13 queries and
degraded 4 queries. The rest of the queries did not change due to the low scores
of candidate terms as predicted by the model. In terms of BPREF, both KLD
and TS bring a small improvement which is not statistically significant. P@10
scores of the CLIR baseline systems (exploiting 1-best translation) range between
40.00 and 48.03 depending on the query language. The KLD-based expansion in
CLIR brings the scores even lower (36.36–45.76) which is in line with the mono-
lingual expansion experiments. Though, for some queries (10 on average), P@10
improved, and results for more queries (20 on average) degraded. The proposed
term selection experiments show consistent improvement over the baseline. The
best system uses terms from MT and Wiki for expansion. Samples of queries that
are improved by this system are shown in Table 5. The CLIR system improved
21 queries in Czech, 18 in French, 14 for German and 11 in Spanish, 10 queries
in Hungarian, 2 queries in Polish, and 3 queries in Swedish. While it degraded
11 queries in Czech, 12 in French, 11 in German, 4 in Spanish, 5 queries in Hun-
garian, 2 queries in Polish, and 2 queries in Swedish. The performance of the
rest of the queries did not change. The average result in Czech is very close to



518 S. Saleh and P. Pecina

Table 5. Examples of queries from different systems including Mono (ref ), Baseline
(base), and expansion terms to the baseline query (QE). The scores in parentheses
refer to query P@10 scores in percentages

Query: 2015.18 (Czech)
ref: poor gait and balance with shaking
(50.00)
base: bad posture and balance with tremor
(60.00)
QE: poor balanced shaking (70.00)
Query: 2014.21 (French)
ref: white patchiness in mouth (10.00)
base: renal impairment (00.00)
QE: kidney disease function dysfunc-
tion failure insufficiency deficiency poor
(30.00)

Query: 2013.11 (German)
ref: chest pain and liver transplantation
(50.00)
base: breast pain and liver transplantation
(10.00)
QE: chest hepatic graft thoracic (40.00)
Query: 2014.11 (Spanish)
ref: Diabetes type 1 and heart problems
(40.00)
base: type 1 diabetes and heart problems
(40.00)
QE: cardiac disease (60.00)

Table 6. Examples of queries degraded in the QE approach (QE) with respect to
Mono (ref ), Baseline (base), the scores in parentheses refer to query P@10 scores in
percentages

Query: 2013.41 (Czech)
ref: right macular hemorrhage (60.00)
base: amacular bleeding right (70.00)
QE: hemorrhage haemorrhage side blood
(30.00)
Query: 2013.41 (French)
ref: right macular hemorrhage (60.00)
base: macular hemorrhage right eye
(80.00)
QE: eyes haemorrhage hemorrhagic bleed-
ing (50.00)

Query: 2015.65 (German)
ref: weird brown patches on skin (10.00)
base: strange brown spots on the skin
(40.00)
QE: spot patches cutaneous patch (10.00)
Query: 2014.31 (Spanish)
ref: Acute renal failure (80.00)
base: acute renal failure (80.00)
QE: kidney disease (60.00)

the monolingual performance. Table 6 shows examples of queries that degraded
in the TS(MT∪Wiki) system.

For further analysis of the expansion quality, we report in Table 4 the per-
centage of relevant expansion terms calculated by the two methods. In the first
method, we provided a medical doctor with query titles, their narratives (to
understand the topic for each query) and the expansion terms as suggested
by the TS(MT∪Wiki) system. We asked them to identify the expanded terms
whether they are relevant to the topic or not. The second method is an auto-
matic evaluation that is done by checking if the expansion terms exist in the
reference queries. For example in the Czech system, 78.51% of the expansion
terms did not appear in the reference query; however, we could not tell if they
are relevant or not. In contrast, when checked by a medical doctor, it appeared
that only 12.4% of them are irrelevant to the topic.
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6 Conclusion

In this work, we have addressed the problem of automatic query expansion for
cross-lingual information retrieval as an attempt to improve the information rep-
resented in user queries. The presented model is based on machine translation
of queries from a source language to a document language and machine learn-
ing to predict relevant expansion terms from a rich source of term candidates.
The feature set is based on information derived from the collection, external
resources (Wikipedia and PubMed articles), and word-embeddings. Fine-tuning
the threshold value of the term predicted score helps to expand queries only when
there is a good candidate. This prevents expanding queries when candidate terms
are irrelevant to the topic. Our evaluation has shown that our approach helps
significantly improving the baseline system in cross-lingual and mono-lingual
settings.
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