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1 Introduction
Natural language generation (NLG), a conversion of an abstract meaning rep-
resentation into a natural language utterance, is an integral part of various
natural language processing (NLP) applications, including spoken dialogue
systems (SDSs) – computer interfaces allowing users to perform various tasks
or request information using spoken dialogue. In SDSs, the task of NLG is
to convert an abstract representation of the system’s response into a natural
language sentence, which is read to the user using a text-to-speech synthesis
module. NLG is thus responsible for accurate, comprehensible, and natural
presentation of information provided by the SDS and has a significant impact
on the overall perception of the system by the user.

The main motivation for this work has been the relative lack of statistical
approaches in NLG for SDSs that are practically usable: The adoption of statis-
tical NLG in SDSs mostly remained limited until very recently, and the NLG
component was often reduced to a simple template-filling approach. Although
statistical approaches to NLG have advanced greatly during the past year or two
with the advent of neural network (NN) based systems, they still leave room
for improvement in terms of naturalness, adaptability, and linguistic insight.

1.1 Objectives and Contributions
The main aim of the present thesis is to explore the usage of statistical methods
in NLG for SDSs and advance the state-of-the art in naturalness and adapt-
ability. We focus on enabling fast reuse in new domains and languages, and
we aim at adapting the structure and lexical choice in generated sentences to
the communication goal, to the current situation in the dialogue, and to the
particular user (e.g., by aligning vocabulary to the expressions uttered by the
user). This work thus not only brings a radical improvement over NLG systems
based on handwritten rules or domain-specific templates, but also represents
an important contribution to recent works in statistical NLG by experimenting
with deep-syntactic generation, multilingual NLG, and user-adaptive models.

Our experiments, and also the main contributions of this thesis, proceed
along the following key objectives:

A) Generator easily adaptable for different domains. We create a generator
that can be fully and easily retrained from data for a given domain. Unlike
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previous methods, our generator does not require fine-grained alignments
between elements of the input meaning representation and output words and
phrases. We will show two different novel approaches to NLG trainable from
unaligned data.

B) Generator easily adaptable for different languages. We adapt a rule-
based surface realizer to a new language and simplify it by introducing statistical
components. In addition, we experiment with fully statistical NN-based NLG
on both English and Czech for the first time.

C) Generator that adapts to the user. We create a first fully trainable context-
aware NLG system that is able to adapt the generated responses to the wording
and syntax of the user’s requests.

D) Comparing different NLG system architectures. We experiment with
both major approaches used in modern NLG systems, pipeline (separating
high-level sentence structuring from surface grammatical rules) and joint (end-
to-end), and we compare their results on the same dataset.

E) Dataset availability for NLG in SDSs. We address the limited availability
of datasets for NLG in task-oriented SDSs by collecting and publicly releasing
two different novel datasets: the first dataset for training context-aware NLG
systems and the first Czech NLG dataset.

2 State of the Art: Adaptive Methods in
NLG

In this chapter, we give an introduction into the problem of NLG and briefly
discuss previous architectures and available training datasets.

In general, NLG is defined as the task of presenting information in natural
language: Given input data and a communication goal (e.g., to describe the
data or receive user reaction), the system should produce a natural language
string that is relevant, well-formed, grammatically correct, and fluent (Dale
et al., 1998).

2.1 The NLG Pipeline
The standard “textbook” description of an NLG system (Reiter and Dale, 2000)
involves a pipeline consisting of three main phases:
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1. Content planning – selecting relevant content from the input data and basic
structuring of this content,

2. Sentence planning (also called microplanning) – detailed sentence shaping
and expression selection,

3. Surface realization – linearization of the sentence plan according to the
grammar of the target language.

Most NLG systems follow the standard pipeline more or less closely, but
only a few of them implement it as a whole. Many generators focus only on one
of the phases while using a very basic implementation of the other or leaving it
out completely. NLG systems in SDSs often let the dialogue manager handle
content planning and focus only on sentence planning and surface realization.

Some NLG systems choose to replace the pipeline with a joint, end-to-end
architecture (e.g., Angeli et al., 2010; Mairesse et al., 2010). Both approaches can
offer their own advantages: Dividing the problem of NLG into several subtasks
makes the individual subtasks simpler. A sentence planner can abstract away
from complex surface syntax and morphology and only concern itself with a
high-level sentence structure. It is also possible to reuse third-party modules
for parts of the generation pipeline (Walker et al., 2001). On the other hand, the
problem of pipeline approaches in general is error propagation. In addition,
joint methods do not need to model intermediate structures explicitly (Konstas
and Lapata, 2013).

2.2 Handcrafted and Trainable Methods
Traditional NLG systems are based on procedural rules (Bangalore and Ram-
bow, 2000; Belz, 2005; Ptáček and Žabokrtský, 2007), template filling (Rudnicky
et al., 1999; van Deemter et al., 2005), or grammars in various formalisms. Such
rule-based generators are still used frequently today. Their main advantages are
implementation simplicity and speed, but many rule-based systems struggle to
achieve high coverage in larger domains (White et al., 2007) and are not easy to
adapt for different domains and/or languages. Rule-based systems also tend to
exhibit little variation in the output, which makes them appear repetitive and
unnatural.

Various approaches have been taken to make NLG output more flexible and
natural as well as to simplify its reuse in new domains. While statistical methods
and trainable modules in NLG are not new (cf. Langkilde and Knight, 1998),
their adoption has been slower than in most other subfields of NLP. Several

3



research paths were pursued for statistical NLG in the last decade; most of
them focus on just one of the generation stages or on enhancing the capabilities
of an existing rule-based generator, e.g., by introducing trainable parameters
(Paiva and Evans, 2005; Mairesse and Walker, 2008). Fully trainable statistical
NLG (Mairesse et al., 2010; Angeli et al., 2010) has been rare. Only in the past
year or two, new fully trainable NN-based generators (e.g., Wen et al., 2015b,a,
but also work described in this thesis) have been dominating the field.

2.3 NLG Training Datasets
The number of publicly available datasets suitable for NLG experiments is
rather small, compared to other areas of NLP. Publicly available datasets are
more common in text-based NLG than in NLG for SDSs (Sripada et al., 2003;
Wong and Mooney, 2007; Liang et al., 2009). However, most of text-based NLG
sets assume a content selection step, which is not applicable to our work.

Publicly available corpora for NLG in SDSs have been up until now very
scarce: Mairesse et al. (2010) published a dataset of 404 restaurant recommenda-
tions, which includes detailed semantic alignments (see Section 3.2). Wen et al.
(2015b,a) present two similar sets for restaurant and hotel information domains,
both containing over 5,000 instances but lots of repetition. Similar but larger
and more diverse datasets for laptop and TV recommendation domains have
been released recently by Wen et al. (2016b), who focus on domain adaptation.

3 Decomposing the Problem
This chapter provides a methodological background for all our experiments in
Chapters 4 through 8: it is concerned with a closer definition of the task that
we are solving, as well as with defining some of the basic aims and features
common to all NLG systems developed in the course of this thesis.

3.1 The Input Meaning Representation
Throughout our experiments in this thesis, we use a version of the dialogue act
(DA) meaning representation (Young et al., 2010; Jurčíček et al., 2014; Wen et al.,
2015a). Here, a DA is simply a list of triplets (DA items) in the following form:

• DA type – the type of the utterance or a dialogue act per se, e.g., hello,
inform, or request.
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Figure 3.1: A training data instance for NLG from dialogue acts, with manual
fine-grained alignments, which are not needed for our generators.

• slot – the slot (domain attribute) that the DA is concerned with, e.g.,
departure_time or price_range.

• value – the particular value of the slot in the DA item.

The latter two members of the triplet can be optional (or null). For instance,
the DA type hello does not use any slots or values, and the DA type request uses
slots but not values since it is used to request a value from the user. DA items
with identical DA type are joined in figures for brevity (see Figure 3.1).

3.2 Using Unaligned Data
In all our experiments, we use unaligned pairs of input DAs and output sen-
tences. This simplifies training data acquisition: Previous NLG systems usually
required a separate training data alignment step (Mairesse et al., 2010; Konstas
and Lapata, 2013), and this is now no longer needed since our sentence planners
learn alignments jointly with learning to generate (see Figure 3.1). In addition,
alignments are not decided by hard, binary decisions, which allows for a more
fine-grained modeling.

3.3 Delexicalization
In all our experiments, we use delexicalization – the replacing of some values,
such as restaurant names or time constants, with placeholders (see Figure 3.2).
The generator then only works with these placeholders, which are replaced
with the respective values in a simple postprocessing stage. This helps to reduce
data sparsity issues and improves generalization to unseen slot values since
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inform(name=“Gourmet Burger Kitchen”, type=placetoeat,
eattype=restaurant, area=“city centre”, near=“Tatties (Trinity Street)”,
food=“Cafe food”, food=English)

Gourmet Burger Kitchen is an English and cafe food restaurant in the city centre
near Tatties (Trinity Street).
inform(name=X-name, type=placetoeat, eattype=restaurant,

area=“city centre”, near=X-near, food=“Cafe food”, food=“English”)
X-name is an English and cafe food restaurant in the city centre near X-near.

Figure 3.2: Delexicalization example (from the BAGEL dataset).
From top to bottom: lexicalized DA, lexicalized sentence, delexicalized DA, delexical-
ized sentence. Placeholders in delexicalized items are highlighted.

Figure 3.3: Example t-tree (middle, t-lemmas in black and formemes in purple),
with the corresponding DA (top) and natural language paraphrase (bottom).

the possible number of values for some slots is unbounded in theory, and most
values are only seen once or never in the training data.

Note that delexicalization is different from using full, fine-grained semantic
alignments (see Section 3.2) and can easily be obtained automatically using
simple string replacement rules as the values to be delexicalized occur verbatim
in training data (possibly in an inflected form for Czech, see Chapter 8).

3.4 Separating the Stages
We will explore both approaches to NLG sketched in Section 2.1: two-step
generation with separate sentence planning and surface realization steps and
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joint, end-to-end, one-step direct generation. We believe that both avenues have
their own advantages and disadvantages (cf. Section 2.1), and that both of them
should be explored.

We opted for using sentence plans in the form of simplified deep syntactic
trees (tectogrammatical trees or t-trees) based on the Functional Generative
Description (Sgall et al., 1986) as the intermediate data representation between
the stages (sentence plan) due to three main reasons: t-tree surface realization
is viable and straightforward (Ptáček and Žabokrtský, 2007; Žabokrtský et al.,
2008; see Chapter 4), there are efficient algorithms for projective tree structures
such as t-trees, and automatic domain-independent parsers into t-trees for
several languages are available (Popel and Žabokrtský, 2010).

The t-tree sentence plan structure is a deep-syntactic dependency tree that
only contains nodes for content words (nouns, full verbs, adjectives, adverbs)
and coordinating conjunctions (see Figure 3.3). The nodes maintain surface
word order. Each node has several attributes; the most important ones for our
experiments are t-lemma or deep lemma (base word form of the content word)
and formeme (a morphosyntactic label describing the word form).

3.5 Evaluation Metrics
Several different approaches have been applied to evaluating NLG (Hastie
and Belz, 2014; Gkatzia and Mahamood, 2015): intrinsic, further divided into
automatic scores and human ratings, and extrinsic, such as users’ success in
completing a task based on information provided by the NLG output. In this
work, we limit ourselves to evaluating our systems intrinsically.

Automatic intrinsic NLG evaluation typically uses metrics developed for
machine translation (MT) which are based on word-by-word comparisons
against reference texts, measuring word overlap. This approach is cheap and
fast, but correspondence to human judgments has been disputed (Stent et al.,
2005; Callison-Burch et al., 2006). Manual human evaluation provides a more
accurate estimate of an NLG system’s performance, but requires much more
resources. Both approaches are therefore combined in practice.

For automatic metrics, we use BLEU (Papineni et al., 2002) and NIST (Dod-
dington, 2002) to evaluate our experiments, two of the oldest and arguably the
most widely used metrics for NLG. In addition, we apply a complementary
metric that is only applicable to delexicalized NLG: slot error rate which esti-
mates the number of semantic errors based on counting DA value placeholders
in the generated output (Wen et al., 2015a). For human evaluation, our task
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is to decide which system variant will provide outputs preferable to users.
Therefore, we focus on direct comparisons of outputs generated for the same
input DA, asking users which variant is better/preferred. This promises more
consistent and efficient ratings than using Likert scales or multiple judgment
criteria (Callison-Burch et al., 2007; Koehn, 2010, p. 220).

4 Experiments in Surface Realization
This chapter is an account of our own experiments with surface realization
– generating natural language sentences from t-trees (cf. Section 3.4). Based
on a similar module for Czech, we developed a new general-domain, mostly
rule-based surface realizer for English, which is used in our experiments with
full generation from DAs in Chapters 5 and 6. We also introduced into the
realizer pipeline a new statistical module for morphological inflection (called
Flect) and show that it improves on dictionary-based modules.

4.1 Constructing a Rule-based Surface Realizer
for English

Our English surface realizer was developed within the Treex NLP framework
(Popel and Žabokrtský, 2010), where it mostly adapts Czech realizer pipe-
line modules (Žabokrtský et al., 2008; Popel, 2009, p. 84ff.) and shares their
language-independent code components. It starts from a copy of the input
t-tree, gradually transforming it into a surface dependency tree, which is then
linearized (see Figure 4.1). It handles all the important surface language phe-
nomena: auxiliary words, inflection, word order, agreement, punctuation, and
capitalization.

To evaluate the realizer on a broad domain, we ran a round-trip test: We
first automatically analyzed English texts into t-trees using Treex, then ran
our surface realizer to regenerate texts and evaluated the results using BLEU
score (Papineni et al., 2002) against the originals. On texts from the Prague
Czech-English Dependency Treebank 2.0 (Hajič et al., 2012), the realizer reached
a BLEU of 77.47%. This score is relatively high given that the original is used
as the only reference and even minor deviations are penalized.

Our realizer has been successfully applied in our NLG experiments in Chap-
ters 5 and 6 as well as in TectoMT translation systems translating into English
from Czech, Dutch, Spanish, and Basque (Rosa et al., 2015; Popel et al., 2015).
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Figure 4.1: Rule-based surface realization pipeline example.
The t-tree for the sentence “The cats would have jumped through the window.” is
gradually transformed into a surface dependency tree (a-tree). Uninflected words are
shown in red in a-trees, dependency labels are shown in blue. From the left: (1) mor-
phological attributes are determined, word order and agreement are enforced. (2 and 3)
prepositions and articles are added. (4) auxiliary verbs are added. (5) punctuation is
added, words are inflected, and sentence start is capitalized.

word NNS words+
Wort NN Wörtern+

be VBZ is+
ser V gen=c,num=s,person=3,

mood=indicative,tense=present es+

Neut,Pl,Dat

Figure 4.2: The task of morphological generation is to create a fully inflected
form (right) from a base word form and morphological information (left).

4.2 Statistical Morphology Generation
To simplify surface realizer development, we introduced a new statistical mod-
ule for word inflection generation, i.e., deducing the inflected word form given
its lemma (base form) and the desired morphological properties (see Figure 4.2).
There are three traditional approaches to this: avoiding inflection altogether,
rule-based methods, and dictionary-based methods. Avoiding inflection often
leads to unnatural results, rules have scalability issues, and dictionary-based
methods cannot generalize to previously unseen word forms. Our solution,
dubbed Flect, manages to produce natural inflection and is easily trainable for
different languages and capable of generalizing to unseen inputs.

Similarly to Bohnet et al. (2010) and Durrett and DeNero (2013), we refor-
mulate the task of finding the correct word form as a multiclass classification
problem. Instead of finding the desired word form directly (which would in-
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Accuracy (%) English Czech German Spanish Catalan Japanese
Baseline 98.94 92.88
Flect 99.56 99.45 96.46 99.01 98.72 99.94

Table 4.1: Morphology generation results on CoNLL 2009 datasets.
The table shows a percentage of correctly predicted inflected word forms. Base-
line is a simple dictionary learned from the same data, where unknown words
are left uninflected.

duce an explosion of possible target classes), the classifier is trained to find
the correct inflection pattern: lemma-form edit scripts – rules describing how to
transform the base form into the inflected form – are used as target classes.

We used the LIBLINEAR logistic regression classifier (Fan et al., 2008) with
the following main feature types: lemma, part-of-speech tag, other morpho-
logical features, and lemma suffixes of up to 4 characters. The last feature type
allows the classifier to generalize to unknown lemmas since inflection depends
mostly on suffixes in many languages.

We evaluated our Flect morphology generator on six languages using the
CoNLL 2009 Shared Task data sets (Hajič et al., 2009), and compared it to a
simple dictionary baseline for English and Czech (see Table 4.1). We can see that
Flect is able to predict the majority of word forms correctly and significantly
improves over a dictionary baseline by generalizing to word forms unseen in
the training set. The lower score for German is caused partly by insufficient
information in the morphological tags.

We also integrated Flect into our English surface realizer, where it replaced
a handcrafted morphological dictionary (Straková et al., 2014), gaining over
3.5% BLEU improvement in the round trip test described in Section 4.1.

5 Perceptron-based Sentence Planning
In this chapter, we present our first experiments with a novel, fully trainable
approach to sentence planning based on A*-search and perceptron ranking. This
approach has since been superseded by a more flexible and better-performing
NN-based generator (see Chapter 6), but it advanced the state-of-the art as the
first approach where fine-grained semantic alignments were not required for
training (see Section 3.2) – our sentence planner includes alignment learning
directly into the training process. In addition, unlike most previous approaches
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Figure 5.1: Overall structure of our generator.

to trainable sentence planning (e.g., Walker et al., 2001; Stent et al., 2004), our
system does not require a handcrafted base module.

The overall schema of the whole generation procedure is depicted in Fig-
ure 5.1. First, the sentence planner, which is described in this chapter, generates
t-tree sentence plans from the input DAs (see Section 3.4). We then apply the
surface realizer described in Chapter 4 to convert the sentence plans to plain
text sentences.

5.1 Sentence Planner Architecture
The sentence planner is based on a variant of the A* algorithm (Hart et al., 1968;
Och et al., 2001; Koehn et al., 2003). It starts from an empty sentence plan tree
and tries to find a path to the complete, optimal sentence plan by iteratively
adding nodes to the currently “most promising” incomplete sentence plan. It
uses the following two subcomponents to guide the search:

• a candidate generator that incrementally generates new candidate sentence
plan trees (expanding incomplete sentence plans by adding new nodes),

• a scorer/ranker that scores the appropriateness of the sentence plan trees
for the input DA and selects the next sentence plan tree to be expanded.

At each step, expansions of the currently best-ranking sentence plan tree are
created by adding one node of all viable types and in all viable positions. The
expansions are subsequently ranked. The algorithm continues as long as the
best-ranking candidate sentence plan score keeps increasing.

The basic scorer for the sentence plan tree candidates is based on the linear
perceptron ranker of Collins and Duffy (2002), where the score is computed as
a dot product of the features and the corresponding weight vector. Features
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Setup BLEU NIST
Basic perceptron updates 54.24 4.643
+ Differing subtree updates 58.70 4.876
+ Future promise 59.89 5.231

Table 5.1: Automatic evaluation on the BAGEL data set
BLEU numbers are shown as percentages. Numbers are averaged over all 10 cross-
validation folds.

include the candidate tree shape, nodes and their combinations, as well as
conjunctions with items of the input DA. During training, weight vector update
is performed if the score of the top-ranking generated tree for a given DA is
higher than that of the corresponding the gold-standard tree.

The basic scorer is trained to score full sentence plan trees, but it is also used
to score incomplete sentence plans during the decoding, which leads to a bias
towards bigger trees. To outweigh this bias, we introduced a novel modification
of the perceptron updates to improve scoring of incomplete sentence plans:
In addition to updating the weights using the full top-scoring candidate and
the gold-standard tree, we also use their differing subtrees for extra perceptron
updates.

Moreover, to further boost scores of incomplete sentence plans that are
expected to further grow, we add a future promise term to the sentence plan
scores, based on the expected number of children of different node types (with
different lemma-formeme combinations).

5.2 Experiments
We performed our experiments on the BAGEL data set (Mairesse et al., 2010)
in the restaurant information domain. Note that while the data set contains
fine-grained semantic alignment, we do not use it in our experiments. We use
10-fold cross-validation – same as Mairesse et al. (2010) – and evaluate our
generator using the automatic BLEU and NIST scores (Papineni et al., 2002;
Doddington, 2002). The results are shown in Table 5.1.

Our generator did not achieve the same performance as that of Mairesse
et al. (2010) (ca. 67% BLEU). However, our task is substantially harder since the
generator also needs to learn the alignment of words and phrases to DA items
and determine whether all required information is present on the output (see
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Section 3.2). Our differing tree updates clearly bring a substantial improvement
over standard perceptron updates; using future promise estimation boosts the
scores even further. Both improvements on the full training set are consid-
ered statistically significant at 95% confidence level by the paired bootstrap
resampling test (Koehn, 2004).

The generator learns to produce meaningful utterances which mostly cor-
respond well to the input DA. It is able to produce original paraphrases and
generalizes to previously unseen DAs. On the other hand, the outputs are not
free of semantic errors (missing, repeated, or irrelevant information).

6 Sequence-to-Sequence Generation
Experiments

With the recent emergence of models based on recurrent neural networks
(RNNs) for various tasks in NLP, most notably sequence-to-sequence (seq2seq)
models with attention for MT (Cho et al., 2014; Sutskever et al., 2014) and first
RNN-based NLG approaches (Wen et al., 2015b,a), we understood the power
of this approach and decided to adapt seq2seq generation to our task. Our new
generator uses the seq2seq generation technique combined with beam search
and an n-best list reranker to suppress irrelevant information in the outputs.
The new model is more flexible than most previous solutions including the
A*-search-based generator presented in Chapter 5 as it requires neither fine-
grained alignments between DA items and words/phrases in training data
(Mairesse et al., 2010), nor a handcrafted base generator (Stent et al., 2004), nor
handcrafted features (as our A*-search-based generator). In addition, it yields
significantly better results than our previous generator.

We improve upon previous RNN-based generators (Wen et al., 2015b,a;
Mei et al., 2016) in two ways: First, we are able compare two-step generation
(sentence planning and surface realization) with a joint, one-step approach in
a single architecture (cf. Section 3.4): our seq2seq generator either generates
t-trees, which are subsequently processed by the surface realizer described in
Chapter 4, or it produces natural language strings directly. Second, we show
that our system can be trained successfully using much less training data than
previous RNN-based approaches.

6.1 The Seq2seq Generation Model
Our generator is based on the seq2seq model with attention (Bahdanau et al.,
2015), a type of an encoder-decoder RNN architecture operating on variable-
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inform name X-name inform eattype restaurant <GO>    X          is          a   restaurant    .

X          is          a   restaurant    .    <STOP>
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Figure 6.1: The main seq2seq generator with attention.
Left part: encoder, with encoder hidden outputs concatenated to use for the attention
model. Right part: decoder; dotted lines indicate data flow in the attention model.
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Figure 6.2: The n-best list reranker for system outputs: DA classification (RNN
+ sigmoid binary classification layer) and comparison with the source DA.

length sequences of tokens (see Figure 6.1). First, its encoder RNN consumes the
input token by token and encodes it into a sequence of hidden states (vectors of
floating-point numbers). The decoder then generates output tokens one-by-one,
using as inputs its own internal state (initialized by the last encoder hidden state
and updated in every step), the previously decoded token, and the attention
context vector (a weighted sum of all encoder hidden states).

DAs, t-trees, and sentences are represented as sequences of tokens to enable
their usage in the sequence-based generator – DAs are encoded as lists of triples
“DA type – slot – value”, t-trees use a simple bracketed notation. All tokens in
turn are represented by their embeddings – vectors of floating-point numbers
initialized randomly and trained from data (Bengio et al., 2003).

On top of this basic seq2seq architecture, we use beam search for decoding
(Sutskever et al., 2014; Bahdanau et al., 2015) and a reranker that penalizes
outputs which miss some information from the input DA or add irrelevant
information. The reranker uses a RNN encoder over the outputs and a final
sigmoid layer which provides a binary decision on the presence of different DA
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Setup BLEU NIST SemErr
Mairesse et al. (2010) with fine-grained alignments ∼67 - 0
Best A*-search-based result (Chapter 5) 59.89 5.231 30
Greedy generation in a 2-step setup with t-trees 55.29 5.144 20

+ Beam search 58.59 5.293 28
+ Reranker 60.44 5.514 19

Greedy direct generation of strings 52.54 5.052 37
+ Beam search 55.84 5.228 32
+ Reranker 62.76 5.669 19

Table 6.1: Results of our seq2seq generator on the BAGEL data set.
NIST, BLEU, and semantic errors in a sample of the output. Beam size is set to 100.

items (DA types, slot-value pairs). This is compared to the items in the input
DA and the number of discrepancies for a particular output is used to lower its
probability on the output n-best list (see Figure 6.2).

6.2 Experiments
Same as in Chapter 5, we perform our experiments on the BAGEL data set
(Mairesse et al., 2010), without using the fine-grained semantic alignments.

The results of our experiments are shown in Table 6.1. We include BLEU and
NIST scores and the number of semantic errors (missing, added, or repeated
information) counted manually on a sample of the outputs. A manual inspection
of the outputs shows that both tree-based and joint setup are able to produce
fluent sentences in the domain style for the most part. The occasional errors are
of different types in the two setups: while the joint setup confuses semantically
close items such as Italian and French cuisine, the syntax-generating model
produces outputs with missing or repeated information more often.

A comparison of the two approaches goes in favor of the joint setup, which
offers better performance and does not need an external surface realizer. Both
setups surpass the previous best results achieved in Chapter 5.1

We also trained our system on the larger restaurant dataset of Wen et al.
(2015a) to perform a direct comparison of our system’s performance to theirs.
Our system performed comparably, offering slightly lower BLEU score (72.7%

1The BLEU/NIST differences are statistically significant according to the pairwise bootstrap
resampling test (Koehn, 2004).
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inform( line=M102, direction=“Herald Square”, vehicle=bus,
departure_time=9:01am, from_stop=“Wall Street”)

Take bus line M102 from Wall Street to Herald Square at 9:01am.

is there another option
inform( line=M102, direction=“Herald Square”, vehicle=bus,

departure_time=9:01am, from_stop=“Wall Street”)
There is a bus at 9:01am from Wall Street to Herald Square using line M102.

Figure 7.1: A comparison of an ordinary NLG training instance (top) and a
context-aware one (bottom).
The context-aware instance includes the preceding user utterance (context), the input
DA, and a context-appropriate output sentence (with entrainment highlighted).

vs. 73.1%) but slightly lower number of semantic errors (slot error rate of 0.41%
vs. 0.46%).

7 Generating User-adaptive Outputs
In a conversation, speakers are influenced by previous utterances and tend
to adapt their way of speaking to each other, reusing lexical items as well
as syntactic structure (Reitter et al., 2006). This phenomenon is referred to
as entrainment or dialogue alignment. It occurs naturally and subconsciously,
facilitates successful conversations (Friedberg et al., 2012), and forms a natural
source of variation in dialogues. There have been several attempts to let SDSs
entrain to user utterances (Hu et al., 2014; Lopes et al., 2013, 2015), but all of
them are completely or partially rule-based.

In this chapter, we enable our seq2seq system from Chapter 6 to align to the
user, thus providing contextually appropriate, more natural, and possibly more
successful output. The resulting system is, to our knowledge, the first fully
trainable NLG system to support adapting to users’ utterances. It improves
upon a context-oblivious baseline in terms of both automatic metrics and human
judgments.

7.1 Collecting a Context-Aware NLG Dataset
We collected a new NLG dataset for SDSs that is, to our knowledge, the first
dataset of its kind to include preceding context (user utterance) with each data
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Figure 7.2: Context-aware modifications to the main seq2seq generator.
The base seq2seq model is shown in black, with (a) prepending context highlighted in
gold, and (b) context encoder in teal. Note that (a) and (b) are alternatives, they are not
used together.

instance (see Figure 7.1).1 Crowdsourcing was used to obtain both the contex-
tual user utterances and the corresponding system responses to be generated.
The dataset contains over 5,500 instances with more than 500 distinct context
utterances from the domain of public transport information. It is released under
a permissive Creative Commons 4.0 BY-SA license.2

7.2 Context-aware Seq2seq Generator Extensions
To allow our seq2seq system from Chapter 6 to entrain to the user and provide
naturally variable outputs, we enhanced its architecture in two alternative ways,
which condition generation not only on the input DA, but also on the preceding
user utterance:

a) Prepending context. The tokens of the preceding user utterance are simply
prepended to the DA tokens and fed into the encoder (see Figure 7.2).

b) Context encoder. We add another, separate encoder for the context ut-
terances. The hidden states of both encoders are concatenated (see Fig-
ure 7.2).

1To prevent data sparsity issues, we only take into account the immediately preceding user
utterance, which we believe has the largest entrainment potential.

2Archival version is available at http://hdl.handle.net/11234/1-1675, development ver-
sion at https://github.com/UFAL-DSG/alex_context_nlg_dataset.
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Setup BLEU NIST
Baseline (context not used) 66.41 7.037
n-gram match reranker 68.68 7.577
Prepending context 63.87 6.456

+ n-gram match reranker 69.26 7.772
Context encoder 63.08 6.818

+ n-gram match reranker 69.17 7.596

Table 7.1: BLEU and NIST scores of different generator setups on the test data.

Furthermore, we add an n-gram match reranker promoting generator outputs on
the k-best list that have a word or phrase overlap with the context utterance.

7.3 Experiments
We use our collected dataset to evaluate the generator extensions described in
Section 7.2, applying direct string generation only. Table 7.1 lists our results in
terms of the BLEU and NIST metrics. We can see that the n-gram match reranker
brings an improvement even if used alone. Both seq2seq model extensions result
in lowered scores if used by themselves, but bring in even larger improvements
in combination with the n-gram match reranker.

We evaluated the best-performing setting (prepending context with n-gram
match reranker) in a blind pairwise preference test against the baseline (cf. Sec-
tion 3.5) with untrained judges recruited on the CrowdFlower crowdsourcing
platform. The judges preferred the context-aware system output in 52.5% cases,
slightly but significantly more often than the baseline.3

8 Generating Czech
Since NLG systems are typically tested on English, they can exploit its grammar.
For instance, many generators are trained on delexicalized data and assume
that lexical values can be inserted verbatim into the outputs (see Section 3.3).
However, this does not not hold for languages where noun inflection is required,
such as Czech.

Unlike most previous works, we test the multilingual capabilities of our
generator in an experimental setting: In this chapter, we apply our seq2seq NLG

3Differences have been confirmed at 99% statistical significance level by pairwise bootstrap
resampling (Koehn, 2004) for both BLEU/NIST scores and human judgments.
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inform(name=“Café Savoy”, food=Mexican)
Café Savoy
Café Savoynominative

nabízí
offers

mexická
Mexican

jídla.
foods.

inform(name=“Café Savoy”, price_range=moderate)
Kavárna Savoy
Café Savoynominative

je
is

hezká
a nice

restaurace
restaurant

se
with

středními
moderate

cenami.
prices.

inform(name=“Café Savoy”, phone=293808716)
Telefonní
The phone

číslo
number

do
to

Kavárny Savoy
Café Savoygenitive

je
is

293270464
293270464

Figure 8.1: Examples from our dataset showing three different surface forms
for the DA slot value “Café Savoy” (with two synonymous lemmas, “café” and
“kavárna”).

Figure 8.2: Lemma-tag generation: the seq2seq model produces lemmas and
morphological tags, which are realized as word forms by a morphological
dictionary.

system to Czech, introduce a few improvements, and show that our method
produces mostly fluent and relevant outputs.

8.1 Creating an NLG Dataset for Czech
Since no suitable dataset existed for Czech NLG (same as most other non-
English languages), we needed to create a new one. To reduce costs, speed up
the process, and work around the lack of Czech speakers on crowdsourcing
platforms (Pavlick et al., 2014), we localized an existing English set – Wen et al.
(2015a)’s 5,000 instances on restaurant information – and had it translated by
freelance translators. We released the data under the Creative Commons 4.0
BY-SA license.1 The result shows that DA slot values, such as restaurant names,
have more possible lexical realizations and need to be inflected (see Figure 8.1).

1The set can be downloaded from http://hdl.handle.net/11234/1-2123, a development
version is available at https://github.com/UFAL-DSG/cs_restaurant_dataset.
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8.2 Generator Extensions
We use the seq2seq approach described in Chapter 6 as the base of our experi-
ments and add the following extensions to better accommodate for Czech:

Input DA handling. As DA slot values may influence output shape (e.g.,
require a specific preposition), we experiment with lexically-informed genera-
tion (Sharma et al., 2016): the input DA is lexicalized and values are taken
into account during generation, but the output still contains placeholders and
lexicalization is performed separately (to avoid data sparsity problems).

Lemma-tag generation. This is a third generator mode in addition to the two-
step approach with t-trees and a joint end-to-end setup. The seq2seq model
generates an interleaved sequence of lemmas (base word forms) and morpho-
logical tags (see Figure 8.2), and the MorphoDiTa morphological dictionary
(Straková et al., 2014) maps them to inflected word forms. This should reduce
data sparsity by abstracting away from word inflection while still allowing the
seq2seq model to have nearly full control of the output.

Lexicalization. We implement four different approaches to selecting one of
the multiple possible surface forms for a DA slot value (see Figure 8.1): a
random baseline, a baseline selecting the most frequent surface form, an n-gram
language model (LM), and a RNN-based LM. Both language models estimate
the probability of possible surface forms based on preceding tokens in the
sentence.

8.3 Experiments
In our experiments on our restaurant datasets, all 24 system variants learned
to produce mostly fluent outputs with little to no semantic errors. We could
see based on BLEU/NIST that the lemma-tag and direct generation setups
perform better than the tree-based setup and RNN LM outperforms other lexi-
calization methods. We selected 7 setups for human evaluation (see Table 8.1):
the best-performing lexically-informed and delexicalized setups, plus selected
contrastive setups with just one setting different from the overall best setup
(lexically-informed lemma-tag generation with RNN LM lexicalization).

The human evaluation is based on subjective preference ranking, same as in
Chapter 7. We used a multi-way ranking of system outputs (Bojar et al., 2016),
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Setup BLEU NIST
input DAs generator mode lexicalization
delexicalized joint (direct to strings) RNN LM 19.54 4.273
delexicalized lemma-tag RNN LM 18.51 4.162
lexically informed joint (direct to strings) RNN LM 17.93 4.094
lexically informed lemma-tag most frequent 20.86 4.427
lexically informed lemma-tag n-gram LM 20.54 4.399
lexically informed lemma-tag RNN LM 21.18 4.448
lexically informed two-step with t-trees RNN LM 17.62 4.112

Table 8.1: Performance of selected generator setups in terms BLEU and NIST.

Setup True Rankinput DAs generator mode lexicalization Skill
delexicalized joint (direct to strings) RNN LM 0.511 1
delexicalized lemma-tag RNN LM 0.479 2-4
lexically informed lemma-tag RNN LM 0.464 2-4∗
lexically informed lemma-tag most frequent 0.462 2-4
lexically informed joint (direct to strings) RNN LM 0.413 5
lexically informed two-step with t-trees RNN LM 0.343 6-7
lexically informed lemma-tag n-gram LM 0.329 6-7

Table 8.2: Human rating results (best BLEU/NIST system marked with “*”).

which is converted to pairwise system comparisons and evaluated using the
TrueSkill algorithm (Sakaguchi et al., 2014).

Since users preferred a different system (delexicalized joint generation with
RNN LM) than the best one in terms of BLEU/NIST, we performed a small-
scale expert comparison of both systems’ performance, which showed that both
setups perform very comparably, but the human-preferred system fares slightly
better. The results thus come out rather in favor of the simplest generator setups.
On the other hand, the RNN-based surface form selection clearly pays off.

9 Conclusions
The main contributions of our thesis addressing the individual objectives set in
Chapter 1 are as follows:

A) Generator easily adaptable for different domains. In Chapter 5, we de-
veloped an A*-search-based NLG system that is trainable from pairs of natural
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language sentences and corresponding dialogue acts, without the need for fine-
grained semantic alignments, thus greatly simplifying training data collection
for NLG. It was the first NLG system to learn alignments jointly with sentence
planning. This system has then been superseded by a new, seq2seq-based one in
terms of both speed and output quality, as described in Chapter 6. The seq2seq-
based system reached new state-of-the-art without fine-grained alignments on
the small BAGEL dataset (Mairesse et al., 2010), using much less training data
than other RNN-based approaches. The two NLG systems were described in
(Dušek and Jurčíček, 2015) and (Dušek and Jurčíček, 2016b), respectively.

B) Generator easily adaptable to different languages. We developed a sim-
ple, domain-independent surface realizer from the t-trees deep syntax formal-
ism (see Section 3.4) for English, similar to an older Czech realizer (Žabokrtský
et al., 2008). We simplified the creation of new t-tree realizers by creating a
novel statistical morphological inflection module which generalizes to previ-
ously unseen word forms (see Chapter 4). The English realizer was described
in (Dušek et al., 2015), and we reported on the morphological inflection module
in (Dušek and Jurčíček, 2013). Parts of the realizer were later reused in machine
translation (Popel et al., 2015; Aranberri et al., 2016).

In Chapter 8, we applied our seq2seq-based generator to Czech, addressing
problems not present in English – larger vocabulary and the need to inflect
proper names (DA slot values). We show that our seq2seq-based generator
is able to produce mostly correct and fluent sentence structures without any
significant changes, apart from proper name inflection, where our RNN-LM-
based module significantly outperforms a strong baseline.

C) Generator that adapts to the user. Mimicking human behavior in dia-
logue, where interlocutors adapt their wording and syntax to each other, we
extended our seq2seq generator in Chapter 7 to reflect not only the input DA,
but also the previous user request, thus enabling it to create responses appro-
priate in the preceding dialogue context and providing it with a natural source
of variation. The context-aware generator achieved a small but statistically
significant performance improvement over the context-oblivious baseline. This
result has been described in (Dušek and Jurčíček, 2016c).

D) Comparing different NLG system architectures. In Chapters 6 and 8, we
compare two different NLG architectures: a two-step pipeline using separate
sentence planning and surface realization modules and a joint setup generating
surface strings directly. We are able to use the same seq2seq model for both
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setups, generating t-trees (deep syntax postprocessed by a surface realizer) or
surface word forms (in an end-to-end fashion). In Chapter 8, we experiment
with seq2seq generation of Czech lemma-tag sequences (base word forms and
morphological categories), which are subsequently postprocessed by a mor-
phological dictionary. We show that the seq2seq models learn to generate valid
t-trees and lemma-tag sequences successfully. However, the direct, end-to-end
setup reaches superior performance in our domains. Experiments for English
from Chapter 6 were described in (Dušek and Jurčíček, 2016b).

E) Dataset availability for NLG in SDSs. To perform our experiments in
Chapters 7 and 8, we have created two novel datasets for NLG, which are freely
available under a permissive license:1 the first NLG dataset for Czech, which is
also the biggest freely available non-English NLG dataset, and the first NLG
dataset using preceding dialogue context and specifically targeted at adapting
system responses to the user. The latter set is also described in (Dušek and
Jurčíček, 2016a).

In sum, our work constitutes significant advances along all of the preset
objectives. In a few aspects, it leaves room for improvement in future work as
some of the experiments on dialogue alignment and Czech generation were
rather limited. Nevertheless, our generator is fully functional and usable in
practice, within a spoken dialogue system or in a standalone setting. It is freely
available for download from GitHub.2

In future work, we would like to widen the user adaptation experiment by
taking the whole dialogue into account. We also plan to work on removing the
need for delexicalizing proper names to further simplify portability of NLG
systems to other domains and languages. In the long term, we see the future
of NLG in interactive systems in end-to-end solutions incorporating language
understanding, dialogue management, and response generation (Wen et al.,
2016a; Williams et al., 2017).

1Available at https://github.com/UFAL-DSG/alex_context_nlg_dataset, https://github.
com/UFAL-DSG/cs_restaurant_dataset under the Creative Commons 4.0 BY-SA license.

2Available at https://github.com/UFAL-DSG/tgen under the Apache 2.0 license.
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