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Generative models with unlimited number of items

So far, our generative models operated on the fixed number of items (components).
• We worked with a given number od documents with a given number of words.
• The number of latent variables was also given – e.g. for each word (or each document)

we had one latent variable.

However, there are tasks, for which the number of latent variables is not given by the input.
• Their number can be possibly unlimited and it is part of the task to find this number.
• The respective distributions cannot be priored by Dirichlet distributions.
• Instead we will need to use more general Dirichlet process
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Text Segmentation



The task
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The task

Let’s switch the problem from Chinese to English so that we understand the results.
• We delete all spaces and try to restore them back in an unsupervised manner.
• Suppose that we do not have any rules, any dictionary, etc.

Theresa May launches a frantic two-week campaign today to save her Brexit deal and
premiership by telling MPs to do their duty and support her or face going “back to square
one”. In a high-risk strategy to turn the tide of opposition in Westminster, the prime minister
will then embark on a nationwide tour designed to sell her plan directly to the electorate.
theresamaylaunchesafrantictwo-weekcampaigntodaytosaveherbrexitdealand
premiershipbytellingmpstodotheirdutyandsupportherorfacegoing“backtosquareone”
inahigh-riskstrategytoturnthetideofoppositioninwestminster,theprimeministerwill
thenembarkonanationwidetourdesignedtosellherplandirectlytotheelectorate.
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Maximum Likelihood Estimation ?

Consider the following generative model:
1. Generate a word according to a finite probability distribution over words 𝑝(𝑤).
2. Write down the word chosen.
3. With probability 0.99, go to step 1. With probability 0.01, quit.

𝑃𝑀𝐿𝐸(𝑇 ) =
𝑁

∏
𝑖=1

𝑝(𝑤𝑖) ⋅ 0.99𝑁−1 ⋅ 0.01

What would be the the best maximum likelihood solution?
Note that the vocabulary and number of words 𝑁 are not fixed.
Where is the problem?
We need a better model reflecting the re-use of words in the text.
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Requirements for the model

• We do not want too many different words. We would like to see words repeating many
times.

• Dirichlet distribution with concentration parameters < 1?
• But there are possibly infinitely many different words. (The length of a word is not limited.)

• We want to avoid trivial solutions.
• The whole document is one word.
• Each character is a word.

• We want to regulate somehow the average length of words.

Chinese Restaurant Process
• Each sample from such process produce a distribution over possibly infinite number of

classes.
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Chinese Restaurant Process



Chinese restaurant process (CRP)

A random process, where the task is analogous of seating customers in Chinese Restaurant.
• Imagine a restaurant has infinite number of round tables.
• Each table possibly accommodates an infinite number of customers.
• The first customer walks in, sits down at the first table and order a meal from the base

probability distribution 𝑃0.
• Suppose there are 𝑛 − 1 customers already sitting down at various tables and a new 𝑛th

customer walks in.
• With probability 𝛼/(𝛼 + 𝑛 − 1), he starts a new table and order a meal from the base

probability distribution 𝑃0.
• With probability (𝑛 − 1)/(𝛼 + 𝑛 − 1), he randomly picks already-seated customer and

sits down at his table with already ordered meal.
• Parameter 𝛼 is a scalar concentration parameter of the process.
• CRP generates a probability distribution.

Text Segmentation Chinese Restaurant Process Text Segmentation Pitman-Yor Process 6/ 24



Chinese restaurant process (CRP)

Demo: https://topicmodels.info/ckling/tmt/crp.html?parameters=2&dp=1
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Sampling from CRP
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Chinese restaurant Process - Properties

• Denote 𝑧𝑖 the table occupied by the 𝑖-th customer.
• A possible arrangement of 10 customers:

1, 3, 8 2, 5, 9, 10 4, 6, 7

...

𝑃(𝑧1, … , 𝑧10) = 𝑃(𝑧1)𝑃 (𝑧2|𝑧1) ⋯ 𝑃 (𝑧10|𝑧1, … , 𝑧9) =

= 𝛼
𝛼

𝛼
1 + 𝛼

1
2 + 𝛼

𝛼
3 + 𝛼

1
4 + 𝛼

1
5 + 𝛼

2
6 + 𝛼

2
7 + 𝛼

2
8 + 𝛼

3
9 + 𝛼
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Exchangeability

𝑃(𝑧1, … , 𝑧10) = 𝑃(𝑧1)𝑃 (𝑧2|𝑧1) ⋯ 𝑃 (𝑧10|𝑧1, … , 𝑧9) =

= 𝛼
𝛼

𝛼
1 + 𝛼

1
2 + 𝛼

𝛼
3 + 𝛼

1
4 + 𝛼

1
5 + 𝛼

2
6 + 𝛼

2
7 + 𝛼

2
8 + 𝛼

3
9 + 𝛼

• The probability of a seating is invariant under permutations.
• Permuting the customers permutes the numerators in the above computation, while the

denominators remains the same.
• This property is known as exchangeability.
• For a given distribution of customers at tables we can compute its probability, which

does not depend on their order.
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Dirichlet Processes (DP)

A family of stochastic processes 𝐺 ∼ DP(𝑃0, 𝛼).
• 𝑃0 is a base distribution
• 𝛼 is a concentration parameter

Samples from DP generates probability
distributions.

Figure: samples from DP with Gaussian base
distribution and with parameter 𝛼 = 1, 10, 100,
and 1000.
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Dirichlet Process (DP)

There are several equivalent views of the Dirichlet process:
• Chinese Restaurant Process
• Stick Breaking Process: We start with a unit-length stick and in each step we break

off a portion of the remaining stick according to Beta(1, 𝛼).
• Pólya urn scheme: Imagine that we start with an urn filled with 𝛼 black balls. Then

we proceed as follows:
1. Each time we need an observation, we draw a ball from the urn.
2. If the ball is black, we generate a new (non-black) colour uniformly, label a new ball this

colour, drop the new ball into the urn along with the ball we drew, and return the colour
we generated.

3. Otherwise, label a new ball with the colour of the ball we drew, drop the new ball into the
urn along with the ball we drew, and return the colour we observed.
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Dirichlet Process (DP) vs. Dirichlet distribution

Dirichlet Distribution generates different categorical distributions with fixed number of
items.

Dirichler process generates categorical distributions with different number (possibly
infinitely many) number of items.
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Text Segmentation



Chinese Restaurant Process for Text Segmentation

Assume the following generative model:
1. 𝑖 = 0 number of words generated.
2. 𝑖 = 𝑖 + 1
3. With probability 𝛼

𝛼+𝑖−1 , generate a word according to base probability 𝑃0.
4. With probability 𝑖−1

𝛼+𝑖−1 , repeat one word that was already generated before.
5. Write down the word chosen.
6. With probability 𝑝𝑐𝑜𝑛𝑡, go to step 2. With probability 1 − 𝑝𝑐𝑜𝑛𝑡, quit. (𝑝𝑐𝑜𝑛𝑡 = 0.99)

Probability of a given observed text is:

𝑃(𝑇 ) =
𝑛

∏
𝑖=1

𝛼𝑃0(𝑤𝑖) + count(𝑤𝑖 in previous words selections)
𝛼 + 𝑖 − 1 ⋅ 𝑝𝑛−1

𝑐𝑜𝑛𝑡 ⋅ (1 − 𝑝𝑐𝑜𝑛𝑡)
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Base distribution

How to set the base distribution for words?

Note that there may be possibly infinitely many different words.
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Base distribution

How to set the base distribution 𝑃0 for words? Assume the following micro-generative model
for generating words:

1. Word = empty
2. Pick a character from the uniform distribution (1/C)
3. Add the chosen character to the end of Word.
4. With probability 𝑝𝑐, go to 2, with probability 1 − 𝑝𝑐, output the Word. (𝑝𝑐 = 0.5)

This base distribution prefers short words to long words, though it assigns positive
probability to an infinitely many arbitrarily-long words.
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Excercices

1. Imagine there are only three characters 𝑎, 𝑏, and 𝑐 and 𝑝𝑐 = 0.5. What is the base
probability of words 𝑎, 𝑎𝑎, 𝑎𝑎𝑎, 𝑏𝑐𝑏?

2. We observe a character sequence 𝑎𝑏. What is more probable segmentation? 𝑎 𝑏 or 𝑎𝑏?
3. We observe a character sequence 𝑎𝑎. What is more probable segmentation? 𝑎 𝑎, or 𝑎𝑎?
4. We observe a character sequence 𝑎𝑏𝑎𝑏. What is the most probable segmentation?
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Inference

• There is 2𝑛−1 possible segmentations for 𝑛-characters long data.
• 𝑛 − 1 latent binary variables 𝑠𝑖: denoting whether there is or isn’t a separator between

two characters.
• Gibbs Sampling: Sample one variable conditioned by all the others.
• Exchangeability: if we reorder the words in the sequence, overall probability is the

same.
• We can virtually move the changed words at the end of the sequence, compute the

overall probability of the two possibilities and then move the words virtually back.
• We can compare only the probabilities of the words that are different. They are

proportional to the probabilities of the whole text, because all the other words remain
the same.
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Example of sampling spaces and the probabilities

TODO
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Algorithm

∀𝑖 ∈ {1 … 𝑛 − 1} ∶ initialize 𝑠𝑖 randomly;
compute initial counts of words 𝑐𝑜𝑢𝑛𝑡[𝑤𝑜𝑟𝑑] and total word-count 𝑡;
for 𝑖𝑡𝑒𝑟 ← 1 to 𝑛𝑢𝑚𝑖𝑡𝑒𝑟 do

for 𝑖 ← randomPermutation(1 to 𝑛 − 1) do
𝑝𝑟𝑒𝑣 = previous word; 𝑛𝑒𝑥𝑡 = next word; 𝑗𝑜𝑖𝑛𝑒𝑑 = 𝑝𝑟𝑒𝑣 + 𝑛𝑒𝑥𝑡;
if 𝑠𝑖 == 0 then 𝑐𝑜𝑢𝑛𝑡[𝑗𝑜𝑖𝑛𝑒𝑑]– –; 𝑡– –;
else 𝑐𝑜𝑢𝑛𝑡[𝑝𝑟𝑒𝑣]– –; 𝑐𝑜𝑢𝑛𝑡[𝑛𝑒𝑥𝑡]– –; 𝑡–=2;
𝑤[0] = 𝛼𝑃0(𝑗𝑜𝑖𝑛𝑒𝑑)+𝑐𝑜𝑢𝑛𝑡[𝑗𝑜𝑖𝑛𝑒𝑑]

𝛼+𝑡 ;
𝑤[1] = 𝛼𝑃0(𝑝𝑟𝑒𝑣)+𝑐𝑜𝑢𝑛𝑡[𝑝𝑟𝑒𝑣]

𝛼+𝑡
𝛼𝑃0(𝑛𝑒𝑥𝑡)+𝑐𝑜𝑢𝑛𝑡[𝑛𝑒𝑥𝑡]

𝛼+𝑡+1 𝑝𝑐𝑜𝑛𝑡;
𝑠𝑖 = sample 0 or 1 with weights 𝑤[0] and 𝑤[1];
if 𝑠𝑖 == 0 then 𝑐𝑜𝑢𝑛𝑡[𝑗𝑜𝑖𝑛𝑒𝑑]++; 𝑡++;
else 𝑐𝑜𝑢𝑛𝑡[𝑝𝑟𝑒𝑣]++; 𝑐𝑜𝑢𝑛𝑡[𝑛𝑒𝑥𝑡]++; 𝑡+=2;

end
end
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Annealing

• When sampling, we can regulate the speed of convergence using so-called temperature
𝑇 ∈ (0, ∞)

• Instead of sampling with weights (𝑤0, 𝑤1, … ) we can use (𝑤
1
𝑇
0 , 𝑤

1
𝑇
1 , … ).

• The higher 𝑇 , the larger searching area and the slower convergence.
• For 𝑇 → ∞, the sampling is uniform.
• For 𝑇 → 0, we always choose the best option.

(Analogy with the temperature 𝑇 in physics changing the oscillation of particles).
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Pitman-Yor process

Chinese Restaurant process
• approaches zero very fast
• after a while, almost no new items are generated

Pitman-Yor process
• generalization of the Chinese Restaurant process
• generated distributions have longer tails
• two hyperparameters:

• concentration 𝛼
• discount 𝑑
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Pitman-Yor process

1. Imagine a restaurant has infinite number of round tables.
2. Each table accommodates an infinite number of customers.
3. The first customer walks in, sits down at the first table and order a meal from the base

probability distribution 𝑃0.
4. Suppose there are 𝑛 − 1 customers already sitting at 𝐾 different tables and a new

customer walks in.
5. With probability (𝛼 + 𝑑𝐾)/(𝛼 + 𝑛 − 1), he starts a new table and order a meal from 𝑃0.
6. With probability (𝑛 − 1 − 𝑑𝐾)/(𝛼 + 𝑛 − 1), he randomly picks already-seated customer

and sits down at his table with already ordered meal. This means that he picks a table
with 𝑘 customers with probability (𝑘 − 𝑑)/(𝛼 + 𝑛 − 1).
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Pitman-Yor process

𝑃(𝑤𝑖) = count(𝑤𝑖) − 𝑑
𝛼 + 𝑖 − 1 if count(𝑤𝑖) > 0

𝑃(𝑤𝑖) = 𝛼 + 𝑑𝐾
𝛼 + 𝑖 − 1𝑃0(𝑤𝑖) if count(𝑤𝑖) = 0

• 0 ≤ 𝑑 < 1; 𝛼 > 0
• 𝑑 = 0 ... Chinese Restaurant Process
• Is it exchangeable?

Note: In literature, the two hyperparameters are often called 𝑎 and 𝑏 (𝑏 = 𝛼, 𝑎 = 𝑑)
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