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Many of the slides in this presentation were taken from the presentations
of Carl Edward Rasmussen (University of Cambridge)
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Generalisation of the binomial distribution from 2 outcomes to m outcomes.
Useful for random variables that take one of a finite set of possible outcomes.
Throw a die n = 60 times, and count the observed (6 possible) outcomes.

Outcome
X=2,=1
X=xy=2
X=x3=3
X=z,=41
X=x5=5
X=x5=06

Count
ky =12
ko =17
ks =11
k, =38
ks =9
kg =13

Note that we one parameter here is redundant. We don't need
6
to know all the k; and n, because » . k;, =n.
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Consider a discrete random variable X that can take one of m values z, ..., z,,.
Out of n independent trials, let k; be the number of times X = z; was observed.
It follows that > k; = n.

Denote by 7, the probability that X = z;, with 221 m; = 1.

The probability of observing a vector of occurrences k = [kq, ..., k
multinomial distribution parametrized by = = [1y,..., 7

| is given by the

m

p(mﬁ”n) =p(ky, ooy kpp|myy ey T, n) = kl'k2 ‘HTF

* Note that we can write p(k|7) since n is redundant.
® The multinomial coefficient W'k' is a generalisation of the binomial coefficient (Z)

The Categorical distribution is the generalisation of the Bernoulli distribution to m
outcomes, and the special case of the multinomial distribution with one trial:

p(X =ux7) =,
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The Dirichlet distribution is to the Categorical/Multinomial what the Beta distribution is to
the Bernoulli/Binomial.
It is a generalisation of the Beta defined on the m — 1 dimensional simplex.
® Consider the vector 7 = [my, ..., 7,,], with Zzl 7, =1land m € (0,1) Vi.
® The vector 7 lives in the open standard m — 1 simplex.

(1.0.0)

® 7 could be a parameter vector of a multinomial distribution.

The Dirichlet distribution is given by

F(Zzl ai) ﬁﬂ_aifl o 1 - 1047;71

Dir(wlay, ..., a,,) = Yt = — || n
o Hj; Iey) 31 B(@) i1
® a=[ay,...,q,,], Vi:ia;>0
® B(a) is the multivariate beta function (normalization)
® B(r;) = =i— is the mean for the j-th element.
ZL 1a
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Dirichlet Distribution: examples

Several images of the probability density of the Dirichlet distribution when n = 3 for various
parameter vectors &. Clockwise from top left: o = (6,2,2),(3,7,5),(6,2,6),(2,3,4).
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(0.99, 0.99, 0.99) (1,1, 1) (2,2, 2)

A LA

(1,2.3) (2,10, 5) (10, 5, 5)

AtA
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In the symmetric Dirichlet distribution, all parameters are identical: «; = o, V4.
en.wikipedia.org/wiki/File:LogDirichletDensity-alpha_0.3_to_alpha_2.0.gif

Distributions drawn at random from symmetric 10 dimensional Dirichlet distributions with
various concentration parameters.

alpha = 0.1 alpha=1 alpha = 10
0.7 0.7 0.7
0.6 0.6 0.6
0.5 0.5 0.5
0.4 0.4 0.4
0.3 0.3 0.3
0.2 0.2 0.2
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
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en.wikipedia.org/wiki/File:LogDirichletDensity-alpha_0.3_to_alpha_2.0.gif

Beta distribution:
I'la+p)

Beta(mle, 8) = e 5Tim)

71— )81

Dirichlet distribution (generalization of Beta distribution to m outcomes):

Dir(T|ay, ..., a,,)

_ F(;Zil ai) ﬁﬂ_iaifl
ITioy I'e) 33
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Posterior probability for Beta-Bernoulli distribution:

p(la, B)p(Dlm)
p(D)

P(TF’D) = 7Ta_1(1 _ W)B—lﬂku _ 7T)n—k — ﬂ.a+k—1<1 _ 7r)5+n_k_1
p(n|D) = Beta(r|a+ k, B +n — k)

Posterior probability for Dirichlet-Categorical distribution:

T|a)p(D|7T T a1 kT _astk— =
p(7|D) = P(@Op(DIT) x HTI’» ik = Hﬂ'i ithiml o Dir(w|a + k)

p(D) i1 ' i=1
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Beta-Bernoulli predictions:

1 1
a+k
=1|D) = =1 D)dr = Bet +k, B4+n—k)dnr = ——
p<xnext | ) /0 p<xnext |7T>p(7‘(“ ) ™ /0 TDe (L(7T|CY ﬁ n ) T s /8 iy
Dirichlet-Categorical predictions:
(s =3D) = [ Pt = iREDIT = [ 7, Dir(ela + Ryar = <t
P Zrpegt = JIY) = | P\Tpeqr = JIT)P\T = [ m . Dir(7ma T= —f—"—
! A ' A ! Zi=1<ai + kt)

The sign A indicates a simplex: the integral is taken across all vectors 7 that are valid
probability distributions, i.e. Zzl m, = 1.

The integrals are equal to expected values of given Beta/Dirichlet posterior distributions.
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