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• Corpus Factory - Ki lgarriff et al . (2010)
• Crúbadán 1.0 - Scannel l (2007)
• Crúbadán 2.0 - Scannel l (2011)

• I -X – Sharoff (2006)
• WaCky - Baroni et al . (2009)

Related Corpora
Number of languages and amount of text in MB.

Metadata
Combination of multiple sources: SIL
International , Wikipedia, and Ethnologue.
These metadata are now accessible through
RESTful API .
http://ufal.mff.cuni.cz/~majlis/w2c/api/

World Coverage
States covered by languages included in W2C Corpus according to Etnologue

Languages
The Web and Wiki columns represent text size in MB.

Corpus Size
• Languages: 106
• Number of URLs downloaded: 103,886,418
• Raw crawl size: 4,554.6 GB
• Raw text size: 131.3 GB
• Unique text size: 54.7 GB

Qual ity Evaluation
We considered Wikipedia a rel iable source.
Web corpus was compared with Wiki corpus.
A difference in certain text property may
point to a language for which suspicious
material was col lected.

Average Word Length
May reveal problems caused by HTML
parsing. Average Wiki / Web ratio is 0.973.

Conditional Entropy
Conditional entropy of the word distribution
given the previous word.
Average Wiki / Web ratio is 0.887.

Dupl icity Reduction
Dupl icity sources: spam, common passages
and incorrectly detected boi lerplate code. Only
unique paragraphs are preserved.

Language Identification
YALI , our language identifier, uses a scoring
function based on byte 4‑grams.
http://ufal.mff.cuni.cz/~majlis/yali/
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W2C Corpus – http://ufal.mff.cuni.cz/~majlis/w2c/
Motivation
There was no multi l ingual corpus containing
many languages with enough data for various
NLP appl ications.
We decided to bui ld a web corpus containing at
least 100 languages with a minimum of 10MB
of text for each language.
This language data resource can be of use
particularly to researchers special ized in
development of multi l ingual technologies.

Bui ld ing a Web Corpus
Can be divided into several steps as fol lows:
• retrieving metadata
• bui ld ing an initia l corpus
• generating word tuples
• using them as search queries
• downloading found pages
• removing boi lerplate code
• identifying language
• removing dupl icate content
• evaluating text qual ity

One language may be used in
multiple countries. Darker
color means more languages
from W2C Corpus are used in
that country, e.g. USA: 62,
China: 7.




