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Chapter 1. Preface

The Prague family of annotated corpora has a new member — the Czech Academic Corpus version
2.0 (CAC 2.0) —the morphologically and syntactically manually annotated corpus of the Czech language.
The precise formulation of the CAC 2.0 would be new and old member, as there was only one version
preceding the current one. The first version contained “only” morphological annotations; it was
published a year ago, therefore it can be understood as outdated. The new phenomenon brought about
by the CAC 2.0 is syntactical annotation — therefore we can characterise our corpus by another Praguian
attribute — dependency.

The CAC 2.0 Guide is a guide to the CD-ROM, just like the previous CAC 1.0 Guide. The contents
of the Guide provide all the necessary information about the project; however the user does not need
to be familiar with the CAC 1.0 Guide. The CAC 1.0 Guide can be referred to for the details of the
CAC project’s history and its preparation details. Nevertheless, if you are already familiar with the
CAC 1.0 Guide, navigating it will be easy, as we have maintained its chapters’ organisation into three
main units.

The first unit, Chapter 2, describes the main characteristics of the Czech Academic Corpus 2.0, the
structure of its annotations and the documentation of the partial steps of the syntactical annotations.

The second unit, Chapters 3 through 6, contain the CD-ROM information and the documentation of
the data component, tools, bonus material and tutorials. Part 3.2 introduces the corpus as a data file
with an inner representation. A considerable amount of information concerns the corpus viewing tools
— Bonito (part 3.3.1) and Netgraph (part 3.3.4), annotation editors — LAW (part 3.3.2) and TrEd (part
3.3.3) and tools for morpho-syntactical processing of texts (part 3.3.5). Chapter 4 is decorated with
two bonuses; these are the STYX Czech electronic exercise book (part 4.1) and the TrEdVoice module
for the voice control of the TrEd (part 4.2). All the tools provided and their graphical interfaces are
documented and equipped with tutorials in the form of demos — see Chapter 5 for the complete list.
Chapter 6 contains the installation instructions for the CD-ROM components. Chapter 7 summarises
the information on the distribution of the CD-ROM.

Chapters 8 and 9 form the third unit of the Guide. They cover the personal and financial aspects of the
project. You will find five annexes: Appendix A enumerates the sources of corpus’ texts; Appendix
B describes the structure of lemmas for the simple orientation in the morphological annotations;
Appendix C describes the structure of a morphological tag; Appendix D guides the user through
syntactical annotations; Appendix E completes the Guide with web links.

This CD is being published in the final year of the project Resources and Tools for Information Systems,
No. 1ET101120413, financed by the Grant Agency of the Academy of Sciences of the Czech Republic.
The CD completes the comprehensive results presentation of the five years of work on the project.




Chapter 2. Introduction

2.1. Introducing the Czech Academic Corpus
(CAC) 2.0

The Czech Academic Corpus 2.0 is a morphologically and syntactically annotated corpus of 650,000
words.

The Czech Academic Corpus (CAC) was created by a team from the Institute of the Czech Language,
of the ASCR, led by Marie T¢&Sitelova [11] from 1971 till 1985.The original purpose of the corpus
was to build a frequency dictionary of the Czech language and the original name of the corpus was
“Korpus vécného stylu” (Practical corpus). The corpus has been morphologically and syntactically
annotated manually. Independent from the CAC, an annotation of the Prague Dependency Treebank
(PDT) was launched in 1996. The idea of transferring the internal format and annotation scheme of
the CAC into the PDT emerged during the work on the PDT’s second version [16]. The main goal was
to make the CAC and the PDT fully compatible and thus enable the integration of the CAC into the
PDT. After converting the inner format and morphological annotation scheme, we have published the
first version of the CAC (Vidova Hladka a kol., 2007). The second version presented here enriches
the CAC 1.0 by adding the surface syntax annotation; in the terminology of the PDT we call this
annotation an “analytical layer”.

While creating the CAC 1.0, the omitted words and numerical expressions were manually replaced by
wildcard symbols (“#” and “?””) — these corrections and the reasons why those changes were deemed
necessary are described in detail in the CAC 1.0 Guide (Vidova Hladka a kol., 2007). These wildcard
symbols were not further processed during the phase of CAC 2.0’s creation.

The CAC 2.0 offers:
* For linguists: Language material reflecting the real usage of the language,

* For computational linguists: The tools and a considerable amount of data that could help amend
applications working with natural language and are not feasible without morphological and
syntactical text processing,

* For TrEd annotation tool users: The possibility to use voice control for the tool,

* For teachers and their students: An interesting didactic tool for practising Czech language
morphology and syntax.

2.2. Sources of the texts

The CAC contains mostly unabridged articles taken from a wide range of media. These articles include
newspapers, magazines, and transcripts of spoken language from radio and TV programs covering
administration, journalism and scientific fields. The texts are taken from the 70s and 80s of the 20th
century and thus, the selection of texts is influenced by the political and cultural climate of this time
period. A complete list of resources can be found in Appendix A.

2.3. Annotation layers

We cannot call a corpus “annotated” without specifying what kind of annotation the corpus contains.
In other words, from the linguistic theory viewpoint, one must first characterise the so-called layers

IThis text contains both bibliographic references (e.g. Vidova Hladka a kol., 2007) and Internet references in the form of a number in brackets
(e.g. [1]) referring to the list of internet URLs in Appendix E.
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of annotation. The annotation of the CAC 2.0 covers two layers: morphological and analytical. To be
absolutely accurate, we must add that we also operate on another layer: the layer of words. In fact, the
word layer is not a layer for annotation as it consists of the original text divided into word tokens
(words, numbers written in digits and punctuation). However, for the sake of convenience, we will
refer to the word layer as an annotation layer. Henceforth, we will refer to the word, morphological
and analytical layer as the w-layer, m-layer and a-layer, respectively.

A morphological layer of annotation provides the word tokens with further data (annotation), which
characterises the morphological properties of the word tokens (as apparent in the lemma which is the
canonical form of a lexeme), the part of speech, and morphological categories (case, number, tense,
person, etc.). Formally, part of speech classes combine together with values of morphological categories
to represent morphological tags (or, simply, tags). In the CAC 2.0, tags are designed according to the
PDT as strings of definite length (15 positions) where each position corresponds to a single category.
Appendix C contains the complete list of these morphological positional tags and their detailed
description.

Example: The word form Prahu(a form of “Prague”) is analysed as an affirmative (11th position)
noun (lst and 2nd position), feminine (3rd position), singular (4th position), and accusative (5th
position). All of the other positions are correctly filled with the symbol “-” that represents the irrelevance
of the morphological category towards the part of speech. For example, one does not determine a
person and tense with nouns (8th and 9th position).

Table 2.1. Examples of lemmas and tags of particular word forms

Word token | Lemma | Tag Description

Prahu Praha |NNFS4---——- A---- |[Noun, feminine, singular, accusative, affirmative
123 123 C=—m—————— Digit token

) ) Zi———————————— Punctuation mark (right parenthesis)

An a-layer annotation assigns each word unit the corresponding data characterising the syntactical
features of the unit and therefore its relation to the other sentence elements along with its sentence
function. Formally, the sentence relations are represented by a dependency tree. The word unit functions
in the sentence are represented by so-called analytic functions, which are listed and described in
Appendix D.

Example: Figure 2.1 shows the syntactical annotation of the sentence Obecnda odpovéd’ na tuto otazku
Jje sotva mozna.(Lit.: A general response to this question is hardly possible.) Each word unit (word,
number, punctuation mark) is represented by a single node in the resulting tree. Note that due to
technical reasons each tree is rooted by one extra node — the tree in our example therefore consists of
9 nodes. The annotation approach builds on the tradition of the Prague linguistic school, where the
predicate (usually verb) is understood to be the centre of the sentence. Therefore the predicate is placed
as a direct daughter of the root. The final punctuation is also placed as a daughter of the root node.
Two constituents of the sentence are dependent on the predicate — odpovéd’ (answer) and moznd
(possible). Please note that each node in the tree is annotated with the word form, lemma, morphological
tag and analytic function. Looking at the node representing the word odpovéd’ (answer), we can see
its form is a feminine noun in nominative singular and that this unit stands in the role of subject of the
sentence, which is expressed by the analytic function Sub7.
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Figure 2.1. Example of an a-layer annotation

a-s13w-s37

AuxS

byt

VB-S---3P-AA--- Zi--—eoemeeee-
Pred AuxK
odpovéd mozna
dpovéd mozny
NNFS1-----A---- AAFS1----1A----
Sb Pnom
Obecna na sotva
obecny na-1 sotva
AAFS1----1A---- RR--4---------- Db-------=-----
Atr AuxP AuxZ
otazku
tazka
NNFS4-----A----
Atr
tuto
tento
PDFS4----------
Atr

Obecna odpovéd' na tuto otazku je sotva mozna [].

The conception of the main internal format of the CAC 2.0 (in PML format — see Chapter 3.2.1) treats
the annotation layers separately where each layer of annotation in the document corresponds to one
file. (In the case of the CSTS format, all layers of annotation are contained in one file.) This relationship
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in the CAC 2.0 means that there are three instances (files) for every document, one for the w-layer,
one for the m-layer and a third one for the a-layer. However, the distinction between layers does not
restrict interconnection between groups for particular layers of annotation. In fact, the opposite is true
as will be demonstrated later in this section.

The word layer does not reflect the segmentation of the text into sentences; this segmentation occurs
on the m-layer. This means that unlike the w-layer, the m-layer contains final punctuation. Additionally,
the number of word tokens in both layers may differ. The differences originate from the concatenation
of the incorrectly split word into one word, or reversely, from the division of incorrectly connected
words into more units. The correctly written text should be contained in the m-layer.

Example: The three following figures illustrate the w-layer and m-layer interconnection. Also the
interconnection of the files in the sense of the number of word units is captured and denoted by arrows.
All three examples were chosen from the CAC 2.0 deliberately so that the user can directly view the
instances; the name of the document and number of the sentence is provided for every sentence. Figure
2.2 serves to illustrate the 1:1 ratio of the layers. The layers do not differ except for the final punctuation.
Figure 2.3 exemplifies the situation where a word token is inserted into the text — the year information
was clearly missing. Since it is almost impossible for the corrector to add the missing year, the symbol
“#” is used as this symbol has no counterpart on the w-layer. In contrast, Figure 2.4 illustrates the
situation where more m-layer units corresponds to the same w-layer unit — the word unit
pedagogicko-psychologické (E: “psychological-pedagogical”) has been divided into three separate
units.

Figure 2.2. Technical interconnection of the w-layer and m-layer: No changes
other than the final-sentence punctuation

document: n08w, sentence No. 155 (Salesgir is brisk and smiling.)

v Prodavacka je hbita a usmeévava .

HT prodavaika_"*Z) bt hbity El LEMEVawY

E HNMFS1——A-— YB-S—3P-AA—-  AAFS 1 LA J e ABFS1--—1h-—  Fime—eee-
® ® o ® ® o

- ¥ ¥ ¥ ¥

8 0O ol o o} o}

1 Prodavadka je hbita a usmevava

Figure 2.3. Technical interconnection of the w-layer and m-layer: The insertion
of a word token

document: n46w, sentence No. 100 ([t has been discovered #.)

o Bylo objeveno roku # :

8 byt obijevit_iw rok Bicyear;

E WENS---¥R-AA-—  WSNS---XK-AP— MMIS 2---—- A---- C= Z =
o o o o o

- L

£ o0 o o}

t Bylo objeveno roku
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Figure 2.4. Technical interconnection of the w-layer and m-layer: The division
of a word token

document: n4éw, sentence No. 227 (... pedagogic-psychological service ...)

2 ... pedagogicko - psychologické poradny
IE .. pedagogicky - peychologicky poradna
v Aeemeaes y p— . — YT Y - MNFS 2--eAwees
o o ® o
- -.H rll e r
7] o o
JG
= pedagogicko-psychologické poradny ...

The interconnection between the a-layer and m-layer means that each m-layer word unit corresponds
exactly to one node of the dependency tree on the a-layer, and vice versa. The only exception is the
technical root, which has no counterpart on the m-layer. Figure 2.1 illustrates the interconnection
described above.

2.4. The project’s progress

The project of the Czech Academic Corpus comes down to us the centuries, as we have described in
detail in the article (Hladka, Kralik, 2006). We will not address the long journey of the CAC leading
to its first version published here. The CAC 1.0 Guide (Vidova Hladka a kol., 2007) contains all of
that information. Here, we would like to summarise the process of building up the layers of the second
version of the CAC.

2.4.1. On the road to the CAC 2.0: Morphological
annotation

The data preparation of the CAC 2.0 involved further semi-automatic checks of the morphological
annotation; extensive semi-automatic checks have been already run during the CAC 1.0 preparations.
These checks have been motivated by the similar processes during the building of the Prague
Dependency Treebank 2.0. Detailed descriptions can be found in the CAC 1.0 Guide.

The automatic scripts verifying the data went through the corpus and marked suspicious positions; the
annotators then checked the marked sentences and corrected them if needed. The main point of this
work was to ensure that the morphological categories of the original tag in the CAC and of the positional
morphological tag in the CAC 1.0 matched. For example, as for the noun’s case category, the scripts
have marked 1,258 suspicious tags; the annotator found 332 of them to be wrong and corrected them.
There have been 177 suspicious instances of adjective’s case and the annotator corrected 41 of them.

All of the verifications conformed to the rules of the PDT morphological annotation [17].

2.4.2. On the road to the CAC 2.0: Syntactical annotation

The analytical annotation of the corpus has raised the question of how to map the original annotation
to the Prague Dependency Treebank style of annotations. Based on the experiences from the
morphological annotation, we have split this question into three sub-questions: Automatically?
Semi-automatically? Manually? The article by Ribarov, Bémova, Hladka, 2006 describes our search
for the answers in detail. The authors have reached a possibly surprising conclusion: They have decided
to ignore the original annotation completely and process the manually morphologically annotated texts
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of the CAC 1.0 by an automatic procedure (parser). This procedure assigns a dependency tree to each
sentence and an analytical function to each node. These automatically assigned trees have been manually
verified (annotated). The maximum spanning tree parser (MST parser) described below has been used.
For details see 3.3.5.

Professional linguists conducted the analytic annotation of Prague Dependency Corpus. Two annotators
from the PDT group became the main arbiter for our project. Among the other annotators were two
students of philology, and two Czech and three Slovak annotators experienced in annotating the Slovak
National Corpus [21] under the leadership of Prague linguists trained in the PDT annotations. Therefore
the CAC annotation had two phases: annotation, arbitration. In the beginning, each document was
annotated by two annotators, the annotators worked in parallel. The two annotations were automatically
compared and the result proceeded to the arbiter. As soon as the arbiter agreed that the work of the
annotators was fluent enough, each document was annotated only once. During the second stage of
annotations, the arbiter reviewed the complete documents, not only the differences in parallel
annotations. The documents were then processed by the automatic scripts verifying the different
phenomena between the annotation stages.

The automatic scripts verification was inspired by the scripts used in the PDT 2.0 preparations, similarly
to the morphological annotations. The scripts marked suspicious positions in the data. The relations
of the nodes on the analytical layer have been checked for their grammatical permissibility, and the
possible combinations of the morphological tag and analytical function of each node has been checked.
In the next stage the marked suspicious positions were highlighted and a brief description of the possible
problem was displayed on the annotator’s screen. The problem could occur either in the morphological
or in the analytical annotation.

All of the verifications conformed to the rules of PDT morphological annotation [18].

As an example of the analytically-morphological verifying script, we will describe the script as it
checks the annotation of the word form se. The script checked the following condition for each node
for the word form “se”’: Each node for the word form se is either a reflexive pronoun with the analytical
function AuxT or AuxR, or it is a vocalised preposition with the analytical function AuxP. Other
scripts reviewed the agreement of morphological tag categories or the permissibility of the combination
of the governing and dependent nodes’ analytical functions (e.g. the preposition and its dependent
noun or the permissibility of the position of a node marked as subject Subj).

Figure 2.5 illustrates operations on the data since the CAC 1.0 release up until the CAC 2.0 release.
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Figure 2.5. CAC 2.0 preparation — data processing
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Chapter 3. The Czech Academic
Corpus 2.0 CD-ROM

3.1. Directory structure

This section describes the visual representation of the directory structure contained in the CD-ROM
up to its second, or third tier (see Table 3.1). Any references made regarding the content of the CD-ROM
that resides deeper within the tree structure notes the full path to the file.

Table 3.1. CAC 2.0 CD-ROM - Directory structure

index.html # CAC 2.0 Guide in Czech (html)
# CAC 2.0 Guide in English (html)

# Install script for Linux (English)

index-en.html

Install-on-Linux.pl
Install-on-Windows.exe  # Installation program for MS Windows (English)
Instaluj-na-Linuxu.pl # Installation script for Linux (Czech)

Instaluj-na-Windows.exe # Installation program for MS Windows (Czech)

bonus-tracks/

cac—-guide/

tool chain/

tool chain

tutorials/

# Bonus material

STYX/ # Electronic exercise book of Czech language
data/ # Data component
csts/ # CAC 2.0 in CSTS format (files
[ans] [0-9] [0-9] [sw] .csts)
pml/ # CAC 2.0 in PML format (files
[ans] [0-9] [0-9] [sw] . [amw])
schemas/ # PML schemes and dtd of CSTS format
doc # Documentation

# CAC 2.0 Guide in Czech and English (pdf)

tools/ # Tools

Bonito/ # Corpus manager

Java/ # Java Runtime Environment 6 Update 3 for Linux and MS
Windows

LAW/ # Editor of morphological annotations

TrEd/ # Editor of syntactical annotations, including the TrEdVoice
module for voice control

Netgraph/ # Corpus viewing and searching tool

# Tools for the automatic processing of Czech texts

# Script running the tokenisation and/or morphological analysis

and/or tagging and/or parsing

# Tutorials for the data and the tools




The Czech Academic Corpus 2.0 CD-ROM

3.2. Data

This section describes the inner representation of the files itself, the rules used to name the files, and
the organisation of the CAC 2.0 corpus into files.

3.2.1. Data formats

We used the Prague Markup Language (PML) as the main data format. The PML is a generic
XML-based [31] data format designed for the representation of the rich linguistic annotation of text.
Each of the annotation layers is represented by a single PML instance. The PML was developed in
concurrence with the annotation of the PDT 2.0.

A secondary data format used in the CAC 2.0 is a format named CSTS. This is an SGML-based [20]
format used in the PDT 1.0 annotation and also in the Czech National Corpus [14]. The reason why
we use a secondary format for the CAC 2.0 is its more efficient human readability, the ease of its
processing by simple tools and also the fact that some of the tools developed for the CAC 2.0 are only
able to work with the CSTS format. A conversion tool for these two formats is also available.

In the following chapter you will find a summary of the main characteristics of the PML format;
detailed information has been published in a technical report (Pajas, Stépanek, 2005). Part 3.2.1.2
contains a summary of the main characteristics of the CSTS format. For more detailed information see
the PDT 2.0 documentation [13].

3.2.1.1. The PML format

These layers of annotation can overlap or be linked together in the PML as well as with other data
sources in a consistent way. Each layer of annotation is described in a PML schema file, which can be
seen as the formalisation of an abstract annotation scheme for the particular layer of annotation. The
PML schema file describes which elements occur in that layer, how they are nested and structured,
what the attribute types are for the corresponding values, and what role they play in the annotation
scheme (this PML-role information can also be used by applications to determine an adequate way to
present a PML instance to the user). New schemata can be automatically generated out of the PML
scheme, e.g. Relax NG [19]. This means that data consistence can be checked by common XML tools.
Both versions of the schemata are available in the directory data/schemas/. An example of the
w-layer part of the PML schema of the CAC can be found in Table 3.2
(data/schemas/wdata schema.xml). In the illustrated example, the paragraph (type para,
the whole document in the case of the CAC 2.0) consists of an array of w—node. type elements.
This type is closely defined as a structure also containing obligatory elements: id (unambiguous
identifier with the role of #1D) and token (word unit).

10
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Table 3.2. The PML schema of the w-layer in the CAC 2.0

<type name="w-para.type'">
<sequence>
<element name="w" type="w-node.type"/>

</sequence>
</type>
<type name="w-node.type'">
<structure name="w-node'">
<member as_ attribute="1" name="id" role="#ID" required="1">
<cdata format="ID"/></member>
<member name="token" required="1">
<cdata format="any"/>
</member>
<member name="no_ space after" type="bool.type"/>
</structure>
</type>

Every PML instance begins with a header referring to the PML schema. The header contains references
to all external sources that are being referred to from this instance, together with some additional
information necessary for the correct link resolving. The rest of the instance is dedicated to the annotation
itself. Table 3.3 provides an example of a PML schema (mdata schema.xml) and the appropriate
instance within the w-layer (n01w.w) being linked to the part of the head of the m-layer instance
(n01w.m).

Table 3.3. Part of the header of the m-layer instance n0lw.m

<head>
<schema href="mdata schema.xml" />
<references>
<reffile id="en w" href="alOlw.w" name="wdata" />
</references>
</head>

Table 3.4 similarly shows the referential part of the header of the instance of the a-layer (n01w. a),
referring to the PML-schema of that instance (adata schema. xml) and the corresponding m-layer
instance (n01w.m) and w-layer instance (n01w. w).

Table 3.4. Part of the header of the a-layer instance nO1lw. a

<head>
<schema href="adata schema.xml" />
<references>
<reffile id="m" href="nOlw.m" name="mdata" />
<reffile id="w" href="nOlw.w" name="wdata" />
</references>
</head>

The annotation is expressed using XML elements and attributes named and used according to their
corresponding PML schema. Table 3.5 illustrates an example of the morphological annotation of a
part of the sentence Vas boj je i nasim bojem(Lit.: Your fight is our fight too). The opening tag of the

11
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element s contains an identifier of the whole sentence followed by the opening tag of the element m,
which contains identifiers to the annotation corresponding to the token of the w-layer that are being
referred to from the element w . r £. Other elements contain the form (£ o rm), morphological tag (tag)
and src. rf provides the source of the annotation, in this case a manual annotation.

Table 3.5. An example of sentence m-layer annotation in the PML format

<s id="m-n0lw-s14">
<m id="m-n0lw-s14W1">
<src.rf>manual</src.rf>
<w.rf>wHw-n0lw-sl4Wl</w.rf>

<form>Vas</form>
<lemma>tvij " (pfivlast.)</lemma>
<tag>PSYS1-P2---—--——- </tag>

</m>

<m id="m-n0lw-s14W2">
<src.rf>manual</src.rf>
<w.rf>wHw-n0lw-s14W2</w.rf>
<form>boj</form>
<lemma>boj</lemma>
<tag>NNISl----- A----</tag>

</m>

<m id="m-n0lw-s14W3">
<src.rf>manual</src.rf>
<w.rf>wHw-n0lw-s14W3</w.rf>
<form>je</form>
<lemma>byt</lemma>
<tag>VB-S---3P-AA---</tag>

</m>

<m id="m-n0lw-s14W7">
<src.rf>manual</src.rf>
<form change>insert</form change>
<form>.</form>
<lemma>.</lemma>

</m>
</s>

Table 3.6 shows an example of the analytic annotation of a sentence Vas boj je i nasim bojem.(Lit.:
Your fight is our fight too.) The less important elements have been left out to make the example more
transparent. The dependency structure of the sentence is represented by structured nested elements.
Daughter nodes are enveloped by the element children. Furthermore, each node is enveloped in
the element 1M with the identifier of this node as an attribute; lists of single nodes are the only exception,
as this element can be omitted for them. The identifier of the node becomes an attribute of the element
children. The element m. rf links to the corresponding element of the lower layer containing the
particular word form. The element afun contains the analytical function of the node. The element
ord contains the sequential number of the node in the tree in left-to-right order. This number is equal
to the word order in the sentence.

12
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Table 3.6. An example of sentence a-layer annotation in the PML format

<LM id="a-n0lw-s14">
<s.rf>m#m-n0lw-sl4</s.rf>
<afun>AuxS</afun>
<ord>0</ord>
<children>
<LM id="a-n0lw-s14W3">
<afun>Pred</afun>
<m.rf>m#m-n0lw-s14W3</m.rf>
<ord>3</ord>
<children>
<LM id="a-n0lw-s1l4W2">
<afun>Sb</afun>
<m.rf>m#m-n0lw-s14W2</m.rf>
<ord>2</ord>
<children id="a-n0lw-s14W1l">
<afun>Atr</afun>
<m.rf>m#m-n0lw-s14Wl</m.rf>
<ord>1</ord>
</children>
</LM>
<ILM id="a-n0lw-sl4Wo6">
<afun>Pnom</afun>
<m.rf>m#m-n0lw-s14W6</m.rf>
<ord>6</ord>
<children id="a-n0lw-s14W5">
<afun>Atr</afun>
<m.rf>m#m-n0lw-s14W5</m.rf>
<ord>5</ord>
<children id="a-n0lw-s14W4">
<afun>Auxz</afun>
<m.rf>m#m-n0lw-s14W4</m.rf>
<ord>4</ord>
</children>
</children>
</LM>
</children>
</LM>
<ILM id="a-n0lw-s14W7">
<afun>AuxK</afun>
<m.rf>m#m-n0lw-s14W7</m.rf>
<ord>7</ord>
</LM>
</children>
</LM>

XML elements of a PML instance occupy a dedicated namespace:
http://ufal.mff.cuni.cz/pdt/pml/ (this is not a real link, it is just a name of the
namespace). The PML format offers unified representations for the most common annotation constructs,
such as attribute-value structures, lists of alternative values of a certain type (either atomic or further
structured), references within a PML instance, links among various PML instances (used in the CAC 2.0
to create links across layers), and links to other external XML-based resources.

3.2.1.2. CSTS format

A single file in CSTS format can contain all layers of annotation.

13
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3.2.2.

A CSTS format file opens with a (facultative) header (element h) followed by at least one doc element.
The element doc consists of a header (element a) and contents (element c). The element c is then
formed by a sequence of paragraphs (element p) and sentences of those paragraphs (element s).

Each word token of the sentence is placed on a separate line in the file (element £ or d for punctuation).
The line continues with the annotations of this word token on all layers. The element 1 is filled with
the lemma, the element t contains its morphological tag. The element A is filled with the analytical
function of the word token. The unique identifier of the word token in the sentence is stored in the
element r. The element g contains a link to the governing node of the word in the form of an identifier
of that governing node.

See Table 3.7 for an example of the complete annotation of the sentence Vas boj je i nasim bojem.(Lit.:
Your fight is our fight too.) in CSTS format.

Table 3.7. An example of sentence annotation in CSTS format

<s 1d=n0lw-s14>

<f 1d=n0lw-s14W1>Vas<l>tvaj " (pfivlast.)<t>PSYS1-P2-------
<r>1<g>2<A>Atr

<f id=n0lw-s14W2>boj<1>b0oj<t>NNISIl----- A-——-<r>2<g>3<A>Sb

<f id=n0lw-s14W3>je<1l>byt<t>VB-S---3P-AA---<r>3<g>0<A>Pred

<f id=n0lw-s14W4>i<1>i<t>J"———--———————~ <r>4<g>5<A>Aux7Z

<f 1d=n0lw-s14W5>nasim<l>mij " (pfivlast.)<t>PSZS7-Pl-------
<r>5<g>6<A>Atr

<f 1id=n0lw-s14W6>bojem<l>boj<t>NNIS7----- A----<r>6<g>3<A>Pnom

<D>

<d 1d=n01lw-sl4W7>.<1>.<t>Z:--—-—-—-—-——————- <r>7<g>0<A>AuxK

The DTD file for CSTS format can be found in the directory data/schemas/. For more detailed
information on this format see the PDT 2.0 documentation [13].

Directories tools/tool chain/csts2pml/andtools/tool chain/pml2csts/ provide
conversion scripts for the two formats.

File naming conventions

Each data file used in the CAC 2.0 relates to one annotated document. The base of the file name contains
a single letter that classifies the subject of the text contained in the file. Namely n indicates newspaper
articles, s marks scientific texts, and a denotes administrative texts. Next, the file name specifies a
two-digit ordinal number of the document within a group of documents of the same style. Following
this two-digit number, a letter indicates if the text is derived from a written text (letter w) or if it is a
transcript of spoken language (letter s). The file names of the documents are included as the identifiers
of sentences and elements in these sentences, e.g. <m id="m-n0lw-s1W1"> in table 3.5. See
Appendix A for file names of each document.

Example: Instances noted according to template a [0-9] [0-9] s* contain transcripts of the spoken
language in an administrative style.

In PML format, the file extension embodies the layer of the document’s annotation. The extension of
w-layer files is . w, . m denotes m-layer and . a denotes a-layer. Then they will be referred to as w-files,
m-files and a-files. Each a-file exactly corresponds to one m-file and one w-file. Each a-file contains

links to the corresponding m-file and w-file, and each m-file contains links to the corresponding w-file

(see above). Due to this dependency, it is critical that files not be renamed. There are no links from
w-files to m-files (or a-files), as well as there are no links from m-files into a-files.

In CSTS format, there is the “csts” extension for all the files.
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3.2.3.

Example: The code s17w. a defines a PML instance containing the a-layer annotations of a document
written in a scientific style. The file linksto s17w.mand s17w.wfiles, file s17w.mlinks to s17w.w
file. The code s17w.csts defines a CSTS file containing all layers (w-layer, m-layer, a-layer)
annotation of a document written in a scientific style.

Data size

The CAC 2.0 is composed of 180 manually annotated documents containing 31,707 sentences and
652,132 tokens as calculated from the m-files. Tokens without punctuation total 570,761 and tokens
without punctuation and digit tokens reach 565,928. Table 3.8 states the sizes of the individual parts
of the data according to its style and form.

Table 3.8. Size of the CAC 2.0 parts according to style and form

Style Form Number |Number of| Number off] Number of Number of

of docs| sentences|word tokens| word tokens| word tokens

w/o w/o

punctuation| punctuation

and digit

tokens

Journalism Written 52 10234 189 435 165 469 163 700

Journalism Transcription 8 1433 28 737 24 864 24 859

Scientific Written 68 11113 245175 216 281 214 132

Scientific Transcription 32 4576 115 853 100 281 100 272

Administrative | Written 16 3362 58 697 51431 50530

Administrative | Transcription 4 989 14 235 12 435 12 435

Total Written 136 24709 493 307 433 181 428 362

Total Transcription 44 6998 158 825 137 580 137 566

Total Written and 180 31707 652 132 570 761 565 928
transcription

Table 3.9 contains separate quantitative data for the characters “#” and “?” that were manually inserted
into the CAC to replace missing words and numbers written as digits.

Table 3.9. Quantitative characteristics of the CAC 2.0 — replacement characters
“#” and 66?”

Style Form Number of “#”| Number of “?”| Number of “#” Number of
characters (in a| (in a specified or “?” (in a| sentences not

specified number of |specified number containing

number of sentences) of sentences)| replacement

sentences) symbols

Journalism Written 1,769 (1,187) 925 (680) 2,694 (1,563) 8,671
Journalism Transcription 5(5) 25 (25) 30 (30) 1,403
Scientific Written 2,149 (1,222)| 2,230 (1,418) 4,379 (2,030) 9,083
Scientific Transcription 9(9) 1,31 (108) 140 (113) 4,463
Administrative| Written 901 (611) 635 (476) 1,536 (915) 2,447
Administrative | Transcription 0(0) 16 (15) 16 (15) 974

Every experiment conducted on the CAC 2.0 data made public should contain information about the
data that was used to obtain the derived results.
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The Annotation of the CAC 2.0 is divided into three layers: the w-layer (word layer), m-layer
(morphological layer) and a-layer (analytical layer). Each of these layers includes its own PML schema
located in the directory structure (data/schemas/ files wdata schema.xml,
mdata schema.xml,adata schema.xml). The directory structure data/pml/ is composed
of a total of 496 files: 180 w-files, 180 m-files and 136 a-files. The written texts have not been annotated
on the a-layer. It is impossible to apply the guidelines for the syntactical annotation of the written texts
to the annotation of the spoken texts.

The directory data/csts/ contains 180 files of this same data in CSTS format.

With regards to target to integrate the CAC into the PDT, we present Table 3.10 that compares the

basics of both corpora. We only mention the characteristics common to both corpora. The CAC 2.0
will be integrated into the PDT when the next version of the PDT is published.

Table 3.10. A comparison of the CAC 2.0 and the PDT 2.0

PDT 2.0 CAC2.0
Characteristics Number of words | Number of | [Number of  Number of
(thousands) sentences|lw o r d s |[sentences
(thousands) (thousands) (thousands)

Morphological annotation |2,000 116 650 32
Analytical annotation 1,500 88 488 24
Written form 2,000 116 488 24
Transcriptions -- -- 162 8

Journalistic style 1,620 94 214 11
Administrative style -- -- 71 3

Scientific style 380 22 365 18

3.3. Tools

We provide the whole range of tools for data annotations, annotation corrections, searching within the
annotated data and automatic data processing. Considering the fact that the CAC 2.0 is annotated on
the m-layer and a-layer, we provide the tools for working with the CAC (and other) data on these two
layers. Table 3.11 helps the user to orient themself to the tools contained on this CD-ROM. Each tool
is described by its main features and its appointed kind of use. The following sections describes the
tools in more detail.
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Table 3.11. Tools — outline

Tool

Description

Purpose

Bonito

Corpus manager

Searching within CAC 2.0 texts

Searching within the morphological annotations of the
CAC2.0

Searching within the analytical functions assigned to
words in the CAC 2.0 as a part of the a-layer

Basic statistics on the CAC 2.0

LAW

Morphological annotations
editor

Morphological annotation (manual disambiguation of
morphological analysis results)

TrEd

Syntactical annotations

editor

Syntactical annotations (assigning analytical functions
and syntactical dependencies)

Netgraph

Corpus viewer

Searching within the trees in the CAC 2.0

tool chain

Automatic procedure
processing Czech texts

Tokenisation
Morphological analysis

Tagging (automatic disambiguation of morphological
analysis results)

Parsing (automatic syntactical analysis with analytical
functions assignment)

3.3.1. Corpus manager Bonito

The graphic tool Bonito [32] simplifies tasks commonly associated with language corpora, especially
searching within them and calculating basic statistics on the search results. Bonito is a system upgrade
of the corpus manager Manatee, which conducts various operations on corpus data. A detailed
documentation for the Bonito tool is included in the application itself and can be launched from the
main He1lp menu.

Figure 3.1 illustrates the Bonito main screen. The command of the tool is demonstrated in the following

examples.
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Figure 3.1. Bonito: Main screen

Manager Corpus Query Concordance View Select

New query | — e - ek

mezindrodniho hudebniho festivalu Prazské  jaro  devatenict set sedmdesutosmbeni____
svatlosti zazdrila na nebi Prazského  jara . Uterni vezer v Domé umelcn
Goldoniho Poprasku , ktery divadlouvedlona  jafe . Je pohyblivy , mimicky i hlasove
skleniky se eliminuji nepriznivé viivy jarniho pnémi Tim se zvy£uje produkiivita
vystoupi na hudebmim festivalu Prazské  jaro . A protofe dosud neni presné uréen
to, e je m hezky pocelf rok ,od  jara  dozimy,ivzims, kdys jevie
clenové oddilu informovani . Pro  jarni :un.lbuvi.m odebir
nezapomnel vyzvednout z cistirny manzeléin - jarni pomnél tam Mopak’@;igg,
plin price na letocni rok . Akce#® jarnich ?bude za.ha]ena# birezna . Okres
divikeam za prizes , preji veem hezké  jaro  alétoa na podzim se t22i na shledanou —
ohledu na to , zda jich dosazenona  jare | & na podzim . Letos jis stvrey =
nazich zivazks budeme muset pockat na  jaro a2 se bude moci dalat venba , mame
Skladand sukns patei také mezi  jarni  mddni novinky . 1 modely letnich
. Cisté modré nebe , prijemné  jarni  slunce a 2ily ruch v mezindrodnich
oblezeni. Veera seuzaviely brinyza  jarni  etapou vystavy Flora Olomoue . Na
~ |- AW
MNumber of hits: 54 =
= Query :"ja[re]

Displayed: 1450/54 (32%) Line: 11 Selected: 2

Figure 3.1 description

* 1 Main menu

* 2 Corpus selection button

* 3 Query line

* 4 Main window displaying query results

e 5 Column of the appropriate query results

* 6 Concordance lines

* 7 Selected concordance lines

* 8 Window displaying query history and broader context

¢ 9 Status line

Bonito makes it possible to run the Czech morphological analyser directly through the menu Manager
| Morphology. This command opens a new window; the user can keep this window open while
working with the corpus tool. It can be used to run morphological analysis or synthesis (generating).
The morphological analysis of a given word lists all possible lemmas and tags corresponding to the
possible word forms that can

entered word form. In case a synthesis is selected, the tool generates all

be generated from the given lemma and the corresponding tags. See Figure 3.2.

18



The Czech Academic Corpus 2.0 CD-ROM

Figure 3.2. Bonito: Running the morphological analyser

74 Morphology
Marphaolagy

Wyord: Ijara]
& Analyze  Generate I
Wiiord Tags
jara MMMP A

MM MR- A -

MM MPE-—- A -

MMM S22 A -

OKl Closel Sa\tel

The tutorial [/tutorials/bonito-text_en.htm] contains more detailed information how to master Bonito.

3.3.2. LAW - Editor for morphological annotation

The Lexical Annotation Workbench (LAW, [33]) is an integrated environment for morphological
annotation. It supports simple morphological annotation (assigning a lemma and tag to a word), the
comparison of different annotations of the same text, and searching for a particular word, tag etc. The
workbench runs on all operating systems supporting Java, including Windows and Linux. It is an open
system extensible via external modules — e.g. for different data views, import/export filters, assistants.
The LAW editor supports PML [15], csts [13] and TNT [38] formats.

3.3.2.1. Major components

The application consists of three major components as shown in Figure 3.3.

Figure 3.3. LAW: Main screen

[ LAW (current user: jirka) C:Lawishelfa0iw.cac.2origests G R e
File Wiew Go Layers Tools Help
== |

navigator Da Panel m Cilaw'shefaliw.cac.2.onig.csts (Primand
| An | ambi m in : v wykadovat T : VB.S...3P-AA

- ; wiadowat_T

atovat_iT T imperfect vern

cur [E|L]T]v

NG — = :ﬂ::f':'m"
Jizuhé [izda, [NNFS6---A—1]
rychieji [rychie_a(* 4, [Dg--— 2h] g ;?;:Lln:semormrs form
Jedoucim edouci_Aipohybovat_se,_ne_vi — e
Wi RS Comest _|Pemss
uminznit (umoznit W, [(Vf-—A-—-]] pozaminich Komunikatich Vén : m’::ame fnot negated)
Jirn [on, [PPXP3--3--.---- n situaci v silniénirm provozu Me ;
piedjeti [predijeti_~(*1), [NNNS4__ A Eeiména bezdivodné pomalous hot apl_nrl_lcaple .f.ha.sw ?‘a”.an[.‘,ﬂandam B0
& (vl [, [Z:—

1 edoucim vozididm a umonit jim pfedjetl Zalem phmulost provoey

Zajem [zajem, [NNIST—-A--—]] _smr'u\au' i povinnost neomezoval provaz bezdhadnd
phymulosti [phmulost_*{* ), [NNFS2_....A... pomalou jizdou Nesnizovat nahle rechlost jizdy ani nahle nezastavovat
provozy [provaz, [NNIS2-—f.----]] Womdlo pokud to newyaduje bazp =t zlinlEnihn provozu Pod je
hyiam Py admeat T, [WVB-S---3P-AR---] Fafazeno ustanoveni divajéiho wh MY Je formulovano tak aby pii
stanoveni [stanoveni_*{urcit)_(*3i), [MNNS__|| 2oprawnich nehodach nedochaze utomatickému predpoklady
noyvinnosti pmannost 03, INNFS2-——-8- = || spoludny fidide vozidia jedouciho vafedu | zde je fFeba zdlraznit

4@ . 0 I¥ || povinnost chovat se v silniénim provozu opatmné s to se Hetelam tomu
Remes: 3639, Cur w: W-REC201.DAT:s3wd | e nehod zavinényeh z nedodrzeni bezpeing vzdilenost za vpredu -
[Statushar

1. Navigator — For navigating through words of the document that have been filtered by different
criteria and the selection of words for disambiguation.
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2. Da Panels — For displaying and disambiguating morphological information (lemmas, tags) of a
word. The panel consists of two windows — a grouping list and a list of items. The latter displays
all the lemma-tag pairs associated with the current word (on the particular m-layer). The former
makes it possible to restrict the items to a particular group, e.g., items with a particular lemma,
detailed pos or gender. One of the panels is always defined as primary — certain actions apply to
that panel only (e.g. Ctrl-T activates the list of lemmas and tags in the main panel).

3. Context Windows — Contain various context information, e.g. plain text of the document, syntactic
structures, etc.

3.3.2.2. The usual workflow

The usual annotation work proceeds as follows:
1.  Open the desired m-file: File | Open(Ctrl-O). The associated w-file opens automatically.

2. Switch to the ambi-list (Ambi+ name of m-file) in the Navigator that is displaying the ambiguous
words (words with more than one result of the morphological analysis) and select the first word.

3. Press Enter. The cursor moves to the primary Da Panel. Select the correct lemma and tag and
press Enter again. The cursor will move to the next ambiguous word.

In case you make a mistake, switch to the list of all entries in the Navigator (All), find the word
you want to review and select it. The Da Panel will display the corresponding annotation. You
can now select the correct lemma and tag and then switch back to the Ambi X list.

4. Save the annotations: File | Save (Ctrl-S).

3.3.3. TrEd — Editor for syntactical annotations

The Tree Editor (TrEd, [37]) is a fully integrated environment primarily designed for the syntactical
annotations of tree structures assigned to sentences. The editor can also be used for data viewing and
searching with the help of several kinds of search functions.

The TrEd supports the PML and CSTS formats of input and output. More details on these formats can
be found in 3.2.1. The TrEd system is highly modular, which means support for other formats can be
easily plugged in.

The TrEd offers various possibilities of custom settings. User-defined macros in the Perl language can
extend its functionality. Macros are called upon from menus or through the assigned hotkeys.

Users oriented with programming will certainly be able utilise the TrEd version without graphical user
interface — called “btred” — for batch data processing (the Batch-mode Tree Editor). The NTrEd tool
is another add-on to the editor. It brings with it the possibility to parallelise the “btred” processes and
to distribute them on more computing machines.

To open the files in the TrEd use the menu command File | Open. Choose a file with the extension
* a or *.csts. The file opens in the TrEd and the first sentence of the file displays on the screen.

Figure 3.4 shows a typical TrEd screen. The sentence Problémy motivace jsou tak staré jako lidstvo.(E.:
The motivational problems are as old as the human race.) Please find the explanatory notes below.

* 1. A window shows the tree representing the syntactical annotation of the sentence.
* 2. The represented sentence.

» 3. Status line: The status line shows various information on the selected word (the highlighted
node, in our case Problémy). In our example the ID number of the node, its lemma and tag are
displayed.
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3.3.4.

¢ 4. Current context. The environment for working with the annotations is called the context. There
is a context which only allows the user to view the annotations (e.g. the PML A View context
serves for viewing the syntactical annotations), another context might enable changing the
annotations (e.g. the PML A Edit context allows for editing the annotations). To change the
context, click on the current context name and choose another context from the pop-up list.

* 5. Current display style. The display style can be changed in the same way as the context.
» 6. Editing the display style.

* 7. Viewing the list of all sentences in the open file.

» 8. Buttons for opening, saving and re-opening a file.

* 9. Buttons for moving to the previous or following tree in the open file and for window management.

Figure 3.4. TrEd: Main screen
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The CAC 2.0 files open in the PML_ A View context by default. In this context the user can view the
trees and the editing is disabled. In case you wish to edit the trees, switch to the PML A Edit context.
Both contexts offer only a single display style — PML_A. To view the list of all defined macros and
the hotkeys assigned to them for any currently used context choose View | List of Named
Macros from the menu.

Corpus viewer Netgraph

Netgraph [35] is a client-server application for searching through and viewing the CAC 2.0. Several
users can view the corpus online at the same time. The Netgraph has been designed for simple and
intuitive searching while maintaining the high search power of the query language.
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A query in Netgraph is formulated as a node or tree with defined characteristics that should match the
required trees in the corpus. Therefore, searching the corpus means searching for sentences (annotated
into the form of trees) containing the given node or tree. The user’s queries can range from the very
simple (e.g. searching for all trees in the corpus containing a desired word) to the more advanced
queries (e.g. searching for all sentences containing a verb with a dependent object, where the object
is not in dative, and there is at least one dependent adverbial of direction, etc.). So called meta attributes

enable searching for even more complex structures.

The Netgraph tool offers a user friendly graphical interface for query formulation. See Figure 3.5 as
an example. This simple query searches for all the trees containing a node marked as the predicate that
has at least two dependent nodes marked as subject and object. The order of these dependent nodes is

not specified in the query.

Figure 3.5. Netgraph: Query formulation
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The tree in Figure 3.6 could be one of the results the server returns.
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Figure 3.6. Netgraph: Query result
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Users always use the client side of the Netgraph application. The client connects to the public server
quest.ms.mff.cuni.cz throughthe 2001 port . Another possibility for the user is to install the
server part of the application and then search the corpus offline.

3.3.5. The automatic processing of texts

The data and applications for the morphological and syntactical analysis of the Czech texts were
developed simultaneously. The CD-ROM contains two fundamental morphological applications —
morphological analysis and tagging — and one syntactical application — parsing. Also, the procedure
for tokenisation is included.

Tokenistion is the process of splitting the given text into word tokens. Its result is so-called “vertical”
which means it is a file containing each word or punctuation on a separate line. The term tokenization
is often used for both splitting the text into words and segmentation, i.e. marking sentence and paragraph
boundaries. Our tokenisation procedure also segments the text.

However we understand tokenisation even more broadly — the procedure vartically converts into the
CSTS format (see Chapter 3.2.1.2). This conversion includes: adding the file header to the beginning
of the vertical column and marking each word with a simple tag distinguishing the word properties
that are clear straight from the orthographic form of the word. Punctuation, digits or words containing
digits are especially marked. The upper case words and words beginning with upper case letters are
marked with special tags, too. The resulting vertical column in the CSTS format serves as the input
for further processing.

The morphological analysis evaluates individual word forms and determines lemmas as well as possible
morphological interpretations for the word form.

The morphological analysis is based on the morphological dictionary containing part of speech
information on Czech word forms. Each word form is assigned a morphological tag describing the
morphological characteristics of the word form. The morphological dictionary used for the analysis
contains additional information for many lemmas — style, semantics or derivational information. The
lemmas of abbreviations are often enriched by comments referring to the explanatory text in
Attachment B.

23



The Czech Academic Corpus 2.0 CD-ROM

Due to the high homonymy of the Czech language, most word forms can be assigned more
morphological tags or even more lemmas. For example, the word form pekla has two lemmas — noun
peklo (hell) and verb peci (to bake). Both lemmas generate several tags for the given word form. The
morphological analysis compares the possible word forms from the whole corpus to the word forms
contained in the morphological dictionary. The corresponding lemmas and tags are assigned to the
given word form in case they match. Therefore a set of pairs “lemma — morphological tag” is the result
of the morphological analysis for each word form.

The morphological analysis is followed by tagging (also called disambiguation). In this phase the right
combination of the lemma and tag for the given context is selected from the set of all possible lemmas
and tags. Regarding the character of the task, it is impossible to generate a method of tagging that
would function with 100 percent accuracy. The program carrying out the tagging is called tagger. The
tagger application included on the CD-ROM is based on the Hidden Markov Model (HMM) and
implements the use of the averaged perceptron statistical method (Collins, 2002): The method is
statistically based. A text that contains the set of all possible morphological tags and lemmas for every
word (the output from the morphological analysis) is the input for the tagger. In the output, the tagger
defines this dataset with an unambiguously determined tag and its corresponding lemma. The tagger
was trained on data in the PDT 2.0 and its accuracy (percentage of correct tags) on the CAC 2.0 is
91.8 percent. However, some errors have been caused by differences between the PDT and the CAC.
Therefore, the morphological analysis does not always offer the correct tag for some words. This
happens systematically with numbers written in digits (represented by the wildcard symbol # in the
CAC) and unknown words (represented by the wildcard symbol ?). If we do not take these systematical
differences into account, the final accuracy will be 93.1 percent.

After tagging the next step of text processing is parsing. The parsing procedure assigns each word in
the sentence its syntactical dependency on another word along with its analytical function. The program
carrying out the parsing is called parser. The parser included in the CD-ROM is based on the same
methodology as the tagger. The input of the parser is a text consisting of words labelled by a single
pair lemma-tag. The output is a tree structure labelled by analytical functions for each sentence. The
parser has been trained on the PDT 2.0 training data and its accuracy on the CAC 2.0 data is TBA %.

The script tool chain is provided for the user’s convenience. This script uses basic switches to
run the needed tool. For the switches documentation see Table 3.12. Concatenating more switches
enables running more tools in sequence.

Example: The following command morphologically analyses raw text: tool chain -tA

Note: When working with files in the PML format, the directory containing the input file of the
tool chain script must contain all files linked from the processed file. In case the m-file serves as
input, it has to be “accompanied” by the corresponding w-file.

Table 3.12. Script tool_chain

Parameter | Processing type Input file format Output file format

-t Tokenisation Raw text CSTS

-A Morphological analysis |[CSTS PML m-file, CSTS

-T Tagging PML m-file, CSTS (morphological analysis |PML m-file, CSTS
output)

-pP Parsing PML m-file, CSTS PML a-file, CSTS

Example: Let’s have a look at the analysis of Fantastickym finiSem si vSak Neumannova dobéhla pro
vytouzené olympijské zlato (E.: Neumannova powered down the final straight to win the longed-for
gold). The results of the morphological analysis (run by the command tool chain -tA) and
tagging (run by the command tool chain -T) is summarized Table 3.13. In case more possible
lemmas exist for the given word form (e. g. the word form si is analysed either as the verb byt (to be)
or as the reflexive particle se) the word form possibilities are separated with the pipe symbol “|”. To
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spare the reader from searching for errors the tagger itself made, we confirm that there are no errors
in this output. Figure 3.7 shows the parsing result (parsing run by the command tool chain -P).
Each node of the tree displays a word form, disambiguated lemma, disambiguated morphological tag
and analytic function. To spare the reader from searching for errors the parser has made, we confirm
that there are no errors in this output.

Table 3.13. An example of text treated with morphological analysis and tagging

Text Morphological analysis Tagging

Fantastickym |fantasticky ~ AAFP3----1A----  AAIP3----1A----|fantasticky AAIS7----1A----
AAIS6----1A---7 AAIS7----1A---- AAMP3----1A----
AAMS6----1A---7 AAMS7----1A---- AANP3----1A----
AANS6----1A---7 AANS7----1A----

finisem \fini§ NNIS7-----A---- \fini§ NNIS7-----A----
Si byt VB-S---2P-AA--7| se_ Nzvr._zdjmeno/Cdstice) |se_(zvr._zdjmeno/Cdstice)
P7-X3---mmeem- P7-X3---mmmem-

vSak vSak JN--m-mmmmmmmmm vSak JN--mmmmmmmmemm

Neumannova |Neumannovd ;S NNFS1----- A---- NNFS5----- A---—- [INeumannova ;S
NNFS1-----A----

dobéhla dobéhnout :W VpQW---XR-AA--1 dobéhnout W
VpQW---XR-AA--1

pro pro-1 RR--4------——-- pro-1 RR--4------——--

vytouzené vytouzeny "~(*3it) AAFP1----1A---- AAFP4-—-1A-—-|vytouzeny "~(*3it)
AAFP5----1A---- AAFS2----1A---- AAFS3----1A----| AANS4----1A----
AAFS6----1A---- AAIP1----1A---- AAIP4----1A----
AAIP5----1A---- AAMP4----1A---- AANSI----1A----
AANS4----1A---- AANSS5----1A----

olympijské olympijsky ~ AAFP1----1A----  AAFP4----1A----|olympijsky A ANS4----1A----
AAFP5----1A---- AAFS2----1A---- AAFS3----1A----
AAFS6----1A---- AAIP1----1A---- AAIP4----1A----
AAIP5----1A---- AAMP4----1A---- AANSI1----1A----
AANS4----1A---- AANSS5----1A----

zlato zlato NNNS1----- A---- NNNS4-----A----|zlato NNNS4-----A----
NNNS5-----A----
Zimmmmmmmemeee Zimmmmmmmmmeee
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Figure 3.7. An example of sentence parsing
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Fantastickym finigam si weak Neumannova dobshla pro vylouzang olympiiks zlato.

We recommend the users to test the tools by running the script tool chain -tA on an arbitrary
Czech text. The results of the script can be opened in the LAW tool, which also enables the
disambiguation of the assigned tags.

Run the script tool chain -P on the manually disambiguated file. The result of the script can be
opened in the TrEd tool, which also enables correcting the dependencies and analytic functions.

26



Chapter 4. Bonus material

4.1. The STYX electronic exercise book

The bonus material is aimed at advanced students in primary and high schools and their respective
teachers. The bonus material section labelled STYX [36] presents the user with an electronic exercise
book for practising Czech morphology and syntax. The most noteworthy feature of this material is the
number of sentences offered: More than 11,000 sentences have been compiled along with the
corresponding annotations in the PDT to facilitate effective training. In addition to this large vocabulary,
the application provides immediate verification of user’s parsing accuracy. It is important to stress that
the academic notion of Czech syntax (presented in the PDT 2.0) differs in some ways from the concepts
traditionally taught in the school system. These differences are closely documented (Kucera, 2006).
Each exercise processes an arbitrary number of sentences according to Czech syntax: Each word in
the sentence will be morphologically analysed and the entire sentence will be parsed including
determining the constituents of the sentence. Only a small subset of the 11,000 sentences is available
on the CD-ROM to avoid overloading the wuser — 50 sentences (see
bonus-tracks/STYX/sample.styx).

The steps for using STYX are clearly illustrated in Figure 4.1. First, the user selects the part of speech
associated with each word and then (s)he determines the morphological analysis and appropriate
morphological categories (upper part of the right window). The word nodes are juxtaposed together
at the beginning of the parsing and each node is removed when it has been successfully parsed. The
next step leads to determining the constituents of the sentence including the basic clause elements
(predicate and subject). Figure 4.2 demonstrates the parsing evaluation process. The user in our example
morphologically analysed the word predméty (E: subjects) correctly; also the syntax and analytical
functions analysis is correct (the top tree has been constructed by the user, the lower tree serves for
evaluation purposes).

Figure 4.1. STYX: Exercises
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Figure 4.2. STYX: Exercise evaluation
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4.2. Voice control of the TrEd editor via the
TrEdVoice module

The TrEd annotation editor is the essential annotation tool used to annotate the CAC 2.0 on the analytical
layer (see Chapter 3.3.3). From the very beginning the TrEd was equipped with many complex functions
and macros, and their number even increased over time. Most of the functions are assigned hotkeys,
as it would be extremely time consuming to call upon all the functions from the menu system each
time. Nevertheless, the system that consists of a large number of hotkeys is also complicated for the
user’s memory. One of the ways of how to rid the user from these complications is the voice control
system, which is quite rarely used for application programs. That was why we have developed the
TrEdVoice module (Ptikryl, 2007). This module’s purpose was not to create a complete voice control
of all TrEd functions and enable its full control without using the keyboard and mouse. However, it is
a useful accessory extending the original control possibilities (menus, hotkeys and mouse). Figure 4.3
shows the main TrEd screen with voice control enabled. The automatic speech recognition module
(so-called ASR module) created by the Department of Cybernetics of the University of West Bohemia
in Plzen’s team [6] ( Miiller, Psutka, Smidl, 2000) is used for voice commands recognition. The ASR
module is not embodied into the TrEdVoice, it runs independently as the ASR server and the TCP/IP
network protocol is used to communicate with the TrEdVoice. The ASR module is based on statistics
and it is speaker-independent, which means it can recognise an arbitrary speaker’s voice. For more
details on voice recognition see (Psutka, Miiller, Matousek, Radova, 2006).
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Figure 4.3. The TrEd editor screen with the TrEdVoice module enabled
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Chapter 5. Tutorials

We provide two kinds of tutorials to simplify introducing the data and the tools to the user. Mainly,
there are videos and handouts of the lectures given at the tutorial on the PDT (Prague Treebanking for
Everyone: A two-day tutorial [28]) held in the autumn of 2006. The videos and text documents provided
are in English. The second kind of tutorials are the demos guiding the user through the graphical
interface controls of the provided tools. The demos are placed directly on the CD-ROM, while the
videos are linked from an external source. Table 5.1 lists all tutorials (videos) concerning the data: the
tutorials on annotation layers (m-layer, a-layer) and the tutorial on the inner data representation (PML
format). Table 5.2 lists all tutorials (videos and demos or texts) concerning the tools.

Table 5.1. Data tutorials

Video clip

m-layer [23]
a-layer [22]
PML [15]

Table 5.2. Tool tutorials

Video clip Demo Text

Bonito [24] Bonito [/tutorials/bonito_en.htm] B o n i t o
[/tutorials/bonito-text_en.htm]

LAW [25] LAW [/tutorials/law_en.htm] -
TrEd [30] TrEd [/tutorials/tred_en.htm] bTrEd [12]
Netgraph [26] |Netgraph [/tutorials/netgraph_en.htm] -
STYX [29] STYX [/tutorials/styx_en.htm] -
- TrEdVoice [/tutorials/tredVoice cs.htm] |---
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Chapter 6. Installation

To streamline your work with the CAC 2.0 we provide “installation” programs for Linux and MS
Windows operation systems. Please note that in both operating systems the components of the
CD-ROM are copied to the hard drive, not installed. Users must install the selected tools themselves
—the README EN. txt file with the installation instructions is available for every tool in its home
directory within the CD directory. This file contains the system requirements, documentation references
and installation instructions. Most parts of the CAC 2.0 can also be used directly from the distributed
CD-ROM or its copies. Table 6.1 summarises all tools contained on the CD-ROM and the possibility
to run them in Linux and MS Windows operating systems.

Table 6.1. Tools compatibility with Linux and MS Windows operating systems

Tool Linux |MS Windows
Bonito yes yes
LAW yes yes
STYX yes yes

TrEd yes yes

TrEdVoice [no yes

Netgraph |yes yes

tool chain |yes no

Use the following commands to run the “Installation®:

« Installation in Linux OS. Run the program Install-on-Linux.pl from the root directory
of the CD-ROM.

* Installation in MS Windows. Launch the installation program by double-clicking the
Install-on-Windows.exe icon in the root directory of the distribution.

The installation process starts with one of these two types of installation. The user is then prompted
to enter the destination folder (the structure of the destination folder will follow the directory structure
of the CD-ROM):

» Basic— Copies of the documentation, tutorials and installation packages of Bonito, TrEd (including
the TrEdVoice module for voice control in MS Windows) and STYX tools.

* Custom — Copies all components selected by the user from the CD-ROM.

Warning for CD-ROM CAC 1.0 users: The installation programs contained on the CD-ROM CAC 2.0
are independent of CAC 1.0 installation. We recommend installing all the tools that were part of the
CAC 1.0 installation again from the CAC 2.0 CD-ROM. The CAC 2.0 distribution contains updated
versions of the tools.

Warning for Bonito tool users: To search within the CAC 2.0 using the Bonito tool it is not necessary
to copy the CAC 2.0 in XML format from the data/pml directory.

Warning for TrEd and TrEdVoice tool users: The TrEdVoice module for the voice control of the
TrEd tool can only be used in MS Windows OS. Installing the TrEd in MS Windows using the
installation package distributed with the CAC 2.0 (tools/TrEd/tred wininst en.zip)also
installs the TrEdVoice tool. Please note that even though the TrEdVoice is offered as bonus material,
its user manual is placed in the directory tools/TrEd/docs/ (notin bonus-tracks/) due to
the TrEdVoice’s close interconnection with the TrEd.
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Chapter 7. Distribution and license
information

The full distribution of the CAC 2.0 CD-ROM can be ordered from the Linguistic Data Consortium
[10] publishing house; during the ordering process you will be redirected to the license agreement web
page (see the license agreement text at http://ufal.mff.cuni.cz/corp-lic/cac20-reg-cs.html
[http://ufal.mff.cuni.cz/corp-lic/cac20-reg-en.html]). To complete the order, the user must fill in the

license agreement form.

Some of the distributed tools are covered by the GPL License (GNU Public License). This fact is
always explicitly stated in the README _EN . txt file of the tool, which is placed in the home directory
of the tool on the CAC 2.0 CD-ROM. In these cases the GPL takes precedence over the CAC 2.0

license.
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Chapter 8. Project VIPs

All the people who contributed to the CAC 2.0 are introduced by name.
* Czech Academic Corpus version 2.0
*  Morphological annotations checking: Jifi Mirovsky

+ Syntactical annotations checking: Alla Bémova, Katarina GajdoSova, Katarina Kandracova,
Ivana Klimova, Kiril Ribarov, Zdetika UreSova, Miroslav Zumrik

* Tools
* Bonito: Pavel Rychly, Oldfich Krtiza
* LAW: Jirka Hana
* TrEd: Petr Pajas
* Netgraph: Jifi Mirovsky
* Segmentation and tokenization of Czech texts: Jan Haji¢, Michal Kien

* Czech morphological analyser: Jan Haji¢, Jaroslava Hlavacova, David Kolovratnik, Pavel
Kvéton

* Tagger: Jan Raab
* Parser: Ryan McDonald, Véclav Novak, Kiril Ribarov
+ Automatic morphological and syntactical processing of Czech texts: Michal Kebrt
* Bonus material
*  STYX: Ondiej Kucera
* TrEdVoice: Leos Prikryl
*  CD-ROM, Web page
+ Installation script: Ondiej Bojar
+  CD booklet, web page: Michal Sotkovsky
* CAC Guide
* Technical editor: Jan Raab
+ Czech language corrections: Magda Sev¢ikova
* English translation: Alena Chrastova

* Proofreading: Sezin Rajandran
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Chapter 9. Financial support

The development of the Czech Academic Corpus, version 2.0, has been supported by the following
organizations and projects:

Grant Agency of Czech Academy of Sciences, grants no. 1ET101120413, 1ET101120503,
Grant Agency of the Charles University, grant no. 207-10/257559,

Ministry of Education, Youth and Sports, grant no. MSM0021620838,

Faculty of Mathematics and Physics of the Charles University in Prague,
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Appendix A. Sources of the texts

Table A.1. Administrative documents

File |Written form File | Transcription
a01w|Vyhlaska ¢. 100 al6s|Zelena vina
a02w |Hospodateni s domovnim bytovym majetkem al7s|Zpravy o pocasi
a03w |Pracovni fad al8s|Ptehled rozhlasovych poradl
a04w |Narodni pojisténi 12/1977 al9s|Hlaseni v metru
a05w |Kolektivni smlouvy — TIBA

a06w |Material — TIBA

a07w |Zprava o ¢innosti Ustavu pro jazyk Sesky

a08w |Metodické pokyny

a09w | Zapisy z porad

alOw|Zavazky

allw|Zapisy ze schiizi

al2w |Pokyny SURPMO

al3w|Pracovni navody, pokyny

al4w |Ob&zniky Ustavu pro jazyk Eesky

alSw|Zprava o Cinnosti oddéleni matematické lingvistiky

a20w |HlaSeni v obchodnim domé
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Sources of the texts

Table A.2. Documents covering journalism

File |Written form File | Transcription

n01w |Rudé pravo n53s|Rozhlasové reportaze a rozhovory
n02w |Svét prace n54s|Televizni komentafe

n03w |Prace n55s|Zpravy ¢s. rozhlasu

n04w | Ceskoslovensky rozhlas I. | |n56s|Televizni diskuse

n05w |Mlada fronta n57s|Televizni zpravy a reportaze

n06w | Ceskoslovensky rozhlas II.| |n58s|Rozhlasova diskuse

n07w| Vecerni Praha n59s|Televizni zpravy a lekce

n08w | Ceskoslovensky sport n60s | Televizni diskuse a komentare

n09w | Svobodné slovo

nl10w |Lidova demokracie

nllw|Obrana lidu

nl2w|Tydenik aktualit

nl3w|Zemédelské noviny

nl4w|Gramorevue G 73

nl5w|Tribuna

nléw |Zabér

n17w|Uder

nl8w|Svoboda

nl19w|Sluzba lidu

n20w|Zpravodaj TIBY

n21w |Nové Hradecko

n22w |Pochoden

n23w|Technicky tydenik

n24w|Hornik a energetik

n25w |Sazavan

n26w | Celakovicky zpravodaj

n27w |Nové Klatovsko

n28w |Pravda

n29w | Priiboj

n30w|Zpravodaj TIBY

n31w|Krkonosska pravda

n32w |Skolstvi a véda

n33w|Straz lidu

n34w | Zbrojovak

n35w |Nova svoboda

n36w | Vlasta

n37w |Mlady svét

n38w |Nase rodina

n39w | Ahoj na sobotu

n40w | Kvéty
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Sources of the texts

File

Written form

File

Transcription

ndlw

Signal

n42w

Zahradkar

n43w

Film a doba

nd4w

Melodie

n45w

Stadion

nd6w

Véda a technika mladezi

n47w

Halo sobota

n48w

Svét socialismu

n49w

Zahradnické listy

n5S0w

Kino

nS1lw

Chovatel

nS2w

Zapisnik 72’73
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Sources of the texts

Table A.3. Documents covering the scientific field

file |written form file |transcription
s01w|D¢&jiny ceské hudebni kultury s69s | Divadelni prehlidka
s02w |Motivace lidského chovani s70s | Vyklad Zakoniku prace
s03w |Skola — opora socialismu s71s|Opera o Bratrech Karamazovych

(prof. dr. Vaclav Holzknecht)

s04w

Jak rozumime chemickym vzorcim a rovnicim

s72s

Zprava o cest¢ do Belgie (PhDr.
Marie Tésitelova, DrSc.)

sO5w

Konflikty mezi lidmi

s73s

Obecné otazky jazykové kultury

s06w

Skoda 1000

s74s

Provozni kontrola potrubi

sO7w

Prazsky vodovod

s75s

Modelovani diod

sO8w

Nauka o materialu

s76s

Pfenosové parametry

sO9w

Tranzistory fizené elektrickym polem

s77s

O poétu koster jednoho grafu

s10w

Pro ptivab a eleganci

s78s

Streptokoky

sllw

Tisicilety vyvoj architektury

s79s

Statické zajisténi domu U Rytifa

s12w

Polovodicova technika

s80s

Problémy aerodynamiky zavodnich
vozil

s13w|Plazma, ¢tvrté skupenstvi hmoty s81s|Schiize védecké rady CSTV
sl4w|Nadhodnota a jeji formy s82s|Plenarni schize ROH / Pauzy vahani
s15w|Ur¢ovani efektivnosti za socialismu s83s|Seminaf o houbach

slow

Stazlivost myokardu

s84s

Ceska filharmonie hraje a hovoii
(Vaclav Neumann)

s17w

K biologickym a psychologickym zietelim
vychovy

s85s

Seminar o fotografii

s18w|Poetika s86s |Plisobeni hromadnych sdélovacich
prostiedk
s19w [Slovo a slovesnost 4/1973 $87s|Ochrany v primyslovych zavodech

s20w

Sociologicky ¢asopis 3/1973

s88s

Prace se ¢tenarem

s21w

Teorie a empirie

s89s

Dlouhodobé skladovani masa

s22w|Ceska literatura s90s | Personalistika

s23w |Ceskoslovenska informatika s91s|Archeologické nalezy v Touseni
(Jaroslav Spacek)

s24w |Narodopisné aktuality s92s|Prednaska o geografii

s25w | Vlastivédny sbornik moravsky $93s|Uvod do d&jin feudalismu

s26w | Cesky lid s94s |Filosofie fyziky (RNDr. Jifi Mrazek,
CSc.)

s27w |Otazky lexikalni statistiky $95s|0 vyvoji knihovnictvi

s28w |Pamatkova péce 4/1974 $96s | Zakladni podminky pro péstovani
zeleniny

s29w|Zékladni a rekreacni télesna vychova 10/1974 s97s |0 vychove socialistické inteligence

s30w

Spolecenské védy ve Skole 2/1974

s98s

Petrologie sedimentli a rezidualnich
hornin

s31w

Hospodaiské pravo

s99s

Organizace a fizeni vnitiniho obchodu

S32w

Socialni jistoty vCera a dnes

s00s

Rozbor situace v JZD
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Sources of the texts

file

written form

file

transcription

s33w

Arbitrazni praxe

s34w

Filosoficky Casopis 5/1974

s35w

Ceskoslovenska psychologie

s36w

Spolecenska struktura a revoluce

s37w

Humanismus v nasi filosofické tradici

s38w

Spolecnost — vzdélani — jedinec

s39w

Rozvoj osobnosti a slovesné uméni

s40w

Ke kritice burzoasnich teorii spolecnosti

s41w

Spisovny jazyk v sou¢asné komunikaci

s42w

Prirozeny jazyk v informacnich systémech

s43w

Ceska literatura

s4dw

NA

s45w

Védeckotechnicka revoluce a socialismus

s46w

Zesilovace se zpétnou vazbou

s47Tw

Teorie a pocitace v geofyzice

s48w

Vyzkum hlubinné geologické stavby
Ceskoslovenska

s49w

Podstata hypnozy a spanek

s50w

Nuklearni medicina

s51w

Hutnictvi a strojirenstvi

s52w

Zarucni lhuty potravinatrskych vyrobka

s53w

Mineralogie

s54w

Ptaci

s55w

Elektronicky obzor 6/1974

s56w

Teplarenstvi

s57Tw

Védecko-technicky rozvoj za socialismu

S58w

Jak na prace se stavebninami

s59w

NA

s60w

Obkladame interiéry a fasady

s61w

Alpinkéitv svét

S62w

Opravujeme a modernizujeme rodinny domek

s63w

Jak na prace s kovem

s64w

Astronomie

S65w

Pokroky matematiky, fyziky a astronomie

S66w

Elektrotechnicky obzor

S67w

Hvézdarska rocenka

S68w

Lékarska fyzika
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Appendix B. Description of lemmas

In the CAC 1.0, lemma has a form of string lemma :P1 ;P2 ,P3 "(K) where lemma is the lemma
proper and P/, P2, P3, K stand for the optional additional info.

Table B.1. Additional information of the lemmas

Labelling | Separator | Description Notes

P1 : morpho-syntactic flag |part of speech or its detailed specification

P2 ; semantic flag common semantic clasification

P3 , style flag stylistical classification

K A comment explanatory note, derivational comments, other
comments

Table B.2. Morpho-syntactic flags of the lemmas

Value |Description

B abbreviation

T imperfect verb

W perfect verb

Table B.3. Semantic flags of the lemmas

Value |Description

member of a particular nation, inhabitant of a particular territory

geographical name

chemistry

company, organization, institution

natural sciences

product

surname (family name)

medicine

given name

Sl<|c|lwnlm Co|Rl T Q H

economy, finances

(@]

computers and electronics

technology in general

—-Tug

justice

B

other proper name

color indication

=}

politcs, government, military

culture, education, arts, other sciences

sports

hobby, leisure, travelling

N[<[g][=][s

ecology, environment
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Description of lemmas

Table B.4. Style flags of the lemmas

Value |Description

a archaic

e expressive

h colloquial

1 slang, argot

n dialect

S bookish

t foreign word

v vulgar

X outdated spellimg or misspeling

Table B.S. Examples of lemmas

Lemma Additional info Description

Abchaz (Abkhazian) | ;E member of a particular nation

Agned Y ot given name|foreign word

dobromysl (oregano) | ;L natural sciences

dementi it foreign word

FFUK (Faculty of Arts, | _ : B _ ; K ;|abbreviation|institution|culture,

Charles University)  |u-"(Filozof. fakulta Univerzity Karlovy)|education|abbreviation description

liné€ (lazy) N*1y) derivation: remove one character
from the end (i.e. “€”), add
character “y”: “liny”
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Appendix C. Description of tags

Table C.1. Part of speech

Value |Description

A Adjective

C Numeral

D Adverb

I Interjection

J Conjunction

N Noun

P Pronoun

A% Verb

R Preposition

T Particle

X Unknown, Not Determined, Unclassifiable
Z Punctuation (also used for the Sentence Boundary token)
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Description of tags

Table C.2. Sub-part of speech

Value | Description POS

# Sentence boundary Z — punctuation

% Author’s signature, e.g. ha§-99 :B ;S N —noun

* Word krat (lit.: “times”) C — numeral

, Conjunction subordinate (incl. “aby”, “kdyby” in all forms) J — conjuction

} Numeral, written using Roman numerals (XIV) C — numeral
Punctuation (except for the virtual sentence boundary word ###, which uses|Z — punctuation
the C.2 #)

= Number written using digits C —numeral

? Numeral “kolik” (lit. “how many”/“how much”) C — numeral

@ Unrecognized word form X — unknown

~ Conjunction (connecting main clauses, not subordinate) J — conjunction

4 Relative/interrogative pronoun with adjectival declension of both types (soft|P — pronoun
and hard) (“jaky”, “ktery”, “¢i”, ..., lit. “what”, “which”, “whose”, ...)

5 The pronoun he in forms requested after any preposition (with prefix n-: |P — pronoun
“né&j”, “n¢ho”, ..., lit. “him” in various cases)

6 Reflexive pronoun se in long forms (“sebe”, “sob&”, “sebou”, lit. “myself” /|P — pronoun
“yourself” / “herself” / “himself” in various cases; “se” is personless)

7 Reflexive pronouns “se” (C.5 = 4), “si” (C.5 = 3), plus the same two forms [P — pronoun
with contracted -s: “ses”, “sis” (distinguished by C.8 = 2; also number is
singular only) This should be done somehow more consistently, virtually any
word can have this contracted -s (“cos”, “polivkus”, ...)

8 Possessive reflexive pronoun “svij” (lit. “my”/“your”/*her”/*his” when the |P — pronoun
possessor is the subject of the sentence)

9 Relative pronoun “jenz”, “jiz”, ... after a preposition (n-: “n¢hoz”, “niz”, ...,|P — pronoun
lit. “who”)

A Adjective, general A — adjective

B Verb, present or future form V —verb

C Adjective, nominal (short, participial) form “rad”, “schopen”, ... A — adjective

D Pronoun, demonstrative (“ten”, “onen”, ..., lit. “this”, “that”, “that”, ... “over|P — pronoun
there”, ...)

E Relative pronoun “coz” (corresponding to English which in subordinate|P — pronoun
clauses referring to a part of the preceding text)

F Preposition, part of; never appears isolated, always in a phrase (“nehledé|R — preposition
(na)”, “vzhledem (k)”, ..., lit. “regardless”, “because of”’)

G Adjective derived from present transgressive form of a verb A — adjective

H Personal pronoun, clitical (short) form (“mé&”, “mi”, “ti”, “mu”, ...); these|P — pronoun
forms are used in the second position in a clause (lit. “me”, “you”, “her”,
“him”), even though some of them (“mé&”’) might be regularly used anywhere
as well

I Interjections I — interjection

J Relative pronoun “jenz”, “jiz”, ... not after a preposition (lit. “who”, “whom”) |P — pronoun

K Relative/interrogative pronoun “kdo” (lit. “who”), incl. forms with affixes -z |P — pronoun
and -s (affixes are distinguished by the category C.15 (for -z) and C.8 (for
-s))

L Pronoun, indefinite “vSechen”, “sam” (lit. “all”, “alone”) P — pronoun
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Description of tags

“desatero”, ..., lit. “four-kinds”/*“sorts-of”, “ten-...”")

Value | Description POS

M Adjective derived from verbal past transgressive form A — adjective

N Noun (general) N — noun

(@) Pronoun “svij”, “nesvij”, “tentam” alone (lit. “own self”, “not-in-mood”, |P — pronoun
‘6g0ne”)

P Personal pronoun “ja”, “ty”, “on” (lit. “I””, “you”, “he”) (incl. forms with the |P — pronoun
enclitic -s, e.g. “tys”, lit. “you’re”); gender position is used for third person
to distinguish “on”/*“ona”/“ono” (lit. “he”/“she”/“it”), and number for all
three persons

Q Pronoun relative/interrogative “co”, “copak”, “cozpak” (lit. “what”,|P — pronoun
“isn’t-it-true-that™)

R Preposition (general, without vocalization) R — preposition

S Pronoun possessive “muj”, “tvdy”, “jeho” (lit. “my”, “your”, “his”); gender |P — pronoun
position used for third person to distinguish “jeho”, “jeji”, “jeho” (lit. “his”,
“her”, “its”), and number for all three pronouns

T Particle T — particle

U Adjective possessive (with the masculine ending -iv as well as feminine -in) | A — adjective

v Preposition (with vocalization -e or -u): (“ve”, “pode”, “ku”, ..., lit. “in”,|R — preposition
CGunder”’ 6‘t0”)

W Pronoun negative (“nic”, “nikdo”, “nijaky”, “Zadny”, ..., lit. “nothing”,|P — pronoun
“nobody”, “not-worth-mentioning”, “no”/*none”

X (temporary) Word form recognized, but tag is missing in dictionary due to
delays in (asynchronous) dictionary creation

Y Pronoun relative/interrogative co as an enclitic (after a preposition) (“o¢”, |P — pronoun
“nac”, “zac”, lit. “about what”, “on”/“onto” “what”, “after”/“for what”)

zZ Pronoun indefinite (“n&jaky”, “néktery”, “¢ikoli”, “cosi”, ..., lit. “some”, |P — pronoun
“some”, “anybody’s”, “something”)

a Numeral, indefinite (“mnoho”, “malo”, “tolik”, “nékolik”, “kdovikolik”, ..., |C — numeral
lit. “much”/“many”, “little”/“few”, “that much”/“many”, “some” (“number
of”), “who-knows-how-much/many”)

b Adverb (without a possibility to form negation and degrees of comparison, |D — adverb
e.g. “pozadu”, “naplocho”, ..., lit. “behind”, “flatly”); i.e. both the C.11 as
well as the C.10 attributes in the same tag are marked by — (Not applicable)

c Conditional (of the verb “byt” (lit. “to be”) only) (“by”, “bych”, “bys”,|V — verb
“bychom”, “byste”, lit. “would”)

d Numeral, generic with adjectival declension (“dvoji”, “desatery”, ..., lit.|C — numeral
“two-kinds™/..., “ten-...”")

e Verb, transgressive present (endings -e/-¢, -ic, -ice) V —verb

f Verb, infinitive V — verb

g Adverb (forming negation (C.11 set to A/N) and degrees of comparison C.10
set to 1/2/3 (comparative/superlative), e.g. “velky”, “za\-ji\-ma\-vy”, ..., lit.
“big”, “interesting”

h Numeral, generic: only “jedny” and “nejedny” (lit. “one-kind”/*sort-of”,|C — numeral
“not-only-one-kind”/*“sort-of”)

i Verb, imperative form V —verb

] Numeral, generic greater than or equal to 4 used as a syntactic noun (“¢tvero”, |C — numeral
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Description of tags

Value

Description

POS

Numeral, generic greater than or equal to 4 used as a syntactic adjective, short

(134

form (“Ctvery”, ..., lit. “four-kinds”/“sorts-of’")

C — numeral

1 Numeral, cardinal “jeden”, “dva”, “tfi”, “Ctyfi”, “pul”, ... (lit. “one”, “two”,|C — numeral
“three”, “four”); also “sto” and “tisic” (lit. “hundred”, “thousand”) if noun
declension is not used

m Verb, past transgressive; also archaic present transgressive of perfective verbs |V — verb
(ex.: “udélav”, lit. “(he-)having-done”; arch. also “udé¢laje” (C.15 = 4), lit.
“(he-)having-done)”

n Numeral, cardinal greater than or equal to 5 C — numeral

0 Numeral, multiplicative indefinite (“-krat”, lit. (“times”): “mnohokrat”, |C — numeral
“tolikrat”, ..., lit. “many times”, “that many times”)

p Verb, past participle, active (including forms with the enclitic - s, lit. re|V — verb
(‘6are’9))

q Verb, past participle, active, with the enclitic -t, lit. (“perhaps”) -|V —verb
“could-you-imagine-that?” or “but-because-" (both archaic)

r Numeral, ordinal (adjective declension without degrees of comparison) C — numeral

s Verb, past participle, passive (including forms with the enclitic -s, lit. ’re|V — verb
(“are”))

t Verb, present or future tense, with the enclitic -t’, lit. (“perhaps”)|V — verb
“-could-you-imagine-that?” or “but-because-" (both archaic)

u Numeral, interrogative “kolikrat”, lit. “how many times?” C — numeral

\% Numeral, multiplicative, definite (-krat, lit. “times™: “pétkrat”, ..., lit. “five |C — numeral
times”)

w Numeral, indefinite, adjectival declension (“nejeden”, “tolikaty”, ..., lit.|C — numeral
“not-only-one”, “so-many-times-repeated”)

y Numeral, fraction ending at -ina; used as a noun (“pé&tina”, lit. “one-fifth”) |C —numeral

Numeral, interrogative “kolikaty”, lit. “what”

(“at-what-position-place-in-a-sequence”)

C — numeral

Table C.3. Gender

Value |Description

F Feminine

H {F, N} — Feminine or Neuter

I Masculine inanimate

M Masculine animate

N Neuter

Q Feminine (with singular only) or Neuter (with plural only); used only with participles and

nominal forms of adjectives

T Masculine inanimate or Feminine (plural only); used only with participles and nominal forms
of adjectives

X Any

Y {M, I} — Masculine (either animate or inanimate)

Z {M, I, N} — Not fenimine (i.e., Masculine animate/inanimate or Neuter); only for (some)

pronoun forms and certain numerals
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Description of tags

Table C.4. Number

Value |Description

D Dual , e.g. “nohama"

Plural, e.g. “nohami”

P
S Singular, e.g. “noha”
W

Singular for feminine gender, plural with neuter; can only appear in participle or nominal
adjective form with gender value Q

X Any

Table C.5. Case

Value | Description

Nominative, e.g. “Zena”

[13%

Genitive, e.g. “Zeny”

(134

Dative, e.g. “Zen¢”

(334

Accusative, e.g. “Zenu”

[13% X9

Locative, e.g. “Zené

Instrumental, e.g. “Zenou”

1
2
3
4
5 Vocative, e.g. “Zeno”
6
7
X

Any

Table C.6. Possessive gender

Value | Description

F Feminine, e.g. “matcin”, “jeji”

M Masculine animate (adjectives only), e.g. “otct”
X Any

zZ {M, I, N} — Not feminine, e.g. “jeho”

Table C.7. Possessive number

Value | Description

P Plural, e.g. “nas”

S Singular, e.g. “mutj”

X Any, e.g. “your”

Table C.8. Person

Value |Description

EERNT3

1 st person, e.g. “piSu”, “piSeme”

P22 T3

2nd person, e.g. “pises”, “pisete”

G

2
3 3rd person, e.g. “pise”, “piSou”
X

Any person
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Description of tags

Table C.9. Tense

Value |Description

F Future

H {R, P} — Past or Present
P Present

R Past

X Any

Table C.10. Grade

Value | Description

1 Positive, e.g. “velky”

[T R AL L]

2 Comparative, e.g. “vetsi

3 Superlative, e.g. “nejvetsi”

Table C.11. Negation

Value |Description

A Affirmative (not negated), e.g. “mozny”

N Negated, e.g. “nemozny”

Table C.12. Voice

Value | Description

A Active, e.g. “pisici”

P Passive, e.g. “psany”

Table C.13. Reserve 1

Value |Description

- not applicable

Table C.14. Reserve 2

Value |Description

- not applicable
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Description of tags

Table C.15. Variant

Value

Description

Basic variant, standard contemporary style; also used for standard forms allowed for use in
writing by the Czech Standard Orthography Rules despite being marked there as colloquial

Variant, second most used ( less frequent), still standard

Variant, rarely used, bookish, or archaic

Very archaic, also archaic + colloquial

Very archaic or bookish, but standard at the time

Colloquial, but (almost) tolerated even in public

Colloquial (standard in spoken Czech)

Colloquial (standard in spoken Czech), less frequent variant

Abbreviations

O | N| | =W | —

Special uses, e.g. personal pronouns after prepositions etc.
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Appendix D. Analytical function
description

Table D.1. Analytical functions (AF) in the CAC 2.0

AF |Description |AF |Description |AF |Description |AF Description
Pred |predicate, a Pnom |nominal AuxC |conjunction  [AuxK |terminal punctuation of
node not predicate, or (subord.) a sentence
depending on nom. part of
another node; predicate with
depends on # copula be
Sb  |subject AuxV |auxiliary verb| AuxO |redundant or [ExD |a technical value for a
be emotional item, deleted item; also for
“coreferential” the main element of a
pronoun sentence without
predicate
(externally-dependent)
Obj |object Coord [coord. node |AuxZ |emphasizing |AtrAtr |an attribute of any
word several preceding
(syntactic) nouns
Adv |adverbial Apos |apposition |AuxX|comma (not [AtrAdv |structural ambiguity
(main node) serving as a between adverbial and
coordinating adnominal (hung on a
conjunction) name/noun)
dependency without a
semantic difference
Atv |complement [AuxT |reflexive AuxG |other graphic |AdvAtr|dtto with reverse
(so-called tantum symbols, not preference
determining) terminal
technically
hung on a
non-verbal
element
AtvV|complement [AuxR |passive AuxY |adverbs, AtrObj [structural ambiguity
(so-called reflexive particles not between object and
determining) classed adnominal dependency
hung on a verb, elsewhere without a semantic
no 2nd gov. difference
node
Atr |attribute AuxP |primary AuxS [root of the tree |ObjAtr |dtto with reverse
preposition, #) preference
parts of a
secondary
preposition
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Appendix E. World Wide Web links

Name (description)
Location
PROJECTS
| Resources and tools for information systems
" |http://ufal.mff.cuni.cz/rest
) Morphological tagging of Czech (a complete guide)
" |http://ufal.mff.cuni.cz/czech-tagging
3 Parsing of Czech (a complete guide)
" | http://ufal.mff.cuni.cz/czech-parsing
INSTITUTIONS
4 Academy of Sciences of the Czech Republic
" |http://www.av.cz
5 Grant Agency of the Academy of Sciences of the Czech Republic
" |http://www.gaav.cz
6 Department of Cybernetics of the University of West Bohemia in Plzen, Czech Republic
" |http://www.kky.zcu.cz
7 Ministry of Education, Youth and Sports of the Czech Republic
" |http://www.msmt.cz
3 Charles University in Prague, Czech Republic
" |http://www.cuni.cz
Institute of Formal and Applied Linguistics, Faculty of Mathematics and Physics,
9. Charles University in Prague, Czech Republic
http://ufal.mff.cuni.cz
Linguistic Data Consortium, Philadelphia, PA, USA
10.
http://www.ldc.upenn.edu
1 Institute of Czech Language, Academy of Sciences of the Czech Republic
“|http://ujc.cas.cz
DATA, RESOURCES, GUIDELINES, TUTORIALS
12 bTrEd and nTrEd tutorial (tutorial on bTrEd and nTrEd)
" |http://ufal.mff.cuni.cz/pdt2.0/doc/tools/tred/bn-tutorial.html
13 csts DTD (an internal data format based on SGML)
"|http://ufal.mff.cuni.cz/pdt2.0/doc/pdt-guide/cz/html/ch03 . html#a-data-formats-csts
14.|Czech National Corpus
http://ucnk.ff.cuni.cz
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World Wide Web links

Name (description)
Location

15.

Prague Markup Language (an internal data format based on XML)
http://ufal.mff.cuni.cz/jazz/pml

16.

Prague Dependency Treebank
http://ufal.mff.cuni.cz/pdt

17.

Manual for Morphological Annotation of PDT
http://ufal. mff.cuni.cz/pdt2.0/doc/manuals/en/m-layer/html/index.html

18.

Manual for Analytical Annotation of PDT
http://ufal. mff.cuni.cz/pdt2.0/doc/manuals/en/a-layer/html/index.html

19.

Relax NG (XML scheme)
http://www.relaxng.org

20.

SGML
http://www.w3.org/MarkUp/SGML/

21.

Slovak National Corpus
http://korpus.juls.savba.sk/index.en.html

22.

Tutorial on the a-layer
http://lectures.ms.mff.cuni.cz/video/recordshow/index/17/29

23.

Tutorial on the m-layer
http://lectures.ms.mff.cuni.cz/video/recordshow/index/17/28

24.

Tutorial on Bonito
http://lectures.ms.mff.cuni.cz/video/recordshow/index/2/24

25.

Tutorial on LAW
http://lectures.ms.mff.cuni.cz/video/recordshow/index/2/22

26.

Tutorial on Netgraph
http://lectures.ms.mff.cuni.cz/video/recordshow/index/2/25

27.

Tutorial on PML format
http://lectures.ms.mff.cuni.cz/video/recordshow/index/17/34

28.

Tutorial on the Prague Dependency Treebanks: Prague Treebanking for Everyone
http://lectures.ms.mff.cuni.cz/video/categoryshow/index/1

29.

Tutorial on STYX
http://lectures.ms.mff.cuni.cz/video/recordshow/index/2/27

30.

Tutorial on TrEd
http://lectures.ms.mff.cuni.cz/video/recordshow/index/2/23

31.

XML
http://www.w3.org/XML
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World Wide Web links

Name (description)
Location

TOOLS

32.

Bonito (graphical user interface of the Manatee corpus manager)
http://nlp.fi.muni.cz/projekty/bonito/

33.

LAW (morphological annotation editor)
http://www.ling.ohio-state.edu/~hana/law.html

34.

Mor¢e (morphological tagger of Czech)
http://ufal.mff.cuni.cz/morce

35.

Netgraph (tool for searching dependency corpora)
http://quest.ms.mff.cuni.cz/netgraph

36.

STYX (electronic exercise book of Czech based on PDT)
http://ufal.mff.cuni.cz/styx

37.

TrEd (syntactical annotation editor)
http://ufal.mff.cuni.cz/~pajas/tred

38.

TNT (Trigrams’n’Tags tagger)
http://www.coli.uni-saarland.de/~thorsten/tnt/
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